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INTRODUCTION 

Scientists and engineers of the Earth Sciences Division conduct research on a 
wide variety of topics relevant to the nation's energy development programs. 
This report summarizes the activities for 1985, illustrating the breadth and 
relevance of scientific investigations appropriate to the mission of a multipur
pose National Laboratory. The Earth Sciences Division has developed unique 
expertise in several of the research areas reported upon here---expertise due in 
part to the special resources and facilities available to researchers at the 
Lawrence Berkeley Laboratory and to the Laboratory's commitment to techni
cal and managerial competence. In addition to the permanent Laboratory staff, 
University faculty members, graduate students, and visiting scientists partici
pate in many investigations. Interlaboratory cooperation within the U.S. 
Department of Energy system and collaboration with other research institutions 
provide access to unmatched intellectual and technological resources for the 
study of complex problems. 

Much of the Division's research deals with the physical and chemical proper
ties and processes in the Earth's crust, from the partially saturated, low
temperature near-surface environment to the high-temperature environments 
characteristic of regions where magmatic-hydrothermal processes are active. 
Strengths in laboratory instrumentation, numerical modeling, and in situ meas
urement allow study of the transport of mass and thermal energy through geolo
gic media-studies that now include the appropriate chemical reactions and the 
hydraulic-mechanical complexities of fractured rock systems. Related and 
parallel laboratory and field investigations are concerned ~ith the effects of 
temperature, pressure, stresses, pore fluids, and fractures on the elastic and 
electrical properties of rock masses. These studies are concerned with rock 
behavior in the brittle and ductile crustal regimes, and they drive the develop
ment of improved geomechanical and geophysical tools and techniques for 
mapping and characterizing fractures in the subsurface. 

This annual report presents summaries of research activities grouped accord
ing to the principal disciplines of the Earth Sciences Division: Geomechanics, 
Geophysics, Reservoir Engineering and Hydrogeology, and Geochemistry. We 
are proud to be able to bring you this report, which we hope will convey not 
only a description of the Division's scientific activities but also a sense of the 
enthusiasm and excitement present today in the Earth Sciences. 
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GEOMECHANICS 

In broad terms research in geomechanics is concerned with study of the fun
damental mechanical properties of rock masses and the effects of these proper
ties on such physical processes as seismic wave propagation and fluid flow. 
Study of the propagation of seismic waves through intact and fractured rock 
was a major emphasis in fiscal 1984. The first article in this section discusses 
the effect of clay content in clastic rocks on compressional- and shear-wave 
velocities. The second article presents an evaluation of the velocities of these 
waves in permafrost. The third describes the effect of single fractures on the 
attenuation of seismic waves. The next two report on studies related to the 
hydrologic properties of rock masses; one discusses a laboratory study of the 
permeability of shale as a function of stress and temperature, and the other 
discusses the development of a metal injection technique to aid in the determi
nation of void geometry and contact area in a single fracture. Following these 
is a study of the mechanics of single fractures in which a technique was 
developed to simulate mechanical deformation of fracture surfaces under vary
ing load. The next article covers recent work on the application of block theory 
to modeling the mechanical behavior of rock masses. Last is a report on tech
niques developed to control interpenetrations of blocks in numerical models 
and to simulate joint trace maps and define maximum key block regions. 
These investigations have utilized experimental, analytical, and computational 
facilities at both Lawrence Berkeley Laboratory (LBL) and the UC Campus, in 
particular, laboratories associated with the Civil, Mechanical, and Materials Sci
ence and Mineral Engineering Departments. The research effort has been 
shared by LBL staff, campus faculty, and University graduate students. 
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Acoustic and Related Properties of Clastic Rocks from the 
Athabasca Basin 

M.S. King, M.R. Stauffer, * and R.I.P. Yang 

In addition to conventional compressional-wave 
surveys, widespread use is now being made of shear
wave velocities in seismic surveys. A number of 
workers in recent years have described methods for 
obtaining such data and have demonstrated the 
importance of the ratio Vp/Vs of compressional- to 
shear-wave velocity as an aid in interpreting field 
data in terms of rock lithology and texture and as an 
indicator of the presence of hydrocarbons in oil 
exploration. 

The variations of compressional-wave velocity 
with composition and texture of rocks at South 
McMahon Lake in the eastern part of the Athabasca 
Basin were reported by Hajnal et al. (1983) during a 
study of the seismic method as a prospecting and 
mapping tool in that Precambrian setting. The basin 
consists of flat-lying, late Proterozoic, coarse clastic 
rocks covering approximately 100,000 km2 in north
ern Saskatchewan, Canada. These rocks rest uncon
formably on a basement of Archean to lower Pro
terozoic gneiss and granite and are the host for 
several extremely rich uranium ore deposits located 
at or near the sub-Athabasca unconformity. Cores 
were studied from three 200-m deep boreholes 
located on a line 1 km long in the vicinity of a 
uranium mineralized zone. Thin sections were 
described, and Vp, Vs, and porosity measurements 
were made for 463 core samples for both the Atha
basca clastic rocks and the underlying basement 
material. Permeability measurements were made on 
248 samples from two of the boreholes. 

EXPERIMENTAL PROCEDURE 

Cylindrical core specimens were used for the 
acoustic velocity, density, and porosity measure
ments. These specimens were 54 mm in diameter 
and approximately 75 mm in length. In some cases, 
however, where the core was friable or contained 
weak bedding planes, the length of the specimens 
had to be reduced to less than 75 mm. For permea
bility measurements, the test specimens were 19 mm 
in diameter. These were cored from certain of the 
larger specimens referred to above, in directions 
parallel and perpendicular to bedding, upon conclu
sion of the acoustic velocity and density measure
ments. 

·University of Saskatchewan, Saskatoon, Canada S7N OWO. 
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The fully water saturated specimens were 
weighed and their saturated bulk densities calculated. 
The specimens were dried for 24 hours in a vacuum 
oven maintained at 80°C. They were again weighed 
and their dry densities calculated. The porosity of 
each sample was calculated from the known volume 
of water removed during drying. The accuracy in 
measuring the fractional porosity is estimated to be 
approximately ± 0.003. 

The compressional- and shear-wave velocities 
were measured with an accuracy of ±0.5% for Vp 

and ± 1.0% for Vs, with precisions of ± 0.3% and 
± 0.5%, respectively. The time-of-flight ultrasonic 
measuring technique has been described by King 
(1983). Measurements were made on fully water 
saturated specimens over a range of uniaxial stresses 
from 2 to 25 MPa. 

The permeability measurements were made on 
dry specimens contained in a Hassler sleeve at a con
fining pressure of 0.7 MPa. Nitrogen was used as 
the flowing fluid. In as many cases as possible, per
meabilities were determined both parallel and per
pendicular to the bedding plane. The accuracy in 
permeability measurements is estimated to range 
from ± 25% at low permeabilities to ± 5% at the 
higher values. 

RESULTS AND DISCUSSION 

Figure 1 shows Vp and Vs for typical water
saturated Athabasca Group rock specimens plotted 
as a function of uniaxial stress to 25 MPa for sample 
porosities in the range 0.03-0.16. The pronounced 
changes in slope for Vp and Vs at low axial stresses 
probably result from the closure of microcracks of 
small aspect ratio at these stresses. A statistical 
analysis of Vp/Vs ratios for all specimens tested indi
cates that in the range of axial stresses from 8 to 25 
MPa, there is only a small increase in Vp/Vs. This 
overall change (an increase of 0.0007) is considerably 
less than the ± 0.8% uncertainty based on the preci
sion of the experimental results. The reason for the 
small change observed in Vp/Vs is discussed by Tat
ham (1982), who shows in his Fig. 6 that once the 
microcracks of small aspect ratios in a porous sand
stone are closed, Vp/Vs is relatively insensitive to 
further changes in stress (as might be caused by an 
increase in axial stress from 8 to 25 MPa). 
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Figure 1. Compressional- and shear-wave velocities for 
typical water-saturated Athabasca Group specimens as a 
function of uniaxial stress. [XBL 853-10384] 

The empirical time-average relationship pro
posed by Wyllie et al. (1956) for water-saturated 
porous rocks predicts a linear relationship for I/Vp 

and I/Vs as a function of porosity. Geertsma (1961) 
used the theories of Gassman and Biot to arrive at a 
similar conclusion. Multiple linear regression has 
been employed here to determine I/Vp, I/Vs, and 

Vp/Vs as functions of porosity (¢) and clay content 
(Fc) for a total of 458 rock samples from the Atha
basca Group (433 from the three boreholes studied 
by Hajnal et al. (1983) and 25 from other boreholes 
in the Athabasca Basin). The velocities used are 
those measured at 25 MPa axial stress. The regres
sions determined for l/Vp, l/Vs, and Vp/Vs are 
shown in Table 1. The standard deviations of the 
regression coefficients for ¢ and Fc and multiple 
correlation coefficient r, listed in Table 1, show that 
the regression coefficients are significant at the 0.1 % 
level and that the regression of the dependent vari
able in each case on ¢ and Fc accounts for a signifi
cant amount of the variation in the dependent vari
able. 

The relationships shown in Table 1 for I/Vp, 

1/ Vs, and Vp/Vs in the porosity range 0-0.15 and for 
clay contents between 0 and 0.3 are similar to those 
reported by Castagna et al. (1985) for their studies of 
clastic silicate rocks and those of Tosaya and Nur 
(1982). It is seen that increases in ¢ and Fc result in 
increases in magnitude of all three parameters: I/Vp, 

I/Vs, and Vp/Vs. It is clear also that these parame
ters are more sensitive to changes in porosity than to 
those in clay content by a factor of approximately 4. 
This conclusion is in keeping with those of Castagna 
et al. (1985) and Tosaya and Nur (1982). 

A study of the relationships for l/Vp, I/Vs, and 
Vp/Vs as a function of porosity and clay content for 
different ranges of Fc indicates that for values less 
than 0.15, the influence of Fc on these parameters is 
not as important as at the higher values of clay con
tent. Figures 2 and 3 show I/Vp, I/Vs, and Vp/Vs 
plotted as a function of porosity for the 404 Atha
basca Group rock samples having a clay content less 

Table 1. Regressions determined for I/Vp, I/Vs, and Vp/Vs for Athabasca Group rocks as a 
function of porosity and clay content. 

Standard deviations Correlation 
Parameter Intercept Regression coefficients of regression coefficients coefficient 

y ao a] a2 Sal Sa2 r 

I/Vp 0.1718 0.30 0.08 0.02 0.007 0.4202 

I/Vs 0.2458 0.83 0.214 0.05 0.016 0.6039 

Vp/Vs 1.4701 1.58 0.378 0.17 0.060 0.6755 

Note: y = ao + a] . 1> + a2 . Fc, where 1> = porosity and Fc = clay fraction (458 samples). 
Vp and Vs measured at 25 MPa axial stress. 
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IIVs) measured at 25 MPa as a function of porosity (</» for 
Athabasca Group samples containing less than 0.15 clay. 
[XBL 853-10385] 

than 0.15. The velocities used are those measured at 
25 MPa axial stress. The correlation coefficients 
shown in Figs. 2 and 3 indicate that each of the 
regressions is significant at better than the 1 % level. 
The increases in I/Vp, I/Vs, and Vp/Vs with increas
ing porosity are similar in magnitude to those 
reported by Tatham (1982) and Domenico (1984). 

Permeability measurements made on Athabasca 
Group rock specimens containing less than 0.15 clay 
are shown in Fig. 4 as a function of porosity. The 
poor relationship observed between permeability and 
porosity for all specimens tested is probably due to 
the presence of microfractures. This suggests that a 
significant proportion of the permeability for these 
rocks is controlled by microfractures. Results for 
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Figure 3. Ratio Vp/Vs as a function of porosity (</» for 
Athabasca Group samples containing less than 0.15 clay. 
[XBL 853-10386] 
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specimens with high values of permeability that were 
caused demonstrably by through-going fractures are 
not included in Fig. 4, although they were quite 
numerous. The correlation coefficient shown in Fig. 
4 indicates that the regression is significant at better 
than the 1 % level. 

CONCLUSIONS 

The marked reduction i.n velocities Vp and Vs 
with increasing clay content and porosity suggests 
that seismic methods might be useful for identifying 
large zones of high porosity or high clay content 
(such as some fault zones, or the clay-rich halos sur
rounding known uranium ore bodies). 

The velocities Vp and Vs and the ratio Vp/Vs for 
Athabasca Group rocks are influenced more strongly 
by changes in porosity than by changes in clay con
tent, by a factor of approximately 4, in the range of 
porosities from a to 0.2 and clay contents from a to 
0.3. For clay contents less than 0.15, simple linear 
relationships exist between the reciprocal velocities 
l/Vp and I/Vs and the ratio Vp/Vs and porosity. 

The intrinsic permeability of Athabasca Group 
rocks bears a simple relationship to porosity in the 
range 0-0.15. However, the in-situ permeability 
probably will be greater than the intrinsic value and 
is then largely controlled by the presence of fractur
ing. 
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Figure 4. Permeability of Athabasca Group samples con
taining less than 0.15 clay as a function of porosity. 
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The Effect of the Extent of Freezing on Seismic Velocities in 
Unconsolidated Permafrost 

R. W. Zimmerman* and M.S. King 

Geophysical techniques are of necessity playing 
an increasingly important role in the mapping of per
mafrost conditions in the Arctic. Knowledge of the 
physical properties of permanently frozen ground is 
required in the exploration for and exploitation of 
hydrocarbons and other mineral resources located in 
or below zones of permafrost. Study groups 
involved in pipeline construction and the erection of 
large permanent structures in permafrost require esti
mates of the amount of ground ice present at depth, 
the thickness and areal extent of permafrost, and the 
depth to the top of the permafrost. The drilling and 
completion of oil and gas wells in zones of per
mafrost require a detailed knowledge of the depth of 
permafrost, its ice content, and its strength. 

Interpretation of seismic reflection and vertical 
seismic profiling surveys, both of which are impor
tant techniques in exploration geophysics, depend 
upon seismic velocity control, particularly in near
surface sediments. It is these unconsolidated sedi
ments that are often in the permanently frozen state 
in arctic regions. A number of studies have demon
strated that the presence of ice in the pore spaces of 
sediments can result in large increases in seismic 
velocity relative to the case when the interstitial 
water is unfrozen. Factors influencing the fraction of 

*Department of Mechanical Engineering, University of California, 
Berkeley. 

8 

ice formed in the pore spaces of sediments are the 
temperature, the moisture content, the pore sizes and 
shapes, the pore-water chemistry, and the states of 
stress in both the solid frame and the pore fluid. 

From studies of acoustic-wave propagation in 
sedimentary rocks at permafrost temperatures, 
Timur (1968) concluded that as the temperature is 
decreased below O°C, ice forms first in the larger 
pore spaces and then in progressively smaller ones as 
the temperature is reduced still further. He ascribed 
this behavior to steadily increasing interfacial forces 
associated with the larger specific surface areas of 
smaller pores. Other authors have reported behavior 
confirming Timur's hypothesis during measurements 
of elastic-wave velocities, complex electrical resis
tivity, and thermal conductivity of samples of 
natural permafrost and other water-saturated, porous 
rocks at temperatures below O°c. Timur (1968) pro
posed a three-phase, time-average relationship for 
calculating the fraction of ice present in the pore 
spaces of permafrost. This sort of relation, however, 
applies only to consolidated porous rocks. It is inap
plicable to unconsolidated permafrost sediments 
unless an artificially low value is used for the matrix 
velocity, as was suggested by Hoyer et al. (1975). 
King (1984) has proposed a three-phase (mineral 
grain, ice, and water) model for the elastic-wave 
velocities in unconsolidated permafrost that is based 

"' 



on the Kuster and Toksoz (1974) two-phase scatter
ing theory. King concluded from experimental stu
dies that the P-wave velocity in unconsolidated per
mafrost could be correlated fairly well with the 
water-filled porosity. 

THEORY 

The first step in developing equations relating 
seismic velocities to physical properties such as 
porosity and degree of freezing is to choose a physi
cal model for unconsolidated permafrost. Following 
King (1984), it is assumed that unconsolidated per
mafrost can be approximated by an assemblage of 
spherical quartz grains embedded in a matrix that is 
itself composed of spherical inclusions of water in 
ice. The theory of Kuster and Toksoz (1974) is then 
used to calculate the wave velocities as functions of 
the porosity (rJ» and the fraction of pore space filled 
with water (denoted by s, so that the degree of freez
ing is [1-s]). This is done by first computing the 
effective moduli of the ice/water mixture as a func
tion of s. The quartz grains are then imagined to be 
embedded in a homogeneous medium with the same 
elastic moduli as the ice/water mixture, and the 
Kuster-Toksoz equations are used to calculate the 
overall moduli, which now also depend on the 
quartz concentration (1 - rJ». Justification for this 
procedure is discussed in detail by Zimmerman and 
King (1986). 

The results of the theory are plotted in Figs. I 
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Figure 1. Theoretical velocities of P- and S-waves in 
unconsolidated permafrost as functions of the fraction of 
unfrozen pore water. [XBL 857-6395] 
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and 2 for the entire range of water/ice ratios and for 
porosities of 0.30-0.50. Figure 1 shows Vp and Vs 
as functions of the water saturation s, and Fig. 2 
shows the wave-velocity ratio Vp/Vs as a function of 
s. Since ice is much stiffer than water in both 
compression and shear, the wave velocities are 
strongly decreasing functions of the extent of melt
ing. Since the quartz grains are much stiffer than the 
ice or water, the wave velocities are also increasing 
functions of the quartz concentration (1 - rJ»; this 
effect, however, is greatly mitigated by the fact that 
the quartz density is also higher than that of water or 
ice, since the wave velocities vary inversely with 
density. 

ANALYSIS OF EXPERIMENTAL DATA 

In order to establish the applicability of this 
model to seismic data from unconsolidated per
mafrost, laboratory data from 23 Canadian Arctic 
core samples have been examined. These cores were 
taken from shallow boreholes (3-25 m deep) in the 
Mackenzie River Valley and Canadian Arctic islands 
and from sub-seabottom boreholes (7-81 m deep) in 
the Beaufort Sea. Specimen preparation and experi
mental procedure is described in detail by King 
(1984) and Pandit and King (1979) and will be only 
briefly reviewed here. Cylindrical specimens, 50 mm 
in length and 50 mm in diameter, were tested under 
a hydrostatic confining stress of 0.35 MPa (50 psi), 
which roughly approximates the in situ conditions. 
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Figure 2. Theoretical ratio of wave velocities in uncon
solidated permafrost as a function of the fraction of 
unfrozen pore water. [XBL 857-6397] 



Care was taken to maintain the specimens in their 
frozen state throughout the entire period between 
removal from the boreholes and testing. 
Compressional- and shear-wave velocities were 
measured in the frequency range 500-850 kHz, using 
the first-pulse arrival technique described by King 
(1977). In some cases it was not possible to deter
mine the arrival time for the shear-wave pulses une
quivocally, hence data from these cases will not be 
considered. The velocities were measured at a tem
perature of approximately -5°C, and for five of the 
specimens the velocities were also measured at 
approximately -15°C. 

If the water saturation s were known by indepen
dent means, it would be possible to test the theory 
merely by comparing the measured wave velocities 
with the predicted ones. Since the water saturation 
is unknown, the comparison between theory and 
data will necessarily be indirect. One test of the 
theory is to use the wave velocities, along with the 
known porosities, to infer values for s (Fig. 3). 
Although Vp always leads to a higher prediction of s 
than does Vs, the two values thus predicted never 
differ by more than 0.13, with an average difference 
of only 0.05. The theory could also be tested by 
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Figure 3. Measured values of wave velocities in per
mafrost samples at -SOC, with water saturations deter
mined by fitting Vp to the theory. Reference curves are for 
porosities of 0.3, 0.4, and 0.5, as indicated in Fig. I. 
[XBL 857-63981 

inferring s from Vp and ¢ and then comparing the 
value of Vs predicted at this degree of freezing with 
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the value actually measured. For example, for the 
data taken at -5°C, the predicted Vs values are typi
cally too high but by an average amount of only 
8.7%. If Vs is used to predict Vp, on the other hand, 
the theory underpredicts the data by an average of 
only 4.9%. We view this relatively close agreement 
as providing strong evidence for the validity of the 
theory. 

Another sign of the plausibility of the theory is 
that the predicted degrees of freezing, at either tem
perature, correlate very well with the reported (King, 
1984) fractions of clay-sized particles « 2 ~m) in 
the sediments. For example, for the predictions 
based on Vp at -5°C, the values of s for the five 
specimens classified as sands lie between 0.00 and 
0.17; for the five silts, between 0.29 and 0.42; for the 
seven silt/clay sediments, between 0.56 and 0.62; and 
for the six clays, between 0.62 and 0.78. This is 
entirely consistent with the observation by Timur 
(1968) that freezing occurs first in the larger pores, so 
that at a given temperature, specimens with smaller 
particles (hence smaller pore sizes) will have higher 
values of s. 

For five of the specimens, wave velocities were 
also measured at -15°C. Regardless of whether one 
uses the ability of the theory to predict one wave 
velocity from the other or whether one compares the 
water saturations predicted from Vp or Vs, there is 
no significant difference in the accuracy of the theory 
at the two temperatures. For the four specimens that 
were predicted to be only partially frozen at -5°C, 
the theory predicts a decrease in water saturation at 
the lower temperature, as indicated in Fig. 4. This is 
trivially consistent, since any reasonable theory 
would make this qualitative prediction. However, 
the case of the sand specimen provides extremely 
strong evidence for the validity of the theory. The 
pore fluid was predicted to be completely frozen at 
-5°C, implying that the wave velocities were at their 
maximum possible values. The wave velocities were 
not appreciably higher at -1 SOC (the difference being 
within the experimental error), thereby confirming 
the prediction. 

For certain purposes, it may be convenient to 
have recourse to simple expressions relating the velo
cities to the parameters sand ¢. This turns out to be 
possible, at least for a wide range of water satura
tions (0.00 to at least 0.60), since Vp and Vs are 
nearly linear functions of s in this region. (This 
linearity results from a fortuitous combination of 
density ratios and moduli ratios and is not a general 
property of multiphase materials.) The best linear 
approximations to the Kuster-Toksoz equations are 
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Figure 4. Measured values of wave velocities in per
mafrost samples at -5 and -I SOC, with water saturations 
determined from Vp. Arrows indicate order in which 
measurements were taken. Reference curves are for poro
sities of 0.3 and 0.5, as indicated in Fig. I. [XBL 857-
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found to be 

Vp = 4.970 - 2. I 54</> - 2.4225, (1) 

Vs = 3.043 - 1.698</> - 1.6545. (2) 

These expressions fit the exact predictions of the 
theory to within 2% over the ranges 0.30 < </> < 
0.50, 0.00 < 5 < 0.60. For all 28 data sets, Eq. (1) 
gives 5 to within 0.02 of the prediction of the exact 
theory, whereas Eq. (2) has this accuracy only when 
5 < 0.70. Equation (1) actually agrees with the exact 
theory to within an error of less than 0.04 in 5 for 
the entire range of water/ice ratios, so that it may 
well be useful for estimating the degree of melting of 
ice in the pore spaces. 

King (1984) had found that the compressional
wave velocities predicted from the theory could be 
approximated by the expression Vp = 4.14 - 6.23</>5, 
with the fit becoming poorer as the water-filled 
porosity </>5 increases. The correlation coefficient? 
for this regression was found to be only 0.97, as 
compared with coefficients of greater than 0.99 for 
Eqs. (I) and (2), using the same data. 
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CONCLUSIONS 

A simple model has been devised for predicting 
the elastic-wave. velocities in unconsolidated per
mafrost as functions of the porosity and the degree 
of melting. The model assumes that the permafrost 
consists of spherical quartz grains embedded in a 
matrix that is itself composed of spherical water 
inclusions in ice; the Kuster-Toksoz equations are 
used to predict the effective elastic moduli. By 
appealing to various theoretical and experimental 
results on the moduli of composite materials, plausi
ble arguments have been made that the model 
should be fairly accurate in predicting the wave velo
cities. The model has been tested against laboratory 
data taken on 23 core samples from the Canadian 
Arctic. Although no direct verification of the theory 
has been made, since the degrees of melting were not 
independently determined, the data are in many 
respects consistent with the predictions of the theory. 
It is concluded that this theory can be used to infer 
the water/ice ratio of unconsolidated permafrost 
using knowledge of either of the seismic wave veloci
ties. 

REFERENCES 

Hoyer, W.A., Simmons, S.O., Spann, M.M., and 
Watson, A.T., 1975. Evaluation of permafrost 
with logs. In Proceedings, Society of Profes
sional Well Log Analysts, 16th Annual Logging 
Symposium, Section AA. 

King, M.S., 1977. Acoustic velocities and electrical 
properties of frozen sandstones and shales. Can. 
J. Earth Sci., v. 14, p. 1004-1013. 

King, M.S., 1984. The influence of clay-sized parti
cles on seismic velocity for Canadian Arctic per
mafrost. Can. J. Earth Sci., v. 21, p. 19-24. 

Kuster, G.T., and Toksoz, M.N., 1974. Velocity and 
attenuation of seismic waves in two-phase 
media. Part 1. Theoretical formulations. Geo
physics, v. 39, p. 587-606. 

Pandit, B.I., and King, M.S., 1979. A study of the 
effects of pore-water salinity on some physical 
properties of sedimentary rocks at permafrost 
temperatures. Can. J. Earth Sci., v. 16, p. 1566-
1580. 

Timur, A., 1968. Velocity of compressional waves in 
porous media at permafrost temperatures. Geo
physics, v. 33, p. 584-595. 

Zimmerman, R. W., and King, M.S., 1986. The 
effect of the extent of freezing on seismic veloci
ties in unconsolidated permafrost. Geophysics, 
v. 51, in press. 



Attenuation of Acoustic Waves by Single Fractures 

L.R. Myer, L.J. Pyrak, and N.G. W. Cook 

Field observations have shown that fractures 
lower the velocity, the amplitude, and the frequency 
content of seismic waves transmitted across them. 
All these effects can be explained by a seismic model 
based on a single set of assumptions. Essentially, a 
single fracture is modeled as a zero-thickness inter
face that produces a discontinuity in seismic-wave 
displacements while seismic stresses remain continu
ous across the fracture. The magnitude of the 
seismic-displacement discontinuity is given by the 
specific stiffness of the fracture-that is, the ratio of 
stress to displacement across the fracture. A conse
quence of the theory is that the attenuation and 
decrease in group velocity of a wave propagating 
across a fracture are dependent upon frequency and 
the contrast in acoustic impedance between the frac
ture and the adjacent rock. 

The seismic-displacement-discontinuity model is 
equivalent to the "thin-layer" analysis of Rayleigh 
(1945) if restrictions are placed on the thickness and 
acoustic impedance of the equivalent elastic layer. 
In this case the specific stiffness of the fracture is 
equivalent to the elastic modulus divided by the 
thickness of Rayleigh's thin elastic layer (S. Coen, 
personal communication, 1985). Major difficulties 
in defining appropriate equivalent thin-layer proper
ties and fracture thickness are obviated by the 
specific-stiffness concept. 

LABORATORY TESTS 

The seismic-displacement-discontinuity theory 
has been verified in laboratory tests using steel sam
ples with a single interface of calculable specific stiff
ness (Myer et ai., 1985). Laboratory tests have now 
been performed on cylindrical samples of granitic 
rock containing a single natural fracture. 

As illustrated schematically in Fig. 1, a sample 
containing a fracture oriented perpendicular to the 
axis of the sample was placed in a loading frame 
between two pistons equipped with piezoelectric cry
stals. Compressional (P) and shear (S) waves with a 
center frequency of about 400 kHz were propagated 
across the fracture while it was subjected to normal 
stresses ranging from about 1.4 MPa to about 82 
MPa. Effects of the fracture on wave propagation 
were evaluated from the ratio of spectral amplitudes 
of the measurements on the fractured sample to 
those of identical measurements on an unfractured 
sample. 
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P Wave----t:E:w---S-Wave Crystal 
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f-I----Fractured Sample 

Figure 1. Schematic illustration of apparatus for studying 
seismic properties of fractures. [XBL 8510-12383] 

In addition to the seismic measurements, frac
ture deformations were obtained under quasistatic 
loading conditions. As shown schematically in Fig. 2 
these measurements were made using four collars 
and four precision L VDTs. One pair of L VDTs 
measured the displacement between collars placed on 
opposite sides of the fracture, and the other meas
ured the displacement between two collars on the 
intact portion of the sample. Strain in the intact 
rock was subtracted from the total strain across the 
interval containing the fracture to obtain the fracture 
deformation. 

TYPICAL RESULTS 

Figure 3 presents spectral ratios for P-waves at 
normal stresses of 2.8, 9.4, and 66 MPa; Fig. 4 is a 
plot of the measured displacement discontinuity 
across the fracture as the fracture was unloaded from 
82 MPa to 0 MPa. Above a normal stress of about 
70 MPa, the presence of the fracture had little effect 
on the transmitted wave, as evidenced by a spectral 
ratio of nearly unity, shown in Fig. 3. Correspond
ingly, as shown in Fig. 4, the incremental displace-

Test FrameLL.L<~"'-'rf1~"<'<'<'<OL"""'-""" 
;f----- Axial Loading Piston 

LVDT 

cOllars~~i~~ 

1-----Fractured Sample 

Figure 2. Schematic illustration of apparatus for measur
ing fracture deformation under quasistatic loading. 
IXBL 8510-12386] 



ment discontinuity across the fracture approached 
zero. 

At lower normal stresses the effect of the fracture 
was to cause a frequency-dependent attenuation of 
the transmitted wave. In Fig. 3 this effect is shown 
by spectral ratios less than unity. Figure 3 also 
shows that at each stress level, the spectral ratios 
decreased with increasing frequency, exemplifying 
the frequency dependence of the fracture-induced 
attenuation. Corresponding to the increase in 
attenuation was a significant increase in the incre
mental displacement discontinuity at the lower stress 
levels (Fig. 4). As the normal stress across the frac
ture decreased, the specific stiffness of the fracture 
decreased, leading to the observed frequency
dependent attenuation. The broken line in Fig. 3 
represents the predicted values of the spectral ratio, 
assuming a fracture-specific stiffness of 1.7 X 107 

MPa/m. Good agreement between observed and 
predicted values was found at frequencies greater 
than 0.5 MHz. At lower frequencies, however, more 
apparent attenuation was observed than was 
predicted for this value of specific stiffness. The 
actual specific stiffness, approximated by taking the 
tangent slope of the curve in Fig. 4 at a normal stress 
of about 10 MPa, was 1 X 107 MPa/m. 
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Figure 3. Ratio of spectral amplitudes of P-waves of frac
tured sample to those of an unfractured sample. 
[XBL 8510-123851 
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The P-wave velocity in the fractured sample 
under 2.8 MPa normal stress was about 5% lower 
than in the unfractured sample. By comparison the 
peak spectral amplitude of the fractured sample was 
70% lower than that of the unfractured sample at the 
same normal stress. This result shows that the effect 
of fractures on seismic-wave attenuation will be 
much more pronounced than the effect on velocities. 
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Laboratory Measurement of Matrix Permeability of Shale 

L.R. Myer 

Siting, design, and construction of a high-level 
radioactive waste repository will require predictive 
modeling of the groundwater flow in the rock mass 
in which the repository is located. To make these 
models meaningful it is necessary to gain a funda
mental understanding of the hydrologic properties of 
the candidate rock mass under the stress and tem
perature conditions likely to exist in and around a 
repository. 

The Oak Ridge National Laboratory has under
taken a program to evaluate the potential of shale 
rock masses for storage of high-level waste. To assist 
this program, Lawrence Berkeley Laboratory has 
begun a study of the permeability of shale rocks. 
The objectives of this study are to evaluate the 
effects of elevated temperature and stress on permea
bility of intact shale samples and samples with single 
fractures. In fiscal 1985 the principal effort of this 
study was to develop experimental techniques for 
matrix permeability measurements. 

MATRIX PERMEABILITY 
MEASUREMENTS 

The hydraulic conductivity of intact shale rock 
may lie in the range 10- 10 to 10-12 m/s. For per
meabilities in this low range, Brace et al. (1968) 
developed a method of permeability measurement 
based on the transient decay of a pressure pulse 
applied to the sample. In this method, as pictured 
schematically in Fig. I, a sample and two fluid 
volumes are brought to an equilibrium pore pressure. 
Then, while keeping the system closed, a small pres
sure increment is imposed on one end of the sample. 
The pressure change in each reservoir can be related 
to the sample permeability through the transient 
solution of the fluid flow equations. 

Brace et al. (1968) performed permeability meas
urements on granite at ambient temperature. Meas
urements on shale at elevated temperature have 
required several modifications in experimental tech
nique. Brace et al. (1968) assumed that the specific 
storage of the sample was negligible. Noting that 
this assumption may not be good for shale, Hsieh et 
al. (1981) solved the flow equations for nonzero 
values of specific storage. However, if the pore 
volume of the sample is small compared to the 
volume of the upstream reservoir, the general solu
tion converges to that of Brace et al. (1968). Appli-
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Figure 1. Schematic illustration of pulse-decay permea
bility test method. [XBL 859-10754] 

cation of the general solution requires fitting experi
mental data to one of a family of nonlinear type 
curves (Neuzil et aI., 1981). Because the potentially 
larger errors that can arise from such procedures are 
avoided by the solution of Brace et al. (1968), the 
experimental apparatus was designed with as large an 
upstream reservoir volume as practical. If the 
upstream reservoir is large, pressure changes in it 
will be negligible. Thus the downstream reservoir 
must be small in order to achieve measurable pres
sure changes during the course of the experiment. 
Limitations on the downstream reservoir size arise 
from the need to compensate for temperature fluc
tuations. 

Temperature fluctuations of as little as OSC in a 
closed system, such as that in Fig. 1, would produce 
fluid pressure variations larger than those of the per
meability measurements. Several steps were taken to 
minimize the effects of temperature fluctuations. As 
shown in Fig. 2 the volume reservoir was placed out
side the pressure vessel. The fluid volume of the 
tubing between the reservoir and the sample was 
minimized. The volume of the downstream reser
voir was made large enough that small differential 
temperatures between ends of the sample would not 
result in significant fluid pressure increases. The 
resulting ratio between upstream and downstream 
reservoir volumes was 16: 1, with an upstream 
volume of 100 cubic inches. This ratio of fluid 
volumes was maintained in the sample-holding 
apparatus, as shown in Fig. 3, by using thicker 
porous plates on top of the sample than on the bot
tom. 

Matrix permeability is a function of effective 
stress level. Thus, to approximate a constant effec
tive stress level during a test, the incremental 
increase in pressure (!J.P in Fig. 1) must be less than 
10% of the equilibrium effective stress. In the effec-
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Figure 2. Schematic illustration of experimental apparatus for matrix permeability measurements. 
[XBL 859-107511 

tive stress range of this study (1600-2800 psi), a 
deadweight tester was used to provide small, accu
rate, incremental pressure increases. 

To perform a test, the sample is first brought to 
a uniform pore pressure with valves A and B (Fig. 2) 
open. Valve A is then closed and the upstream 
reservoir pressure increased using the deadweight 
tester. Next, valve B is closed and the change in dif
ferential pressure between the two reservoirs moni
tored as a function of time. The relationship 
between sample hydraulic conductivity and the 
change in differential head with time is given by 

~ _ ~ = exp {KAt [_1 + _1 ]} 
H H I Sd Su ' 

where h = hydraulic head in a reservoir for time t > 
0, H = instantaneous increase in hydraulic head in 
upstream reservoir at time t = 0, I = sample length, 
A = sample area, K = sample hydraulic conductivity, 
S = reservoir compressive storage, defined as change 
in volume of fluid in the reservoir per unit change in 
hydraulic head in the reservoir, and u,d are sub
scripts referring to upstream and downstream reser
voirs, respectively. 

When confining pressure or pore pressure IS 

changed, the shale will deform. To monitor the 
effect of changing fluid pressures and temperatures 
on deformations of the shale sample, quartz rods and 
LVDTs were integrated into the sample-holding 
apparatus, as shown in Fig. 3. This entire apparatus 
is placed inside the pressure vessel during testing. 
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The apparatus can accommodate samples up to 4 
inches in diameter. 
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Figure 3. Detailed cross section of sample-holding 
apparatus for matrix permeability measurements. 
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Determination of Fracture Void Geometry and Contact Area As a 
Function of Applied Load 

L.J. Pyrak, L.R. Myer, and N. G. W. Cook 

Since the 1960s a great many studies have 
yielded considerable insight into the effects of frac
tures, or discontinuities, on hydrologic, mechanical, 
and geophysical properties of rock masses. Models 
describing these properties make important assump
tions about the surface topography of fractures, and 
there is abundant evidence in laboratory and field 
measurements of these properties that details of the 
actual surface topography and concomitant distribu
tion of contact area can have significant effects. For 
example, in tests at high stress levels, Engelder and 
Scholz (1981) and Gale (1982) have observed signifi
cant deviations from the "cubic law," which 
describes the relation between the hydraulic conduc
tivity and the mechanical aperture of a discontinuity. 
It is believed that these deviations may arise because 
the cubic law does not account for the influence of 
contact area within the discontinuity. Bandis et al. 
(1981) have observed an inverse relation between the 
shear strength of a joint arid its size and have corre
lated this behavior with the difference in contact 
area between the large and small samples. Finally, 
Myer et al. (1985) have observed a direct correlation 
between the apparent attenuation of elastic waves 
arid the area of contact of a discontinuity. 

Though the relationship between surface topogra
phy and various physical properties of fractures is 
apparent, efforts to formalize these relationships 
have been hampered by the lack of direct laboratory 
measurements and models relating surface topogra
phy, contact area, and the change in stress on a frac
ture. A study is underway to measure and character
ize the topography of natural joint surfaces and to 
use that topographic data to calculate changes in 
contact area with stress. 
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Figure 1. Schematic illustration of injection apparatus. 
[XBL 8510-12387] 

EXPERIMENT AL TECHNIQUE 

Void shape, contact area, and flow paths of a 
natural fracture are determined using a novel tech
nique in which a bismuth-based metal alloy with a 
melting point of 190°F is injected into the fracture. 
Figure 1 is a schematic representation of the injec
tion apparatus. A sample containing a fracture 
oriented roughly orthogonal to the sample axis is 
placed in a triaxial vessel maintained at a tempera
ture just above the melting point of the alloy. The 
vessel is placed in the loading frame of a servo
controlled test machine (Myer, 1985) so that axial 
load (normal stress across the fracture surface) can 
be applied to the sample. Molten metal is placed in 
the storage vessel, which is also connected to the 
confining pressure pump of the test machine. After 
putting the sample under vacuum, molten metal is 
injected into the vessel under controlled fluid pres
sure conditions while a constant axial load is main
tained on the sample. After the metal has solidified, 
the sample is removed from the vessel and the two 



halves separated, revealing metal casts of the void 
geometry. 

SURFACE TOPOGRAPHY 

The distribution of metal on the two fracture 
surfaces is examined using a scanning electron 
microscope at magnifications of about 25 X, 200 X, 
and 500 X. Images of the two fracture surfaces are 
aligned and superimposed, resulting in a composite 
print of the contact area. Figure 2 is an example of a 
composite print obtained at an effective stress of 33 
MPa. The white areas indicate where the metal 
filled voids; the black areas show where the fracture 
surfaces were in contact. Stereoscopic images are 
used to study the details of void geometry. 

Using a sample of granitic rock containing a 
natural fracture, contact area was found to increase 
from 10% to 20% to 30% as effective normal stress 
increased from 8 MPa to 33 MPa to 85 MPa. At low 
effective stresses and small contact area, the space 
between the fracture surfaces is found to be per
sistent yet variable in thickness. At high effective 
stresses, however, significant areas of contact divide 
the filled void space between the two fracture sur
faces into "oceans" of metal connected by "streams." 
The cross section of the oceans and tortuosity of the 
streams are defined by the contact area. The oceans 
may have dimensions on the order of millimeters, 
whereas the "streams" may be less than a microme-
ter in cross section. • 

We hypothesize that under a high effective stress, 
the voids represented by the oceans continue to 
close. The streams interconnecting the oceans 
represent the principal impediment to fluid flow at 
high effective stresses. The cross sections of these 
tubular streams do not diminish as rapidly with 
increasing stress as do the apertures of the oceans. 

CONCLUSIONS 

A technique has been developed that provides, 
for the first time, quantitative three-dimensional 
data on how fracture void geometry changes as nor
mal stress across the fracture is changed. These 
measurements will form the basis for are-evaluation 
of models of fluid flow through single fractures as 
well as constitutive models of the mechanical proper
ties of fractures. 
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Figure 2. Photograph of void space (white areas) in a 
natural granitic fracture under 33 MPa normal stress; mag
nification of 25 X. [XBB 850-9236] 
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Estimation of Stiffness Based on the Deformation of Two Half
Spaces in Partial Contact 

D.L. Hopkins, L.R. Myer, and N.G. W. Cook 

Specific stiffness, a property that defines the rela
tionship between applied stress and the displacement 
discontinuity across an interface in partial contact, 
has been identified as an important parameter in 
characterizing a nonwelded boundary (e.g., Good
man, 1976; Bandis et al., 1983). For a prescribed 
stiffness, theory completely specifies the reflection, 
refraction, and transmission of plane waves incident 
upon the interface (Schoenberg, 1980). To apply the 
theory and to see how well it describes seismic-wave 
behavior as observed under controlled laboratory 
conditions, it is necessary to be able to calculate the 
stiffness of an interface defined by two surfaces in 
partial contact. 

In a previous series of laboratory experiments 
designed to study seismic-wave transmission proper
ties, an interface in partial contact was created by 
placing thin, parallel strips of lead between two steel 
cylinders (Myer et al., 1985). This two-dimensional 
geometry was chosen specifically so that the stiffness 
of the interface could be calculated from an analyti
cal solution. The estimate of the displacement 
discontinuity at the interface was based on the 
volumetric deformation of the lead strips and the 
voids between them. By approximating the voids as 
a series of thin, parallel slits, the volumetric defor
mation was estimated as described in Salomon 
( 1965). 

To extend the experiments to more complex, 
three-dimensional geometries that better represent 
natural rock fractures, it was necessary to develop a 
general method for estimating stiffness. To this end, 
a numerical model based on the BoussinesQ solution 
for displacement has been developed to estimate 
stiffness for any geometry. The advantage of this 
formulation is that it is a general solution applicable 
to any surface loading problem. Our initial results 
are for the specific case of circular contact areas, but 
the model is currently being extended for use with 
arbitrary shapes and rough surfaces, for which con
tact area is a function of the applied load. 

The usual approach to the problem of estimating 
joint stiffness has been to look at contact deforma
tion in terms of the Hertzian solution for spherical 
asperities (e.g., Greenwood and Williamson, 1966; 
Brown and Scholz, 1985). Our approach differs in 
that our estimate of stiffness is based on the dis-
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placement of the two half-spaces defining the joint as 
well as the deformation of the contact regions. 

As a first step in validating the numerical model, 
we estimated stiffness for equally spaced strips and 
compared the results with those obtained using the 
analytical solution described above. We found good 
agreement between the two methods (see Fig. 1). To 
test a generalized three-dimensional model, disks 
were placed in rows to simulate the strip geometry. 
In this case the numerical estimate of stiffness is 
based on the compression of the lead and the Bous
sinesq solution for displacement below a loaded cir
cle. For the case illustrated in Fig. 2, the diameter of 
the disks was chosen so that the total contact area of 
the disks is as near as possible to that of the strips 
shown in the figure. For this case the numerical esti
mate of stiffness for the disc arrangement is nearly 
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Figure 1. Comparison of stiffness calculated numerically 
(broken line) to that calculated analytically (solid line) for 
a series of parallel strips. [XBL 8511-12438] 
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Figure 2. Comparison of stiffness calculated numerically 
(disks) to that calculated analytically (strips). [XBL 8511-
124391 

identical to the stiffness calculated for the strips 
using the analytical solution. 

The next order of complexity is to vary the size 
and relative position of the disks. This will allow us 
to study the effects of contact area and geometry 
explicitly, which is important, since stiffness is not 
uniquely determined by either. By assigning disks a 
thickness according to specific statistical distribu
tions, we will be able to model the case in which the 
disks are subject to different amounts of displace-

ment. Confident that we can estimate stiffness for 
three-dimensional geometries, we are conducting a 
series of laboratory experiments to further study the 
propagation and attenuation of seismic waves across 
unwelded interfaces. 
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The Kinematics of Block Interpenetrations 

G.-H. Shi, R.E. Goodman, and J.P. Tinucci 

We use the term "rock mass" to represent a real 
volume of rock as it exists in the field. Mathemati
cal modeling of the mechanical behavior of a rock 
mass must somehow come to terms with the defor
mations associated with sliding, closing, and opening 
of joints, which often dwarf those of the rock "sub
stance" itself. Of the numerous approaches available 
to compute deformations in jointed rock masses, 
none has heretofore adequately treated the kinemat
ics of the problem. This article discusses an investi
gation intended to redress that omission. 

The reason kinematics. enters into the computa
tion of rock masses is straightforward. The deforma
tion of the two walls of a joint, whether sliding, clos
ing, or opening, is not a fundamental mechanism at 
all; the basic mechanisms are those associated with 
the relative movements between blocks. To deal 
definitively with joint movements requires associat
ing groups of joints that share a common block. The 
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development of block theory (Goodman and Shi, 
1984) provides a means to do this, hence a natural 
application of this theory is its use in controlling 
numerical models. 

The best known numerical schemes for comput
ing deformations 'in jointed rocks use predictor
corrector algorithms to ensure that joints do not 
overclose or accumulate tensile stresses and that 
shear stresses remain lower than limiting values 
defined by strength functions. Joint elements used 
in finite-element meshes (Goodman et aI., 1968) are 
examined after each addition or subtraction of an 
increment of load; excessive closure, for example, is 
reversed by introducing opening forces. In the 
discrete-element approach, employing direct integra
tion of explicit equations of motion, overclosure of a 
joint is corrected by using a nonrealistic correcting 
force. These correcting forces have the capacity to 
disturb or complicate the force equilibrium between 



blocks or to introduce numerical oscillations. To 
prevent overclosing, or "interpenetration of blocks," 
we believe it is preferable to introduce appropriate 
displacement constraints in the solution of system 
deformation equations. 

The constraint equations to control interpenetra
tions of blocks are developed from a series of linear 
inequalities that formulate the necessary and suffi
cient conditions to rule out the crossing of any block 
edge by any adjacent face or corner. At each step of 
deformation many corners and edges make contact 
and achieve small interpenetrations. Rather than 
correcting each of these corners and edges in 
sequence, a set of critical edges and corners are es
tablished, as explained in this article. These define 
critical inequalities, which become equations at the 
point of exact edge-corner, edge-edge, or corner
corner contact. The critical equations are "toggled" 
into the system equations as required, and adjust
ments to prevent interpenetration are made by intro
ducing "penalty functions" for the affected points. 
Solution of the simultaneous equations then achieves 
both noninterpenetration and force equilibrium. 

The noninterpenetration solution procedure has 
been programmed for both large and small deforma
tion problems in two dimensions. With discontinu
ous deformation analysis (Shi and Goodman, 1984), 
it has been run about 500 times without failure, gen
erally with small numbers of blocks (2-10). The 
number of iterations required by the toggling of the 
interpenetration equations has usually been less than 
six. The method is applicable to finite-element 
analysis of block systems. 

CORNER INTERPENETRATIONS 

It has been found necessary and sufficient to dis
cuss the interpenetrations of neighboring corners. 
This ensures that corner-to-face and face-to-face 
interpenetrations are covered. All interpenetrations 
can be subdivided into three cases, according to 
whether the pair of corners is: 

I. Convex/convex (Fig. I), 

2. Convex/concave (Fig. 2), 

3. Convex/planar (Fig. 3). 

CONVEX/CONVEX INTERPENETRATION 

In each corner reference diagram (Fig. Id), there 
are four boundary lines extending from the origin. 
Table I determines two of these lines as critical for 
judging interpenetration. For an interpenetration to 
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Figure 1. Convex/convex interpenetration. 
[XBL 861-10463] 

(d) 

occur, both the first and the second judging lines or 
their extensions must be crossed by the vertex that 
does not belong to that line. The inequalities of 
these conditions are 

DI23 = 

and 

D124 = 

XI YI 

X2 Y2 ~ 0, 

X3 Y3 

where (Xi, Yi) are the coordinates of Pi. 

CONVEX/CONCAVE INTERPENETRATION 

Two boundary lines of the concave corner are 
the critical judging lines. If one of the following con
ditions is satisfied, the interpenetration will occur 
(Fig. 2): 



(a) (b) 

(d) 

Figure 2. Convex/concave interpenetration. 
[XBL 861-10464] 

Point PI crosses jUdging line P2P3 or its exten
sion. 

Point PI crosses jUdging line P2P4 or its exten
sion. 

The inequalities are 

D123 ~ 0 or -D 124 ~ O. 

CONVEX/PLANAR INTERPENETRATION 

The boundary edge is the critical judging line. 
Interpenetration occurs if and only if the corner 
crosses the judging line (Fig. 3): 

D I23 ~ O. 

CORRECTIONS FOR INTERPENETRATION 

The correcting equation is formulated for dis-
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Figure 3. Convex/planar interpretation. 
[XBL 861-10465] 

(b) 

placements dxi and ~Yi of point Pi such that the tri
angle of overlap is reduced to zero. For example, the 
correction equation of the interpenetration D 123 = 0 
is 

XI +dxl YI +~YI 
X2+ dx 2 Y2+~Y2 = O. \: 
X3+ dx 3 Y3+~Y3 

The first-order approximation is 

XI YI 

X2 Y2 + 
X3 Y3 

XI ~YI 
X2 ~Y2 = 0, 
X3. ~Y3 

which is a linear equation of the displacements dxi 

and ~Yi. Figure 4 shows a result of a model test and 
its analysis using the discontinuous deformation 
theory discussed in this paper. 

Table I. Critical judging lines in CRD. 

Reference Angle A 13 

Angle A24 



(a) Iteration 0 (e) Iteration 2 

o 

(b) Iteration 1 (d) Iteration 3 
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Application of Block Theory to Simulated Joint Trace Maps 

G.-H. Shi, R.E. Goodman, and J.P. Tinucci 

The traces of joints are the lines of intersection 
of joint planes across a surface excavated in a rock 
mass. The recognition by geologists that joint planes 
are potentially significant led to considerable care in 
the recording of joint traces in engineering projects 
more than 50 years ago, and many examples of 
detailed joint trace maps are filed with the construc
tion records of dams, foundations, and excavations 
in rock. These maps served as a record for reference 
in the event of later problems. The makers must 
have believed that these maps presented information 
vital to explaining patterns of seepage and to predict
ing the strength and deform ability of rock in 
engineering works. Yet trace maps of exposed rock 
surfaces were not really used until recently, with the 
developing interest in statistical models for jointing 
in rock (Baecher et al., 1977; Veneziano, 1978; 
Miller, 1979; LaPointe, 1980). Joint trace maps can 
now be used to detail the specific support required to 
achieve a certain measure of safety under the 
acceleration of gravity alone or under the additional 
loads of structural, fluid, or inertial forces. This use 
of the geologic data contained in joint trace maps 

22 

has been made possible by the development of block 
theory (Goodman and Shi, 1984) and discontinuous 
deformation analysis (Shi and Goodman, 1985; Shi 
et al., 1985). 

The fundamental concept underlying block 
theory is the recognition that the joints are not sim
ply entities in themselves but are also the faces of 
real or potential blocks, some of which are key 
blocks of an excavation. The kinds and arrange
ments of key blocks in an excavation determine its 
fundamental stability attributes. Methods of block 
theory permit selection of optimum orientations and 
shapes for excavations, given only the orientations of 
the joint sets, because the joint orientations alone 
determine the locations of key block regions and 
their maximum size, and these data are sufficient to 
permit design of effective supports. On the other 
hand, a more economical solution can be achieved if 
the specific locations of joints can be determined. 
Occasionally, it will be feasible to use actual joint 
trace data as they are exposed in the advancing exca
vation; in such cases one can follow careful mapping 
with real-time interpretation using block theory to 



provide continuous updating of support configura
tions. More frequently, joint trace data will not be 
available from the excavation soon enough to allow 
this type of updating. On the other hand, it will then 
be possible to introduce statistical simulation of joint 
traces as a basis for design (Chan and Goodman, 
1983). 

The blocks created by the intersection of joints 
of a typical joint system form complex, nonconvex 
regions on the periphery of an excavation. A joint 
trace map may contain hundreds of traces that inter
sect to create innumerable, nesting, united polygons. 
Which of these joints are faces of key blocks, and 
how can one determine the volumes and sliding 
forces of the maximum key block regions? In this 
article we summarize an approach to this problem 
and demonstrate examples of its implementation on 
a microcomputer. 

TRACE MAP SIMULATION 

Three-dimensional simulations are of limited 
value unless the data on which they are based are 
also 3-D. Commonly, data are collected from 2-D 
outcrops or I-D boreholes. It is possible to get a 
better idea of the 3-0 joint system by sampling from 
several orthogonal 2-D outcrops. 

A simplified approach for 2-D excavation can be 
used in certain cases (Shi and Goodman, 1986). One 
would simulate only 2-D joint maps and make a 
simplifying assumption about the 3-D extent of the 
blocks. The joints are simulated in I-D strips and 
assembled into a 2-D map. The strips are oriented 
initially according to the mean projected orientation 
of each joint set (Fig. la). The mean set spacing dic
tates the width of each strip. The end points of each 
joint are assigned according to mean length and 
bridging gap (Fig. 1 b). 

The coordinates of each end point are then 
adjusted by assigning random values to spacing, 
length, and bridge in accordance with the respective 
input distribution functions (Fig. Ic). The procedure 
is repeated for the remaining joint sets to yield the 
simulated trace map (Fig. Id). 

A fast algorithm is used for judging and comput
ing the intersection of two joints. The relationship 
between joints and computed intersection points is 
represented by a point-line relationship matrix, the 
elements of which are either 0 or 1. By an iterative 
operation on this matrix, all of the joints that are not 
block boundaries can be deleted. 

From the final point-line relationship matrix, a 
point-point relationship matrix is established to 
define the edge connecting any two intersection 
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Figure 1. Trace map simulation. [XBL 861-10467] 

points. Using the point-point relationship matrix 
and the directions of the edges, all of the basic con
vex and nonconvex polygons are delimited. For 
each joint, a key block side is given for the "joint 
pyramid" of the key block type. . 

Using minus and plus signs to represent whether 
the block is to the right or left of an edge, and using 
the factor 2 to represent the moving boundary, we 
obtain the boundary matrix. Next we delete, one by 
one, any polygon that is not on the key block side of 
all its edges. The combination of all the remaining 
polygons is the "maximum key block region." This 
method provides a general and unique determination 
of maximum key block regions-a complex geo
metric and graphic process that previously could 
only be done manually. 

Figure 2 shows a typical joint trace map that was 
generated using statistical simulation methods. The 
tick marks on each joint identify the key block side 
according to the given "map code," which in turn 
comes from the key block code using block theory 
(Chapter 6). There are four sets of joints in the map. 
Figure 3 shows the blocks (basic polygons) that are 
delimited by the joints. The shaded areas of Fig. 3 
constitute the maximum key block region. 



Figure 2. A joint trace map. [XBL 861-401 

Figure 3. Maximum block region. IXBL 861-411 
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GEOPHYSICS 

The geophysical program at Lawrence Berkeley Laboratory (LBL) is strongly 
applied, having its origins in the Geothermal Exploration Technology Develop
ment Program that was started under the Atomic Energy Commission and the 
Energy Research and Development Administration. For this reason, the geo
physical program has an orientation toward techniques for resource definition 
and the monitoring of subsurface processes. Research efforts concentrate on 
developing better field instrumentation and techniques and on interpretation of 
seismic and electromagnetic data. The success of the geophysical program has 
been due to the effective collaboration between LBL staff scientists and 
engineers and the UC Berkeley faculty associates and graduate students. Many 
students from the Department of Materials Science and Mineral Engineering 
(College of Engineering) and from the Department of Geology and Geophysics 
(College of Letters and Science) have completed or are currently doing their 
graduate research in support of LBL projects. 

As evidenced by the geophysical research summaries that follow, most of the 
geophysical projects fall into the categories of seismology or electromagnetics. 
Since the creation of the Center for Computational Seismology (CCS) in 1982, 
the number and diversity of seismological projects has increased; these projects 
range in scope from major crustal studies to the mapping of small fractures 
using shear-wave tomography VSP. 

In electromagnetic studies, the emphasis is on improving instrumentation 
and techniques for interpreting electromagnetic sounding dat~. As part of this 
interpretation, serious efforts were made to develop laboratory facilities in 
which scale modeling can be applied to problems that cannot be solved numeri
cally. Research continues on the evaluation of electromagnetic techniques for 
the detection and characterization of natural fractures and man-made 
hydrofractures. A new component of our research has been the use of dc resis
tivity techniques for mapping contaminant plumes. 
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Fracture Detection and Characterization Using Shear-Wave 
Tomography VSP 

E.L. Majer, T. V. McEvilly, and F.s. Eastwood 

One of the most crucial problems facing the 
reservoir engineer in either the geothermal or the 
petroleum industry, as well as in the design and con
struction of an underground waste isolation facility, 
is the detection and characterization of fractures in 
zones away from boreholes or subsurface workings. 
For large volumes of unexposed rock, one naturally 
looks to geophysical methods to solve this problem. 
If seismic techniques can help to detect and charac
terize fractures because fractures represent a mechan
ical anomaly, then it is important to relate the 
seismic behavior to the overall hydrologic charac
teristics and performance of the fractured media. 
Vertical seismic profiling (VSP) methods may offer a 
useful technique for characterizing such media. By 
performing a tomographic analysis of VSP data, it 
may be possible to map the fracture content and 
structure. Those data can then be used in hydrologic 
models of fracture networks to determine the hydro
logic parameters of the rock. 

Fracture detection using P- and S-waves in VSP 
studies is not a new idea (Stewart et al., 1981). It is 
becoming increasingly apparent, however, that to 
utilize the full potential of VSP, three-component 
data should be acquired. Crampin has pointed out 
the importance of using three-component data in 
VSP work, particularly for fracture detection (Cram
pin, 1978, 1981, 1984a, 1984b, 1985). These authors 
and others have pointed out the phenomenon of 
shear-wave splitting and the effects of SH- versus 
SV-wave anisotropy in addition to P- versus S-wave 
anisotropy (Leary and Henyey, 1985). In addition to 
the theoretical work on shear-wave splitting by 
Crampin (1978, 1985), there has been some recent 
laboratory (Myer et al., 1985) and theoretical work 
Schoenberg (1980, 1983) that explains shear-wave 
anisotropy in terms of "fracture stiffness." The frac
ture stiffness theory differs from Crampin's theory in 
that the displacement across the surface of a fracture, 
or a nonwelded interface, is not required to be con
tinuous as a seismic wave passes; only the stress 
must remain continuous. This displacement discon
tinuity is taken to be linearly related to the stress 
through the stiffness of the discontinuity. 

The implication of the fracture stiffness theory is 
that very thin discontinuities (e.g., fractures) can 
have a significant effect upon the propagation of a 
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wave. Usually one thinks of seismic resolution in 
terms of wavelength relative to the thickness and 
lateral extent of a bed or other feature. In the stiff
ness theory the lateral extent is still important, but if 
the fracture stiffness is adequate, the thickness of the 
feature can be much less than the seismic 
wavelength. This stiffness theory is also attractive 
from several other points of view. Schoenberg 
(1980,1983) shows that the ratio of the velocities of a 
seismic wave perpendicular and parallel to a set of 
stiffness discontinuities is a function of the spacing 
of the discontinuities as well as the stiffness. Thus, 
given the stiffness and the velocity anisotropy, one 
could determine the average fracture spacing, or den
sity. Alternatively, given independent information 
on fracture density, one could determine the fracture 
stiffness and hope to relate this stiffness to actual 
fracture properties. One application could be to 
discriminate between filled and open fractures or 
hydraulic conductivity. In any case, there is suffi
cient reason to expect fracture content and fracture 
properties to be reflected in the velocity, amplitude, 
and polarization of the shear waves. 

In order to determine if these theories can be 
applied to field cases, we have already carried out 
several surveys in geothermal environments to 
develop and evaluate the technique. Here we briefly 
present the results of these surveys, which were car
ried out at The Geysers geothermal site in northern 
California and at a geothermal site in Japan. The 
Geysers experiment is a good example of shear-wave 
splitting and how it can be used to determine frac
ture characteristics. The Japanese study is a good 
example of the combined VSP/tomography 
approach. Combining the two approaches, as we plan 
to do at several sites in the future, will provide a 
powerful approach to fracture detection. 

There are two zones at the Geysers, a saturated 
zone and an unsaturated zone. The unsaturated 
zone is beneath the saturated zone. The geology of 
The Geysers area consists of a highly fractured green
stone caprock 1000 to 2000 ft thick that overlies a 
massive graywacke formation (McLaughlin, 1981). 
The steam reservoir (undersaturated zone) is con
tained in fracture sets within this graywacke, which 
is of low porosity (1-3%) (Capuano, 1981). Shown 
in Fig. 1 is the experimental layout used in the study 
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Figure 1. Plan view of survey layout, showing the loca
tions of the well and the VSP offset. Also shown are the 
COP locations for the surface line and direction of particle 
motion for the shear-wave sources. [XBL 856-2834] 

at The Geysers. Also shown in Fig. 1 are the loca
tions of the surface sensors and seismic sources used 
for a high-resolution reflection study. We were well 
aware that surface seismic reflection techniques have 
been less than successful at The Geysers (Den
linger and Kovach, 1980). Nevertheless, we wanted 
a direct comparison of the VSP and surface reflec
tion methods to determine if VSP could provide 
additional information. 

In fractured media the surface reflection tech
niques must be applied very carefully, and it is quite 
common that little or no useful information on 
detailed structure can be obtained, as was the case at 
The Geysers. Detailed velocity analysis, statics, 
deconvolution, migration, and F-K processing, 
among other things were all carried out to improve 
the quality of the data but to no avail. The quality 
of the high-resolution surface reflection work was 
less than desired. No coherent reflectors of any signi
ficance were detected. 

The VSP data set was of higher quality, although 
somewhat limited in quantity. The far offset VSP 
yielded some very interesting data relative to fracture 
characteristics. Although the data set is limited, 
those results are the most significant of the whole 
survey. The distinctive feature of our technique is 
that it uses three essentially different sources: a verti
cal source (P), a horizontal shear source oriented per
pendicular to the known fault or fracture directions 
(SSH), and a horizontal shear source oriented parallel 
to the known fracture sets (Ssv). Thus we can use 
the velocity, amplitude, and polarization of the 
seismic waves generated to infer the nature of the 
fracture system. Specifically, Crampin predicts that 
fractured media will cause an incoming shear wave 
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to split into two components. The amount of split
ting and the resulting delay of each split wave will 
depend on the orientation of the fracture relative to 
the orientation of the incoming wave. Schoenburg 
has gone a step further and has calculated how the 
fracture spacing and fracture stiffness will affect the 
amplitude and velocity of the two shear waves (SH 
and SV) and the P-wave. Our reasoning in the study 
done at The Geysers was that if we knew the orienta
tion of the source and the receiver, then we could 
detect fracture orientation and density by observing 
the amount of shear-wave splitting as a function of 
depth and offset. 

At each level in the well, the geophone was fixed 
and the P, SSH, Ssv sources activated one after the 
other. The geophone was then unclamped and 
moved to the next level; this procedure was repeated 
at a spacing of 100 feet in the well. Since we had 
only one shear-wave source, the actual sequence was 
SSH, P, Ssv. When the shear vibrator had to be 
moved, we took great care to reoccupy the same 
source location. The formation in this well interval 
is a highly fractured greenstone with very compli
cated structure. We also knew that a cross-cutting 
fault is situated between the near well and the far 
offset VSP and that the dip of the fault is unknown 
at depth. 

The data show evidence for both shear-wave 
birefringence and the slowing of a particular phase 
by linear slip on interfaces, or fractures. Assuming 
the sources were oriented relative to the fractures, as 
shown in Fig. 1, there would be very little P to SV 
conversion. Moreover, because we did not vary the 
azimuth of the P-wave source (only the distance to 
the receiver), we would expect to see no difference in 
the P-wave, which is the case. However, both shear
wave orientations produced split shear waves and 
significant velocity anomalies. That is, the shear 
waves propagating with particle motion across the 
fractures were slowed relative to shear waves with 
particle motion parallel to the fractures. As Crampin 
predicts, there are two shear waves traveling at dif
ferent velocities from a source that originally was 
polarized in only one direction. To accentuate this 
point Fig. 2 shows the SV component from the SV 
source next to the SH component from the SH 
source. We also observed significant (20%) slowing 
of the same split wave as the source was rotated 90°. 
In SV rotation we saw very little difference in the 
arrival times of the two split arrivals, as the theory 
predicts for a shear wave traveling parallel to the 
fracture direction. 

The data set collected at The Geysers was lim
ited and not sufficient to determine the exact density 
and orientation of fractures. However, those data do 
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Figure 2. A direct comparison of the SH data from the 
SH source versus the SV data from the SV source. Note 
that there is a shift of about 100 ms in the time of the first 
arrivals from one panel to the next. [XBL 8511-4830] 

indicate, as Crampin and others have pointed out, 
the utility of using three-component data for deter
mining fracture content and orientation. Additional 
information on average fracture spacing may be 
obtained by applying Schoenberg's theory for relating 
SV and SH velocity differences to fracture stiffness. 
The data presented clearly show that fractures have a 
significant effect on the propagation of shear waves. 

As Schoenberg points out, a spectral difference 
should be observed for a wave reflected from a layer 
of fractures; i.e., the wavelet shape reflected from a 
fracture set will be different from the wavelet shape 
reflected from a welded interface or an interface 
between two beds. This could prove to be an 
extremely' valuable diagnostic tool in distinguishing 
between reflections from beds and reflections from 
fracture sets, especially for media in which the velo
city differences are subtle and gradational. 

To explain the role of tomographic techniques in 
fracture detection and mapping, we give a brief 
description of a multi offset VSP that we carried out 
at a geothermal site in Japan. The site was in a cal
dera filled with alternating layers of welded and 
nonwelded tuff. This survey also was carried out 
using a three-component geophone to record data 
from a shear-wave vibrator. The study was much 
more extensive than the one at The Geysers in that 
18 offsets were carried out. At nine of those offsets 
the shear-wave source was rotated 90° to determine 
shear-wave anisotropy. The idea was to map spatial 
variations in the amount of shear-wave anisotropy in 
enough detail to apply tomographic inversion tech
niques to the data. The result of the tomographic 
inversion is a pixel map of the property being 
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mapped. In this case the property was the variation 
in shear-wave velocity difference between the two 
orientations of the shear-wave source; the pixel size 
was 66 m, and the geophone spacing was every 20 m 
in the well, from a depth of 1400 m to 600 m. 
Shown in Figs. 3 and 4 are the ray paths and the 
mapped shear-wave velocity differences, respectively, 
from one of the offsets. The circled area in Fig. 4 
corresponds to a high-velocity zone (the darker the 
pattern, the higher the velocity). Also shown is the 
approximate location of the caldera boundary. 
Although wave velocities in the caldera are slower 
than in the surrounding bedrock, the difference does 
not show up in this plot, because what is shown here 
is the difference in shear-wave velocity between the 
two orientations of the vibrator. Because of the 
unusual geometry of this survey, a complete inver
sion of the data was not possible. Geophone diffi
culties prevented rotation of the data. However, as 
applied to the general case of fracture mapping, we 
would invert for differences in the SH and SV as 
well as SHjSV ratios. The variation in these quanti
ties and any variation in the P-wave data would be 
mapped. By combining offsets at different azimuths 
and distances, a complete representation of the vari
ation in fracture properties and content can be 
inferred from the seismic data. 

Fracture detection is not simply a matter of 
applying brute force petroleum exploration methods 
to the problem. Our work at The Geyser's and in 
Japan, as well as other people's work, has shown this 
to be the case. We are quite aware of the unique 
problems associated with the detection and mapping 
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Figure 3. An example of ray path geometry used in the 
Japan VSP study. [XBL 861-10469] 
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Figure 4. The tomographic inversion of the data obtained 
from the VSP offset shown in Fig. 3. Shown are the differ
ences in S-wave velocity from two orientations of the 
vibrator. The darker the color, the higher the velocity. The 
broken line encloses an anomaly in the tuff, presumably a 
densified geothermal deposit. Also indicated is the 
approximate edge of the caldera boundary. [XBL 861-
10468] 

of fractures. It is a difficult problem that people are 
only now beginning to come to terms with. It is 
necessary to glean every last bit of information from 
the data. This means that one starts with the con
ventional techniques but then broadens the effort by 
applying new methods. We already know that the 
"conventional techniques" are not entirely adequate 
for use in many areas. The new approach we are 
taking can be said to integrate VSP techniques with 
tomographic analysis. The key is to interpret the 
data in light of the experimental and theoretical 
work being done here and elsewhere on the effect of 
fracture stiffness and infilling material on the velo
city, amplitude, and polarization of seismic waves. 
This is an extension of the shear-wave splitting that 
many have observed in fractured media. Its attrac
tiveness is that it offers a quantitative solution to 
fracture spacing and orientation. If this approach 
works out as well as we expect it to, it will be invalu
able for defining fracture content and density, espe
cially for fracture sets that do not intersect the 
borehole. 
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Modeling Seismic Radiation from a Propagating Hydrofracture 

J. T. Nelson and E.L. Majer 

Monitoring of seismic radiation produced during 
hydraulic fracturing of rock is a method that has 
been proposed for determining the extent, orienta
tion, and azimuth of the fractures in a region. The 
costs of seismic the monitoring could be reduced 
substantially if the monitoring transducers could be 
located in the same borehole as that used to supply 
the fracture fluid rather than deploying arrays of sen
sors in nearby holes or at the surface. However, pri
mary borehole monitoring is complicated by "noise" 
associated with tube waves that are generated from 
pumping activities and which hide the P- and S-wave 
arrivals. The source of these tube waves may be 
pressure waves emanating from the fracture mouth 
or conversion of body waves incident on a borehole 
discontinuity. Acoustic waves at the fracture open
ing, if they exist, are generated by pressure drops 
during crack extension. The spectral character (and 
time dependence) of these waves may be influenced 
by the fracture process as well as by the porosity and 
permeability of the fracture region, which affect pro
pagation. The possibility exists that these acoustic 
waves at the fracture mouth may yield information 
concerning porosity, permeability, and, perhaps, frac
ture extent or azimuth. 

In order to understand fully the character of the 
acoustic energy that is present at the fracture mouth, 
several models are being investigated as possible 
tools. These include the fluid dynamic numerical 
model SALE (Amsden et aI., 1980) and a model for 
hydraulic fracture processes developed by Chouet 
and Julien (1985) for studying possible source 
mechanisms of the harmonic tremors that occur dur
ing volcanic activity. Both of these models are used 
to study the near-field fluid flow and pressure distri
bution within a fracture. The model by Chouet and 
Julien is particularly valuable for simulating the time 
dependence of the pressure-wave generation immedi
ately following fracture extension, as well as for 
obtaining information on the far-field radiation of 
seismic energy from the fracture tip. However, nei
ther of these models yields information on the 
attenuation of acoustic waves within the fractured 
region over large distances because of the practical 
limitations on the time and distance scales that must 
be used. 

The boundary element method has been investi
gated in conjunction with fluid-sheet representations 
as a possible means of modeling. The boundary ele-
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ment method and is particularly effective for model
ing crack singularities near the crack tip. The boun
dary element method has not yet been employed 
specifically for modeling hydraulic fracturing. 

A viscous-fluid-sheet theory uses third-order or 
higher polynomials to represent the flow distribution 
in the fracture. The approach developed by Chouet 
and Julien essentially uses a fluid-sheet representa
tion. As discussed below, this corresponds to the 
low-frequency (diffusive) regime and may not be 
accurate for detailed modeling of acoustic waves in 
the fracture. 

Two analytical models are used to study velocity 
dispersion and attenuation of acoustic waves with 
distance within a parallel-walled crack filled with a 
viscous fluid. The first of these is a linearized 
plane-strain representation featuring a crack with 
rigid walls. An approximation of this model was 
actually used by Biot (l956a,b) to estimate diffusion 
resistances and attenuation of acoustic waves in 
porous media. Attenuation rates in decibels per 
meter are illustrated as a function of frequency in 
Fig. 1 for a crack thickness of 2 mm, fluid viscosities 
of 1, 10, and 100 cP, and a free-field propagation 
velocity of 1480 mls (the same as water). For com
parison, the viscosity of water is about 1 cPo The 
data indicate that at audio frequencies, acoustic 
waves may propagate over significant distances, 
though attenuated. 
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Figure 1. Acoustic wave attenuation in a fluid-filled, 
rigid-wall crack of constant thickness. [XBL 854-2044] 



The model further suggests that for water-filled 
cracks with apertures on the order of a millimeter, 
the audio frequency range will be largely within the 
high-frequency regime, as described by Biot. In this 
regime, calculation of the explicit time dependence 
requires the use of integral representations of 
material responses to the diffusion velocities. In 
contrast, the numerical model by Chouet and Julien 
assumes a parabolic flow distribution within a single 
crack, characteristic of the low-frequency regime 
described by Biot. The results of this analytical 
model suggest that the numerical model of Chouet 
and Julien should be modified to include the high
frequency characteristics of the fluid-flow distribu
tion and relative phase between pressure and dissipa
tive forces at the crack wall. 

The second analytical model includes a crack 
bounded by two semi-infinite elastic media. The 
rigid-wall model discussed above is a special case of 
this model. Propagation velocities and attenuation 
rates were calculated numerically by searching for 
roots to the governing secular equation. Preliminary 
results indicate that the propagation velocity of the 
Stonely wave decreases with decreasing frequency as 
a result of the plane-strain nature of the problem, 
fluid viscosity notwithstanding. Including fluid 
viscosity reduces the propagation velocity further, 
reducing the problem to one of diffusion in the limit 
of zero frequency. For water-filled fractures with 2-
mm apertures, the calculated attenuation rates are 
about 0.1, 0.18, and 0.22 dB/m at 10, 20, and 200 
Hz, respectively. These rates of attenuation are 
higher than those presented in Fig. 1 for the rigid
wall, Biot-type model. However, they suggest that if 
the pressure drop near the line of fracture is on the 
order of several hundred psi, the magnitudes of the 
dynamic pressure transient at the borehole should be 
on the order of several psi, even after propagation 
over a distance of 100 m, and thus be easily detect
able with a strain-gauge pressure transducer. Note 
that the static pressure during fracture operation may 
be on the order of thousands of psi. For com
parison, the sound level corresponding to a I-psi 
pressure amplitude is equal to 170 dB, or 20 IlPa, an 
extremely high sound level that cannot be tolerated 
by human ears. The rates of attenuation are signifi
cantly higher for fluids with higher viscosity, such as 
gels. A more realistic model would include a three
dimensional fracture with finite fracture height. 
Work will continue on this model. 

The purpose of the current modeling effort is to 
represent the fracture region as a porous layer with 
prescribed permeability and porosity. An extension 
of this model may include a decreasing porosity with 
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increasing distance from the center plane of the frac
ture. That is, we believe that the so-called hydrofrac
ture is really a zone of fracturing or inflation rather 
than a single fracture limited to a few centimeters in 
width. Its actual width may be several meters. Both 
the theory of Biot and the mixture theory are being 
investigated as possible means of modeling this frac
tured region. Mixture theory is the continuum
mechanics approach to studying two-phase media 
and may be useful for studying nonlinear effects. 

Preliminary parameter estimates suggest that 
because of the low porosity associated with a 
sparsely fractured region, the induced-mass contribu
tion to the kinetic energy terms may be quite small. 
Thus, apart from viscous effects, the second-mode 
dilatational (acoustic) wave predicted by Biot is 
essentially uncoupled from the faster first model 
associated with in-phase motion of the elastic matrix 
and saturating fluid. In this case the single-fracture, 
rigid-wall model discussed above, adjusted for 
reduced propagation velocity for the acoustic wave 
due to path tortuosity, may be a reasonable approxi
mation for studying the acoustic wave. 

Future modeling efforts may be directed toward 
obtaining a Green's function for the acoustic mode 
(second dilatational mode). The Green's function 
could possibly be combined with the near-field 
numerical result obtained by Chouet and Julien to 
calculate far-field, audio-frequency pressure-transient 
signatures and spectra at the borehole. 

An alternative approach for future modeling may 
include incorporating a porous (fractured) layer 
directly into the finite-difference model used by 
Chouet and Julien and using the method of charac
teristics to calculate the fluid response for the high
frequency regime, as is done by McNiven and Mengi 
(1977). This approach would have the possible 
advantage of simulation of certain non-Newtonian 
fluids in the fractured region. Incorporation of a 
porous region with finite thickness would also allow 
use of practical time and distance scales for modeling 
propagation over relatively long distances. 
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Development of the Fast ASP 

E.L. Majer and T. V. McEvilly 

The problem of in-field processing of seismic 
data has been addressed in many different aspects. 
Depending upon the type of data sought, various 
amounts of computing power have been transported 
to the field. In 1977, as part of the Department of 
Energy's geothermal program, Lawrence Berkeley 
Laboratory began an effort to design and build an 
Automated Seismic Processor (ASP) that would 
detect and process data from microearthquake 
arrays. At that time it was not uncommon to use an 
8- to 12-element microearthquake array to record 20 
to 30 events per day. If these data were recorded on 
analog tape, the time to play back the data, digitize 
it, look for events, pick times and amplitudes, locate 
the events, and perform other basic processing 
chores would commonly amount to weeks if not 
months. To provide faster answers to basic earth
quake monitoring problems, the ASP was designed 
as a low-power (-1 watt/channel), portable, in-field 
processing system. The ASP was built and designed 
using CMOS technology based upon the RCA 1802 
microprocessor. The ASP is a modular device that is 
expandable up to 127 channels. Each channel is con
trolled by an 1802. These individual channel dev
ices, or "WORKERS," are responsible for making a 
detection on a single channel of data, picking the P
and S-wave times and amplitudes, performing FFTs 
on the windowed P- and S-waves, and determining 
the quality of the data. Once detected by each of the 
individual WORKERS, the information is sent to a 
central microprocessor (LSI 11/23) that performs the 
event association and determines if it is a valid 
event, i.e., not a noise spike or other noise. If the 
event is valid, then the 11/23 is programmed to per
form a number of higher-level processing sequences, 
i.e., to determine event location, source properties, 
b-values, etc. Two versions of the ASP were built, 
one for geothermal environments and one for waste 
isolation studies. The waste isolation version differs 
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in that it has a high-speed front end that will capture 
acoustic emission (AE) data (from heated rock 
masses) at up to 200,000 sam/s and play the data to 
the ASP at its normal 100 sam/s rate. That version 
of the ASP was eventually commercialized and is 
now being produced by a private company. 

The ASP concept has served us well, but with 
the increased availability of off-the-shelf board sets 
and the dramatic improvement in CPU and memory 
since 1977, we felt that a new improved version of 
the ASP was necessary. We wanted the new version 
not only to be faster (e.g., a sample rate of 500 sam/s 
at 16 bits rather than 100 sam/s at 12 bits for very 
detailed microearthquake studies) but to include 
many features that cannot be attained with CMOS 
technology (e.g., it is relatively expensive with 
CMOS technology to devote a CPU or microcom
puter to each channel of data). Therefore, in the Fall 
of 1984 we began designing and building a prototype 
Fast ASP system. The system is designed to carry 
out all of the functions of the ASP (McEvilly and 
Majer, 1982). In addition, the Fast ASP will have 
the capability to store the time series data for each 
event (80-mbyte disk drives; tape drive for backup). 

The system is designed around the Motorola 
68000 series CPU and a VME/VMX bus. We are 
currently using 6801 Os, but we plan to use 68020s as 
soon as they are available in board sets with suffi
cient memory. The first stage of the project is to 
build a 24-channel, fully operational system. The 
target parameters for this first-stage system are as fol
lows: 

1. 24 channels, 500 samples/s/channel. 
2. 12 bit A/D. 
3. Storage capacity for up to 100 events (i.e., full 

waveform data plus processed data). 
4. Capability of performing all present ASP pro

cessing plus the capability to designate a P or an S 



channel (for three-component data). 
5. Streaming to disk at high data rates for AE 

data. The data would be read back at slower rates 
for full processing. 

6. Enhanced processing for array studies (i.e., 
F-K analysis, beam forming). 

7. Ethernet connection for networking to other 
systems. 

At the present time there is no standardized data 
format for discrete events, such as SEGY or SEGB, 
as in the exploration industry. However, we are well 
aware of the need for such a standard and are at 
present formatting the data files in an internal for
mat that is compatible with Lawrence Livermore 
National Laboratory, Seismic Analysis Code, and 
Center for Seismic Studies formats. 

Upon completion of the prototype system (early 
1986), it will be field tested and returned. During 
our first field test with the ASP, we discovered many 
operational bugs that could have been found only 
through actual use. Upon successful debugging, the 
24-channel system' will be expanded to 96 channels 
by adding additional CPUs and analog-to-digital 
(A/D) converters. Plans also call for interfacing the 
system with digital telemetry for full digital capabil
ity. 
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Seismic Reflection Studies of Detachment Tectonics with the 
CALCRUST Consortium 

D.A. Okaya and T. V. McEvilly 

The California Consortium for Crustal Studies 
(CALCRUST) was established to study local and 
regional tectonic problems in the southwestern por
tion of the U.S. CALCRUST's initial transect focuses 
on the geometry of low-angle normal faults that 
accommodate brittle, upper-crustal movement in the 
highly extended crust of the Mojave-Sonoran Desert 
(Frost and Martin, 1982). These "detachment" 
faults, exposed in the "metamorphic core com
plexes" of the Chemehuevi and Whipple Mountains, 
commonly separate brittlely deformed upper-plate 
blocks from more complexly deformed lower-plate 
material. Upper-plate, tilted fault blocks of 
Precambrian-Mesozoic granitic and metamorphic 
rocks and Tertiary volcanic and sedimentary rocks 
are found west of the detachment exposures in the 
Turtle Mountains, with crystalline rocks and 
Paleozoic-Mesozoic metasediments exposed in the 
ranges farther to the west and south (Old Woman 
and Iron Mountains). 

CALCRUST was funded in 1984 by the National 
Science Foundation through the University of South
ern California, which, as lead institution, subcon
tracted various elements of the program to the Cali
fornia Institute of Technology, UC Santa Barbara, 
and Lawrence Berkeley Laboratory (LBL). With its 
Center for Computational Seismology (CCS), LBL 
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serves as the primary data processing center for 
CALCRUST. The CALCRUST research fits nicely 
into the wide applications of seismic imaging under 
investigation at CCS. 

In preparation for profiling in the Whipple 
Mountains area, several preliminary noise surveys 
were made. In addition, data previously acquired in 
the area were donated to CALCRUST by Compagnie 
General de Geophysique (CGG), and these were 
reprocessed at CCS. The noise surveys and the CGG 
data were invaluable in designing data-acquisition 
parameters for the subsequent CALCRUST profiles. 
The CGG lines are shown in Fig. 1 as C-l, C-2, and 
C-3; CGG line C-2, as reprocessed at CCS, is shown 
in Fig. 2. 

During May-June 1985, CALCRUST collected 
108 km of seismic reflection data west of the Whip
ple Mounta,ins, designated as lines W-l to W-5 in 
Fig. 1. A 192-channel (Sercel 348) recording system 
with a receiver spacing of 25 or 33 m and a 
shot/receiver ratio of 3: 1 yielded 32-fold CDP
stacked traces with a midpoint spacing of 12.5 or 
16.5 m. Each vibration point (VP) consisted of eight 
8-32 Hz, 31-s sweeps. Listening time was 12 s. 
Routine processing steps include demultiplexing, 
trace edit/mute, band-pass filter, x-t dip-filter, gain 
restoration, elevation statics, COP-sort, velocity 
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Figure 1. Seismic reflection profiles in the CALCRUST 
Whipple Mountain study area in the detachment
faulting/core-complex province of southeastern California 
(see insert). Lines C-I to C-3 from CGG; lines W-I to W-
5 acquired by CALCRUST. [XBL 8511-12641] 

analysis, NMO/mute and stack, and post-stack 
filters. Line W-I is shown in Fig. 3. 

Reflected energy is present throughout the 
seismic profiles. All lines in the basins show a 
strong, shallow reflection, with deeper basin reflec-

tions to 1.8 s. Basin-floor reflection discontinuities 
suggest that the basin floor (top of basement) is cut 
by many high-angle normal faults. Well-defined 
packets of many short, subhorizontal reflections exist 
between 3 and 7 s. Opposite dips of adjacent pack
ets suggest complex structure. Similar, but stronger 
reflections extend down to 9-10 s, below which the 
reflections are irregular. 

The strong, shallow reflections in the alluvial 
basins may be associated with the Mio-Pliocene 
Bouse Formation. Basin sediments to depths as 
great as 1500 m record the details of syn- and post
detachment basin deformation. Disrupted basin
floor reflections appear to be the upper surface of 
tilted crustal blocks cut by high-angle normal faults 
similar to the fault blocks exposed in the Turtle 
Mountains. Reflections from an underlying detach
ment surface are present. The packets of short, 
subhorizontal reflections may be interpreted as anas
tomosing lenses in the intermediate and lower crust; 
the reflections within the fault-bounded packets may 
have originated during or prior to regional crustal 
extension. Low-angle detachment surfaces, or their 
more ductile equivalents, are interpreted as separat
ing the lenses. The drop in reflection density at 
9-10 s suggests that the base of the crust is at a 
depth of 27-30 km. 

Preliminary processing to date suggests that 

SW Old Woman Mountains Une C-2 Turtle Mountains NE 

Figure 2. Line C-2, obtained from CGG, crossing Ward Valley between the Old Woman and the Turtle 
Mountain ranges. Note the detachment fault, which plunges northeastward from the Old Woman Moun
tains, reaching a depth of about 5 km near VP 350. Depths can be estimated roughly by multiplying the 
times shown by 3 km. Many diffractions and offsets in the basement reflection, seen deepening from the 
northeast to about the I-s mark, indicate major fault blocks in the upper-plate section. [XBB 850-10030] 

35 



s Une W-1 

~ -

Figure 3. CALCRUST line W-I, running roughly north-south in Ward Valley, showing the reflective 
nature of the deeper crust and the wedge-like structures within the crust. The moho (-30 km) is seen at 
9.5-10 s. This line lies approximately on strike with respect to the shallowest detachment fault. 
[XBB 850-10029] 

high-quality seismic imaging is possible throughout 
the full 30-km crustal section in this area of detach
ment faulting. Wedge-like crustal units are seen, and 
the lower crust is highly reflective. It appears that 
the seismic reflection profiling technique has great 
promise for revealing the complex structural 
geometries in this tectonically interesting region. 
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CCS: Center for Computational Seismology 

E.L. Majer, T. V. McEvilly, and L.R. Johnson 

The purpose of The Center for Computational 
Seismology (CCS) is to provide a facility with a wide 
range of computational tools to serve Department of 
Energy (DOE) programs in the basic energy sciences 
and other areas of energy research. Research over 
the entire spectrum of seismology is carried out at 
CCS, from basic studies in earthquake source 
mechanisms to the applied work of reflection 
seismology. The cornerstones of CCS are (1) the 
solid theoretical base provided by the involvement 
with the Department of Geology and Geophysics and 
the Department of Engineering Geoscience at UC 
Berkeley and (2) the hardware and software facilities 
found at Lawrence Berkeley Laboratory. 

In the past year, having successfully imple
mented a solid base of software and addressed our 
data-base problems, CCS has evolved into a useful 
and flexible research facility with its own DEC V AX 
11/780 (VMS) in addition to significant Cray X-MP 
access provided by DOE's Office of Basic Energy Sci
ences. The software base consists of the' results of 
some 3 years of our own efforts in coding internal 
analysis routines in addition to processing tools of 
DISCO (Digicon Inc.), INGRES (Relational Tech
nology), and, soon, the Geoquest Inc. AIMS package. 
We can now address research topics that were previ
ously beyond our capabilities. For example, we have 
been putting together a solid program in fracture 
detection using seismological methods. The thrust is 
to integrate theoretical studies in wave propagation 
with the already existing software tools of reflection 
seismology and vertical seismic profiling. In addi
tion to this work, we are also supporting the data
processing efforts of CALCRUST, a consortium of 
several California universities using innovative 
reflection techniques to address the structural com
plexities of California. Overall, CCS has grown into 
a mature research unit carrying out a broad range of 
research topics. In addition to the VSP, CAL
CRUST, and hydro fracture work, on which there are 
separate reports in this volume, CCS supports stu
dent research topics. This article is a brief summary 
of these ongoing research topics. 

CRUSTAL VELOCITY AND 
ATTENUATION MODEL ACROSS THE SAN 
ANDREAS FAULT ZONE IN CENTRAL 
CALIFORNIA 

-J. Scheiner 
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The crustal velocity and attenuation profiles in 
the San Benito, California, region have been care
fully and extensively studied using various methods 
and data sets. The need for a refined understanding 
of the velocity structure and a reasonable estimate of 
the attenuation characteristics of this important seg
ment of the San Andreas fault zone has been recog
nized for many years. The observed distortions in 
radiation patterns from local earthquakes recorded at 
the many stations of the U.S. Geological Survey and 
UC Berkeley arrays, travel-time anomalies within the 
same local arrays, and hypocenter location problems 
using a laterally homogeneous velocity model have 
all emphasized the need for a more refined model of 
the velocity profile. Conventional velocity analyses 
of a seismic reflection profile have been applied 
using Digicon's software package, DISCO. The 16-
km-long Vibroseis line, acquired from the Compag
nie General de Geophysique (CGG) in 1978, is 
bisected by the San Andreas fault about 50 km south 
of Hollister. The velocity model derived from these 
data has a prominent low-velocity fault zone that 
extends throughout the crust, surrounded by the 
higher-velocity Franciscan Formation to the east and 
the Gabilan Granite to the west. Velocities are gen
erally higher in the granitic upper crust than in the 
Franciscan. 

Analysis of the "coda". of horizontally summed 
coherent reflectors at mid-crustal depths in the 
stacked section provides some useful constraints on 
the crustal attenuation characteristics, given the weak 
scattering model assumed here. The attenuation is 
parameterized by the apparent quality factor, Q, and 
includes both the effects of intrinsic absorption and 
elastic scattering losses. The results indicate 
apparent Q values ranging from 40 to 150; there is a 
slight tendency for the Q values to decrease east
ward. This analysis of scattered P-waves using 
reflection data has been complemented by a similar 
analysis of the coda of S-waves from locally recorded 
microearthquakes. The latter data set consists of 
several microearthquakes that are well-recorded by 
portable arrays on both sides of the San Andreas 
fault in the same area as that of the reflection survey. 
Although the apparent Q values from the shear 
waves are of the same magnitude as those of the 
reflection survey, there is a slight increase in Q east
ward. In addition, analyses of the filtered coda for 
both the stacked reflection data and the microearth
quake shear-wave data show a definite and con-



sistent increase of apparent Q with frequency. 
Although this result can have important bearing on 
the mechanism of intrinsic dissipation, the ambiguity 
associated with the partitioning of the intrinsic and 
no'nintrinsic (i.e., scattering) attenuation mechanisms 
precludes such inferences at present. The above 
results are being compared with those of forward 
modeling in the hope that the attenuation and 
scattering characteristics of this important region of 
the San Andreas fault zone may be further 
illuminated. 

DEVELOPMENT OF TOMOGRAPHIC 
INVERSION TECHNIQUES FOR USE WITH 
SEISMIC DATA 

-J. Peterson. Jr. 

Tomographic methods in the form of Algebraic 
Reconstruction Techniques (ART) are developed for 
use with seismic data. As a preliminary study of 
ART, the algorithms were applied to several velocity 
models of variable complexity. The purpose of 
doing these synthetic model studies is to determine 
the reliability of the algorithms and how they behave 
in certain situations. These studies should also be 
done in practice to determine the source-receiver 
configuration that should be used in experiments to 
ensure proper coverage of the field of interest. If a 
data set already exists, a study may be done to deter
mine resolution and the types of anomalies that can 
be seen. Synthetic models also help in processing by 
giving some idea of the parameter values and the 
resolution that will be possible for the given 
geometry, as well as which algorithms should per
form best. None of this can be determined 
mathematically because of the amount of parameters 
involved and, more importantly, because of the lack 
of a firm mathematical base in the presence of noise 
and other irregularities. By studying reconstructions 
over a suite of parameter values and pixel sizes on 
various velocity models, the effect of these values on 
the reconstructed image will be determined. 

Though it is more informative than mathemati
cal analysis, synthetic analysis is not an exact 
representation of a real experiment. The calculation 
of the travel times and amplitudes will not be totally 
realistic even with the best wave-propagation pro
grams, partly because of the scattering and diffrac
tions inherent in real data. These errors and the 
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noise due to measurement errors may be partially 
studied with the inclusion of random Gaussian 
noise. Despite some misrepresentation, synthetic 
analysis can give an informative understanding of 
AR T algorithms. 

Initially, experiments in radiology were con
ducted to show the reliability of ART in reconstruct
ing test models, but after more algorithms were 
developed, comparisons between methods began to 
be published. The experiments using test models 
usually showed that ART produced satisfactory con
structionseven with the inclusion of noise. Com
parisons came about when new algorithms were 
developed and authors would invariably determine 
them to be improvements over, or at least compar
able with other algorithms. This turns out for the 
most part to be due to the basic idea of the algo
rithms: theoretically, they are attempts to approxi
mate a least-squares solution. Actually, the only rea
sonable way of determining the better algorithm is to 
carry out test experiments with models similar to the 
specific task. 

In a practical sense, ART should be run on 
models simulating the field of interest before any 
experiment is performed. Some sense of the 
behavior of the algorithms on the particular velocity 
field and geometry may be obtained in this manner. 
This can help determine an optimal source-receiver 
configuration and reduce the processing steps when 
the real data are obtained. The procedure obtains 
reconstructions of a given velocity model for various 
parameter values. The general behavior of the relax
ation parameter with different algorithms is shown 
by repeated runs using a range of values. Resolution 
is studied by running ART for different pixel sizes 
and determining the limiting values when the recon
struction falls apart. If a certain amount of resolu
tion is needed in the field, the necessary station spac
ing may be deduced in this way. The information 
contained in each ray is analyzed. This is important 
when setting up an experiment to determine which 
source-receiver positions must be maintained and 
which ones can be eliminated because they lack use
ful information. 

The travel times are calculated using ray theory, 
whereas the inversion is done assuming straight rays 
for most cases. This method gives realistic projec
tion data, eliminating any bias that may occur when 
using the same raypaths for the forward and inverse 
problems. Even though ray theory does not exactly 
depict the real situation, the method of calculation is 
far enough removed from the summation method 
used in the inversions so that problems will not 
arise. The test velocity models range from a simple 



low-velocity zone to low-velocity zones in a layered 
medium to simulated fault zones. After calculation 
of the simulated travel times, data were inverted 
using each of the ART algorithms along with various 
parameter values as discussed above. The results of 
the inversions were analyzed according to the criteria 
and techniques determined from previous studies. 

SYNTHETIC MODELING OF GLOBAL 
DIGITAL SEISMIC NETWORK DATA 

--Po Cummins 

Recent seismological investigations have sug
gested that some of the high-quality broadband data 
that is being recorded by the Global Digital Seismic 
Network (GDSN) can be exploited to resolve fine 
details of deep Earth structure. The GDSN data 
archived at CCS are a rich source of such informa
tion, and it has been found that a considerable data 
set exists for the analysis of core phases that have 
interacted with the Earth's inner core boundary. 

The objective of this research is to model these 
data with synthetic seismograms generated by codes 
available on the CCS computers, and it is hoped that 
enough accuracy can be achieved in both the calcula
tions and data processing to constrain some of the 
parameters that describe the transition from the 
liquid outer core to the solid inner core. Such con
straints could significantly improve our understand
ing of the physical, chemical, and thermal properties 
of inner core material, as well as shed light on the 
process of solidification that is apparently occurring 
at the inner core boundary. 

LATERAL VARIATIONS IN MANTLE P-
W AVE VELOCITY FROM TECTONICALLY 
REGIONALIZED TAU ESTIMATES 

-D. Tralli 

Estimates of tau functions for a tectonically 
regionalized Earth are obtained from over 1.25 mil
lion seismic raypaths of ISC Bulletin data to study 
the correlation of potential lateral variations in man
tle P-wave velocities with recognized surface hetero-
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geneity. The use of regionalized travel-time data 
relies on statistical regularity criteria for checking the 
consistency of the global regionalization. Estimates 
of tau perturbations attributed to velocity structure 
at the seismic source and receiver regions are derived 
by a simple algebraic formulation. Contributions 
from near-surface heterogeneity are thereby removed 
and permit the assessment of lateral velocity varia
tions at depth. Estimates of "single region" 
equivalent tau functions are constructed and 
inverted to obtain velocity-depth functions and 
extremal bounds at the 99.9% confidence level for 
seven different tectonic regions. 

Deviations from a regionally weighted reference 
mean velocity function that agrees well with PREM 
(Dziewonski and Anderson, 1981) indicate signifi
cant differences, particularly between oceanic and 
continental tectonic regions, extending to a depth of 
700 km. P-wave velocity anomalies are typically less 
than ± I % of the reference velocity. The age depen
dence of the shallow oceanic mantle is observed by 
an increase in velocities from young « 25 m.y.) to 
old (> 100 m.y.) regions and, similarly, from oro
genic zones and magmatic belts to stable continental 
regions. Unlike the young and old oceanic regions, 
stable continental regions do not show a pronounced 
gradient in the mean velocity residuals above 250 
km. However, continental platforms, and particu
larly the shields, show a compensation in the sign of 
the mean velocity residual at depths between about 
350 and 700 km. Evidence for a velocity anomaly 
between 700 and 950 km is indicated. Significant 
negative residuals are observed to be centered at a 
depth of about 780 km below oceanic ridges and 
about 880 km below active continental regions. This 
anomaly may be related to a boundary layer between 
the upper and lower mantle. The level of velocity 
variations decreases below 950 km. Lateral varia
tions are also 'suggested within 250 km of the core 
boundary. 

TECTONICALLY REGIONALIZED SOURCE 
AND RECEIVER TAU PERTURBATIONS 
FOR ESTIMATION OF P-WAVE TRAVEL
TIME CORRECTIONS 

-D.M. Tralli 

Tectonically regionalized tau estimates are used 
to obtain seismic P-wave travel-time corrections for 
lateral variations in the Earth's crust and shallow 



mantle velocity structure. The corrections, in the 
form of estimates of first-order tau perturbations, are 
functions of slowness and are assessed for both 
source and receiver regions. The functional form is 
easily derived analytically and allows interpretations 
of causative velocity anomalies in a manner that iso
lates effects typically assigned to the receiver, thereby 
helping assess compensating errors at the source. 
This approach has not been considered previously. 

Over 1.25 million ISC Bulletin P-wave raypaths 
were used to obtain estimates of tau perturbation 
functions for seven types of tectonic regions. Tau 
perturbations at the receiver are positive for oceanic 
ridges and tectonically active continental regions and 
negative for older oceanic regions, continental plat
forms and shields, and oceanic trenches. Differences 
between source and receiver perturbations for a com
mon tectonic region suggest errors in hypocentral 
parameters. Earthquake locations indicate that oce
anic sources are consistently too shallow and their 
origin times consistently too late, whereas locations 
in continental regions are consistently determined to 
be too deep and their origin times consistently too 
early. Heterogeneity confined to the upper 250 km 
suggests velocity variations within 5% of the lateral 
mean over an anomalous path length of approxi
mately 100 km. Although the estimates of source 
and receiver tau perturbations are consistently less 
than 1 s, a definite difference is observed between 
the travel-time correction functions for oceans and 
continents. 

VELOCITY INVERSION OF NEAR-FIELD 
ACCELERATION DATA 

-M. Leonard 

Acceleration data recorded to distances of 11 km 
from explosions within Silent Canyon caldera at the 
Nevada Test Site are analyzed for shallow velocity 
structure. Randomly located three-component data 
from seven explosions of approximately the same 
depth have been combined to form composite record 
sections in the hope that the velocity structure may 
be revealed through standard reflection processing 
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techniques. However, results indicate that the extent 
of lateral heterogeneities within the caldera is such 
that simple reflecting horizons cannot be detected 
from a single shot gather with two-dimensional sta
tion geometry. 

As an alternative, body-wave travel-time data 
have been used directly in a linearized inversion of 
reciprocal velocity, or slowness, perturbations. 
Seventy-two P-wave travel times from a total of 12 
explosions are used to obtain an averaged velocity 
structure extending to approximately 3.5 km beneath 
the caldera. The inversion for slowness perturba
tions from an initial model is obtained using a 
singular-value decomposition formulism, which pro
vides an estimate of the resolution of the final velo
city model, given the available data. Standard errors 
of the perturbations are also obtained. The analysis 
is also performed on 22 S-wave travel times. The 
importance of obtaining an accurate determination 
of the velocity structure of Silent Canyon caldera lies 
in the need to gain a better understanding of the 
effect of near-field shallow structure on waveforms 
produced by nuclear explosions. 

AFTERSHOCKS FROM NUCLEAR 
EXPLOSIONS AS POSSIBLE INDICATORS 
OF FAULT MOVEMENT 

-M. Templeton 

Several hundred microearthquakes following 
three Nevada Test Site events were examined for 
evidence of explosion-driven fault motion. Twenty
five to 33 hours of continuous data following Base
ball, Rousanne (both in Yucca Flat), and Chancellor 
(Pahute Mesa) were recorded by Los Alamos 
National Laboratory using arrays with radii less than 
1200 m from ground zero. These analog recordings 
were played back at reduced speed using the 
Automatic Seismic Processor, an automated real
time locator, making it possible to analyze thousands 
of events per week. The results, now in preliminary 
form, are expected to provide insight into mechan
isms responsible for generating wave effects not 
related to a nuclear explosion. 



DATA BASE STUDIES WITH THE CENTER 
FOR SEISMIC STUDIES 

-D. Kellogg 

Over the past 2 years, CCS has been working 
with the Defense Advanced Research Projects 
Agency's (DARPA) Center for Seismic Studies to test 
and develop techniques for handling large amounts 
of seismological data. The data of interest are usu
ally time-series data from earthquakes or nuclear 
explosions. Ideally, seismologists who use these data 
would prefer that they be in a portable form to 
transfer easily between different computing environ
ments. Unfortunately, these data are recorded on a 
wide variety of instruments with many different for
mats, data lengths, and sample intervals. A second 
problem is a lack of standardization in the data
analysis routines used in the preliminary stages of 
processing seismic data. We doubt that there will 
ever be standard analysis routines; each scientist has 
her or his own analysis, but within particular 
research programs or institutions it may be possible 
to have an "analysis package" to perform routine 
processing. During the past year, CCS has been 
addressing these problems with several test data sets. 
The data are from earthquakes and nuclear explo
sions that have been recorded with portable field 
recorders and large permanent arrays. The questions 
addressed are: given the data, i.e., an individual 
earthquake or explosion, recorded on a wide variety 
of media, what are the problems encountered in 
combining the data into a standard format and data 
base and then efficiently processing them? 

The data base used at CCS and the Center for 
Seismic Studies is the INGRES relational data base. 
The data sets from an individual "event" or earth
quake or explosion can be very large. Moreover, the 
data may be in raw field format, in time series, or in 
various stages of processing. Thus, besides the time 
series or waveform data, there may be associated 
with each event many parameter data that have 
resulted from different processing steps. These data 
must also be organized and filed in an orderly 
fashion. The problem that usually arises is deciding 
which parameter data are crucial. It is important not 
to clutter up the data base with unneeded or trivial 
data that may be of interest to a few but not crucial 
to the seismological community in general. 

During the past year we have found that the 
,most convenient approach is to adopt a standard 
internal format that is easily handled by the in-house 
hardware and software. For our time-series data this 
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is a binary format with a simple data header specify
ing the number of channels, sampling rate, instru
ment used, time, and processing history. We also 
found that although FORTRAN is still the most 
widely used language, the computer language C is 
being increasingly used because of its compatibility 
with UNIX systems. With this format we have writ
ten various filters to interface with the formats of 
our data-recording equipment and various other 
standard formats. These other data formats are 
SEGY, the Livermore SAC format, RSTN, and the 
INGRES format. This is jost a stopgap measure. 
Ideally, one would like standardization equivalent to 
that used in the exploration industry. However, by 
their nature, event data are not easily put into a sin
gle format. Variable sample rates on the same event, 
different data lengths, and wide station spacing make 
it difficult to adopt a single format. The most com
patible format is SEGY. It already has many 
features needed, and a modified version may be a 
starting point. It also has the advantage of having an 
enormous software base, i.e., the exploration indus
try software already in place. 

In short, the problems being addressed are not 
trivial, and the solutions adopted have long-range 
consequences. Only time and persistence will pro
duce answers that will be satisfactory to the whole 
community. The problem must be solved before 
embarking upon the planned advances in seismologi
cal data collection and processing that are now being 
proposed, such as the Incorporated Research Institu
tion for Seismology (IRIS) and similar ventures. 

EXTREMAL INVERSION OF STATIC 
EARTH DISPLACEMENTS DUE TO 
VOLUME SOURCES 

-D. Vasco 

Considered here is the inverse problem of using 
static displacements observed at the surface to infer 
volume changes within the Earth. This problem can 
be put into a form such that the method of ideal 
bodies and the method of positivity constraints may 
both be applied. Thus all the techniques previously 
developed for the gravity inverse problem can be 
extended to the static displacement problem. Given 
bounds on the depth, the greatest lower bound on 
the fractional volume change can be estimated, or, 



given bounds on the fractional volume change, the 
least upper bound on the depth can be estimated. 
Methods of placing bounds on generalized moments 
of the perturbing body are also developed, and tech
niques of handling errors in the data are discussed. 

The ideal body method is suited for both 2-D 
and 3-D problems when only two data points are 
considered, but it is unwieldy for more data points. 
The method of positivity constraints is more versa
tile and can be used when there are many data 
points in 2-D problems, but it may lead to an exces
sive amount of computation in 3-D problems. 

For the inverse static displacement problem 
methods are available by which one may derive 
unique bounds on model parameters. The ideal 
body method and the method of positivity con
straints are in reality just a single technique. How
ever, the two approaches are in some ways comple
mentary. The derivation of the ideal body for the 
general N datum problem is unwieldy and expensive. 
In the full treatment of N data the discretized 
method of positivity constraints (linear program
ming) is called for. When just two or three data are 
examined and a 3-D model is required, the ideal 
body method can give a quick estimate of bounds on 
the fractional volume change or the depth. The ver
satility of the method of positivity constraints is an 
advantage, as is the universal availability of com-

Magnetic Mapping of a Hydrofracture 

H.F. Morrison, E. Nichols, and C. Schenkel 

For many years hydraulic fracturing has been 
used to stimulate marginally productive petroleum 
and geothermal wells. Many theoretical and labora
tory studies have been carried out to understand the 
fracturing process and the resulting fracture 
geometry. It is important to have some means for 
confirming the actual direction and extent of a 
hydrofracture and the extent to which proppant has 
been distributed into the fracture. One technique 
that has been considered involves the use of a 
strongly magnetic proppant material whose distribu
tion might be discerned by monitoring the small 
magnetic field changes that would occur at an array 
of surface or subsurface magnetometers. A field 
experiment by Wood et al. (1983) has been partially 
successful in detecting a shallow hydrofracture filled 
with magnetite as the proppant material. Our task" 
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puter codes for solving the linear programming prob
lem (Cuer and Bayer, 1980). The method also can 
readily treat a layered half-space. The bounds com
puted here by the method of positivity constraints 
will still stand for a model space restricted to homo
geneous bodies. The limits are merely more pes
simistic in that they include inhomogeneous distribu
tions that may broaden the bounds. Work is in pro
gress in applying the method of positivity constraints 
to the leveling data at Mammoth Lakes, California. 
Perhaps the method may be extended to the simul
taneous inversion of all volume-dependent proper
ties. Such a joint extremal inversion for gravity and 
magnetics has been presented by Mottl and Mottlova-. 
(1984). 
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has been to evaluate their technique as it applies to 
mapping the distribution of a magnetized magnetite 
proppant in a 1000-ft-deep hydrofracture. We con
ducted scale model and computer calculations to 
determine the size and shape of magnetic anomalies 
associated with thin magnetite-filled fractures, we 
developed field techniques for cancelling magnetic 
field noise due to telluric signals and tilt motion of 
the sensors, and we participated in an actual field 
experiment with the Gas Research Institute, Amoco, 
Teledyne, Hunter Geophysics, and Stanford Univer
sity. 

LABORATORY STUDIES 

The scale models consisted of several types of 
natural magnetite ore that were crushed and sieved 



to various mesh sizes and suspended in a cross
linked gel of the type used in hydrofracture work. 
To enhance the detectability of the proppant, we 
magnetized the magnetite either by pumping the 
slurry through a 3.7 kG magnetic field before it 
entered the models or by magnetizing the slurry with 
a 5.5 kG field after it was injected into the model. It 
was assumed that the permanent magnetization 
imparted to the magnetite grains would result in an 
alignment with the Earth's field that would enhance 
the observed anomaly. The fracture scale model 
consisted of two parallel panes of 1/4-inch plastic 
enclosing a simulated fracture whose dimensions 
were 50 cm X 50 cm X 3 mm. The vertical mag
netic field response of the proppant-filled region was 
measured along a profile above the center of the 
vertically mounted scale model with a Develco 
9200e flux-gate magnetometer. Magnetic suscepti
bility of the slurries was also measured by means of 
a commercial bridge circuit. 

On the basis of the observed magnetic field 
anomalies, we were able to calculate the apparent 
susceptibility for each proppant used. Apparent sus
ceptibilities increase with magnetite concentration 
and strength of the external magnetizing field. The 
larger-grained fractions (20 to 40 mesh) showed a 
stronger apparent susceptibility than the finer
grained material (60 to 80 mesh). These experimen
tal findings are summarized in Fig. I. 

Numerical calculations used in this study were 
based on the thin-sheet approximation to the 
prismatic body (Sharma, 1966). The effects of 
demagnetization of the thin sheet, as well as the 
separate effects of amplitude and direction of 
induced and permanent magnetization were con
sidered. Additional calculations were carried out to 
estimate the size of the magnetic field change at the 
surface due to a 1/16-inch-wide, proppant-filled 
crack at a depth of 1000 f1. Table I gives the peak
to-trough anomalies for different magnetite concen
trations uniformly distributed in a vertical crack of 
different dimensions. 

In all cases shown, the ratio of strike-to-dip 
length was fixed at 3, and the magnetite concentra
tion was scaled to crack length so as to have a con
stant total volume of magnetite of 6 m3. This 
volume equates to approximately 30 tons of prop
pant (density 4.55 g/cm3), which is close to the 
amount injected into the hydrofracture during the 
field experiment. For the conditions listed in Table 
I, the maximum expected magnetic anomalies are on 
the order of 10 mT' (10- 11 T or about 100 ppb of the 
Earth's main field). In principle, magnetic field 
changes of this size are well above the intrinsic sensi
tivity of Superconducting Quantum Interference 
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Figure 1. The variation of apparent magnetic susceptibil
ity of magnetic proppant material as a function of grain 
size, magnetizing field strength, and volume concentration. 
[XBL 861-10489] 

Detector (SQUID) magnetometers. However, from a 
practical standpoint, the field changes expected are 
deeply buried in broadband noise from natural 
geomagnetic (telluric) activity, nearby human activi
ties, and vibrational noise caused by slight move
ments of the sensors from Earth tides, wind, natural 
seismicity, and mechanical settling. From an experi
ment conducted with an array of SQUID magnetom
eters at a quiet test site in Nevada, we had deter
mined that it was possible to correct for and cancel 
out much of the geomagnetic and tilt noise. The 
residual magnetic field had a noise-oscillation com
ponent whose standard deviation was only about 5 
my. This indicated that it might be possible to 
detect the magnetic field change from the proppant
filled hydrofracture if a proper array of surface 
SQUID magnetometers were used and if there were 
no other sources of magnetic field noise. 

THE HYDROFRACTURE FIELD 
EXPERIMENT 

An east-west linear array of five SQUID magne
tometers equipped with internal tiltmeters and two 
similar remote SQUIDS was set up as shown in Fig. 
2 in anticipation that the magnetic proppant would 
enter a vertical, east-west striking fracture believed to 



Table I. Magnitudes of anomalies and fracture length related to the 
concentration and apparent susceptibility. 

Magnetic Peak-to-trough 
concentration Apparent amplitude (my) Length (m) 

susceptibility 
(Ib/gal) (vol%) (cgs) Hx Hy Hz Strike Dip 

5 13.2 0.034 3.0 2.8 3.4 87.0 261.1 

10 26.3 0.093 4.6 4.4 5.5 61.7 185.0 

15 39.5 0.180 6.3 6.1 7.3 50.3 150.9 

20 52.7 0.230 6.2 6.1 7.3 43.6 130.7 

25 65.8 0.320 7.1 7.0 8.4 39.0 117.0 

30 79.0 0.420 7.9 7.8 9.3 35.6 106.7 

35 92.2 0.530 8.6 8.6 10.2 32.9 98.8 

39 100.0 0.600 9.1 9.0 10.8 31.6 94.9 

Note: Magnetite volume = 6 m3
, ratio of strike-to-dip length = 3, 

dip = 90°, depth = 1000 ft, thickness = 1/16 inch. Characteristics of 
inducing field: inclination = 64°, declination = 8°, strength = 54,500 y. 

have been opened during an initial fracturing test 
carried out in 1983. Each magnetometer was placed 
in a subsurface vault and supported on 3-ft-diameter, 
3-inch-thick circular granite slabs that were set into 
plastic-wrapped fiber-glass vaults. These slabs were 
coupled to the ground with 3 inches of 40-mesh non
magnetic silica sand. External biaxial bubble tiltme
ters and orthogonal electric field sensors were used at 
vaults M3, M6, and M7. The downhole flux gates 
were suspended at a depth of 1000 ft in fiber-glass
cased boreholes (BM 1, BM2, and BM3). The outside 
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Figure 2. Detector array used for the hydrofracture 
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temperature and the temperature in vaults M3, M4, 
M6, and M7 were monitored along with microbaro
graph pressure fluctuation of vault M7 and external 
absolute atmospheric pressure. All data channels 
had antialias filters, and the signals were sent by line 

o dri vers to the recording vehicle. 
An interactive, flexible, real-time, least-squares

differencing program was developed during prelim
inary field trials in Nevada. This time-domain pro
gram generally allows cancellation of 40 dB of mag
netic signal at a given magnetometer by using a 
linear model to relate this magnetic signal to back
ground telluric signals and tilt movement at each of 
the magnetometers. 

Figure 3 demonstrates the results of an excellent 
least-squares fit giving cancellation of 55 dB of signal 
over 100 minutes. The residual field has a standard 
deviation less than 3 my. The characteristics of this 
residual limit the minimum size of anomaly one can 
expect to detect. Note that the anticipated ampli
tude change due to the proppant-filled crack is 
shown by the stippled area. 

Downhole flux gate BM2 clearly gives a response 
to the injected proppant (Fig. 4). We have not been 
able to reduce the surface background magnetic noise 
level much below 30 my for the linear SQUID array 
during pumping by the straightforward time
cancellation program, which makes the detection of 
the expected 13-m,), anomaly difficult (Fig. 5). This 
high surface noise is caused by well-head pipe move-
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Parameter Channel Coefficient 

1 (mean) -.00000 
2 6 (Hx·M6) .95398 
3 14 (Hy·M6) .02707 
4 22 (Hz-M6) .00396 
5 30 (Txi-M6) -.13146 
6 51 (Ex-M6) .00101 
7 55 (Ey-M6) -.00012 
8 28 (Txi-M4) .04395 
9 41 (Txe-M6) .02307 

10 44 (Tye-M6) -.04193 

Sum of residuals 2: 1.46349E-02 
Range of observed: -5.14040E+00 to 
Range of residual: -8.46445E-03 to 
Number of points: 1999 

Standard deviation: 2.71255E-03 
4.B5413E+00 
1.03564E-02 SIR (dB): 5.45025E+01 
Data File: MAGFRAC 

Figure 3. Residual magnetic field (Hx component) at 
magnetometer 4 after least-squares noise cancellation using 
parameters from reference site 6_ The residual magnetic 
field oscillations have a standard deviation less than 3 my_ 
The characteristics of the residual impose a lower limit on 
the amplitude of magnetic anomaly that can be discerned_ 
[XBL 861-10488] 

ment Figure 6 demonstrates the effectiveness of 
using a linear operator during the experiment to help 
remove the noise due to pipe movement 

Corrections made to signals from the magnetom
eters M4 and M5, which were farthest from the pipe, 
result in the lowest noise levels, allowing detection of 
IS-my anomalies (stippled regions)_ We cannot yet 
unambiguously detect smaller anomalies around the 
anticipated 5-m'Y level. 

This experiment may yet show that magnetic 
proppant can be mapped with a surface array of sen-
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Figure 4. Magnetic fields detected by the borehole flux
gate magnetometers before and during injection of the 
magnetite proppant_ A clear anomaly due to proppant of 
over 40 'Y was detected at BM2_ Magnetite pumping com
menced at about 182 min on the time scale shown here_ 
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sitive magnetometers at a depth of 1000 feet. It has 
shown that natural background noise can be reduced 
by 40 to 50 dB through a straightforward cancella
tion scheme using a remote site. 



Hx Residual Magnetic Field (with pipe noise) 

Time (minutes) 

Channels Displayed: 

(1) Hx-M1 Mean - .6 
(2) Hx-M2 Mean - .5 
(3) Hx-M3 Mean - .4 
(4) Hx-M4 Mean - .3 
(5) Hx-M5 Mean - .2 
(6) Hx-M6 Mean - .1 

Figure S. Residual magnetic fields, Hx, at six SQUID 
magnetometers during the pumping. The large noise that 
appears on all channels is caused by the movement of the 
steel pipe between the pumps and the treatment well. 
[XBL 861-10486] 
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Figure 6. The residual magnetic field during pumping 
after the attempt to remove pipe noise using a linear 
operator. Resulting residuals show the smallest noise level 
for magnetometers M4 and M5, which are farthest from 
the pipe. [XBL 861-10485] 
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Fracture Detection Using Cross-Hole Electromagnetic Techniques: 
Numerical Modeling 

K.H. Lee, Z. Qiang, and H.F.Morrison 

A class of g~ophysical techniques not yet 
thoroughly evaluated for their ability to detect and 
characterize fractures comprises the electrical and 
electromagnetic (EM) methods. Typically, EM tech
niques have been used to infer electrical conductivity 
distribution in the Earth by means of numerous 
measurements from an array of transmitters and 
receivers on the surface. On the basis of past numer
ical modeling and field experience, it is known that 
the EM method is potentially useful for fracture 
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mapping because the fracture zone is more conduc
tive than the low-permeability host rock being frac
tured. It is also known that the resolution of the sur
face techniques is relatively poor because of the dif
fusive nature of the fields in geologic media and the 
normally large depth to the target. The effects of an 
overburden layer with variable thickness and con
ductivity and the irregularity of topographic features 
further limit the application of the surface EM tech
niques. 



To overcome the limited resolution, and at the 
same time to minimize the surface effects, one could 
consider a cross-hole EM method for detecting a 
proximal fracture zone (e.g., a steeply dipping zone 
not intersected by either hole). In this technique a 
transmitter is lowered to various depths in a 
borehole, and measurements are made at various 
depths in one or more other boreholes. A time
varying magnetic dipole (a coil) is used to induce 
currents in the Earth, and it is assumed that conduc
tive casing is not present. A fracture (or a system of 
fractures) filled with conductive fluids essentially 
gathers these induced currents in the same manner 
as in the dc situation. In addition to the current 
gathering, eddy currents are induced and circulate 
within the conductive fracture when a time-varying 
external field is applied. These "anomalous" 
currents in turn distort the magnetic fields in the lay
ered Earth, and the resulting total fields can be meas
ured in the borehole. The characterization of a tar
get fracture may then be carried out using the 
knowledge obtained from the modeling study. 

NUMERICAL MODELING 

In its most simplified form a fracture may be 
simulated by a flat, conductive sheet in an otherwise 
homogeneous and more resistive layered Earth. 
Sheet dimensions, conductance, and orientation can 
be varied to accommodate arbitrary fracture condi
tions. The computer program CROSS has been writ
ten to model such a sheet on the basis of an algo
rithm reported by Weidelt (1981). The program cal
culates downhole magnetic fields in the frequency 
domain in the presence of a single, arbitrarily 
oriented conductive sheet. The source is either a 
vertical or a horizontal magnetic dipole at a specific 
depth. 

To answer some of the basic questions as to 
whether the cross-hole EM method would be a useful 
tool in detecting and characterizing such a simple 
fracture, a sample sheet of low conductance (1 mho) 
was selected for analysis (conductance = conductivity 
times thickness of the sheet). The transmitter used 
is a horizontal magnetic dipole of frequency 1 kHz 
buried 100 m below the surface of the Earth (Fig. 1). 
The sheet has dimensions of 150 m in strike and 
100 m in dip, and the center of the top edge of the 
sheet lies 60 m beneath the surface and is 30 m hor
izontally from the transmitter. The vertical magnetic 
fields are computed along the vertical borehole 
located 150 m away from the transmitting borehole. 
The Earth consists of a 10-m-thick overburden and a 
lower half-space of 100 ohm'm resistivity. The vari
ables involved are the overburden resistivity (p), 
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with a thin sheet of conductance I mho located between 
boreholes. The variables in this configuration are the over
burden resistivity (p), dip angle ((3), and strike angle ('Y). 
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strike (-Y), and dip (f3). One of the most significant 
advantages of cross-hole EM compared with the sur
face techniques is that the effects from the overbur
den are much reduced. The effect of changing over
burden resistivity on the Hz component measured in. 
the borehole is shown in Fig. 2. The sheet has a 
strike of 60° and dips 60° from the horizontal plane. 
The maximum whole-space primary Hz along the 
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Figure 2. The real and imaginary parts of the Hz com
ponent computed in the receiving borehole. The dip ((3) 
and strike (-y) used here are both 60°. The plots represent 
the Hz component with varying overburden resistivities; 
p = L 3. 10. and 100 ohm·m. The transmitter is at a fixed 
depth of 100 m. [XBL 8510-9013) 



receiving borehole is 2 X 10-8 A/m'moment for this 
configuration. The sheet responses, both real and 
imaginary parts, show fairly consistent increases 
from the low overburden resistivity to the uniform 
half-space, but the peak-to-peak anomalies stay 
unchanged. The dominant anomaly is in the ima
ginary part (about 1.8 X 10-9 A/m'moment), and 
this is about 9% of the maximum primary field. For 
the same sheet with a l-ohm'm overburden, a coax
ial surface configuration (not depicted here) gives a 
maximum peak-to-peak anomaly of I X 10-10 

A/m'moment target response, which is about 0.5% of 
the free-space primary field at the position. The 
ratio of signal to primary field strength will increase 
as the overburden resistivity increases, but the main 
point here is that the cross-hole technique is far less 
sensitive to the overburden's shielding or destructive 
effect, and, furthermore, the signal strength itself is 
at least an order of magnitude larger. 

The next set of models has been chosen to 
demonstrate the ability of the cross-hole EM method 
to determine the simulated fracture dip from the 
downhole measurement. In this exercise the sheet 
has a fixed strike of l' = 90° and is buried in a uni
form half-space (p = 1000hm·m). The downhole Hz 
component is shown in Fig. 3 for varying dip angles 
of (:3 = 0°, 30°, 60°, and 90°, where (:3 = 0° represent,s a 
horizontal sheet and (:3 = 90° represents a vertical 
sheet. For a horizontal sheet the Hz response is 
essentially symmetric across the sheet level (depth = 
60 m). This result is always true regardless of how 
the current is distributed on the sheet. Note that the 
horizontal magnetic field (Hx or Hy), although not 
shown in this article, would reveal asymmetric distri
bution across this point. The other extreme occurs 
when the sheet is vertically oriented. For a vertical 
sheet the response is a little more involved than for a 
horizontal sheet. Considering that the source used is 
a horizontal dipole in the Earth, we can imagine that 
there will be horizontal currents flowing in opposite 
directions between the top and the bottom edges of 
the sheet. This applies to both the current gathering 
and eddy currents induced on the sheet. The result
ing vertical magnetic field will be asymmetrically 
polarized roughly across the center of the sheet. The 
results shown in Fig. 3 reflect these analyses very 
well, although the zero crossings are moved up 
slightly because of reflection from the air-Earth inter
face. 

On the basis of Figs. 2 and 3, one requires a 
transmitter-receiver system capable of resolving mag
netic field changes of about 5 X 10-10 A/m·moment. 
Assuming that the practical level of resolution for 
the borehole detector is 10 -2 nT, and if the receiver 
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Figure 3. The real and imaginary parts of the Hz com
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stacks 10 min of continuous signal (6 X 105 cycles at 
1000 Hz) to achieve a 7.7 X 102 signal-to-noise 
improvement, then one would need a transmitter 
moment of about 100 A·m2• We are in the process 
of studying whether a practical borehole transmitter 
with this moment at 1000 Hz can be designed. 

CONCLUSIONS 

The model study suggests that the cross-hole EM 
method can help characterize a mildly conductive 
fracture located between two holes. The main reason 
for this is that, unlike the surface techniques, the 
method is essentially free from the surface effects of 
an overburden layer or variable topography. The 
ratio of signal to primary field strength is also greater 
for the cross-hole EM. The detection and more com
plete characterization of a target fracture can be 
attained by making three-component measurements 
in the receiving borehole, and the interpretation can 
be further refined through the use of multiple source 
positions in the transmitting borehole. 
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Detection of Deep Crustal Conductors by Means of Controlled
Source Electromagnetic Soundings 

H.F. Morrison, K.H. Lee, and N.E. Goldstein 

Anomalously conductive layers at moderate 
depths in the crust have been reported by numerous 
workers and for different geologic environments. 
The geologic significance of these conductors varies 
from one tectonic setting to another, but it is likely 
that free water may be the main factor in almost 
every detected crustal conductor. In areas of active 
or recent volcanism and tectonism, conductive layers 
may be zones of hydrothermal circulation driven by 
a c;rustal heat source such as a cooling intrusive. In 
basinal areas conductive layers may indicate porous, 
water-saturated, overpressured dewatering of shales. 
In stable cratonic environments conductive layers 
may represent free water released into connected 
microfractures during the metamorphic transition of 
rocks from amphibolite to granulite facies. 

Deep conductive layers have been detected 
mainly by means of the magnetotelluric (MT) 
method, in which an estimate of ground impedance 
is obtained from the ratio of orthogonal horizontal 
electric and magnetic fields at the earth's surface. 
Natural electromagnetic field energy below 1.0 Hz is 
measured for this purpose. With modern instrumen
tation and field practices (particularly the method of 
remote reference introduced by Gamble et al., 1979), 
high-quality data can be obtained. However, proper 
interpretation remains an obstacle for many areas. 
The large current sheets induced in the crust are dis
torted by conductivity inhomogeneities, and thus 
impedances may be biased both by local features and 
by inhomogeneities many miles away from the 
sounding site. In many situations data from a single 
site cannot be interpreted without first using data 
from many surrounding sites to resolve the lateral 
distribution of conductivity. Although great 
advances have also been made in 2-D and 3-D MT 
modeling, interpretation of data remains difficult 
and ambiguous. 

Although advances are being made in MT, the 
controlled-source electromagnetic techniques offer 
advantages in resolving conductors at depths of 
10-15 km. These techniques use time-varying 
currents in a grounded-wire or horizontal-loop 
source to generate magnetic fields, which induce 
currents in the ground. The induced currents have 
associated secondary magnetic fields, which are 
measured to infer the subsurface conductivity distri
bution. Because primary and secondary fields fall off 
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rapidly with distance from the source, lateral conduc
tivities are much less an obstacle to interpretation 
than they are in MT soundings. Another advantage 
is that controlled-source techniques require only a 
sensitive magnetometer. Since no ground contacts 
are needed, the controlled-source techniques can be 
used in areas of high contact resistance, where the 
measurement of electric fields can be extremely diffi
cult. 

GROUND-WIRE AND HORIZONTAL-LOOP 
SOURCES OVER A LAYERED MODEL 

To determine the resolution of a deep conductor 
to grounded-wire and horizontal-loop sources, we 
calculated the response for the three-layer case 
shown in Fig. 1. These are general models for the 
electric section observed in parts of the Basin and 
Range geomorphic province. The 650-m-thick sur
face layer represents valley-filling sediments, alluvial 
fan material, and agglomerates, and it should be 
truncated laterally for purposes of realism. The con
ductive zone at depths of 7 to 15 km has been 
detected by various workers, but it is not known how 
its depth and continuity vary. Secondary magnetic 
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Figure 1. Layered earth models and current waveforms 
used for the transient responses. [XBL 854-!0445A] 



fields, expressed in nanoTeslas (l nT = ly), are pro
duced by a loop source with moment 109 A'm2 and a 
grounded wire with moment 106 km. The power 
requirements for both sources are roughly equal. For 
the time-domain calculations the response to the 
loop source is given during the off time of a 10-s rec
tangular pulse of current. For the grounded wire the 
response is given for a step increase of current. To 
compare the systems, we use the response of the 
model without the deep conductor as the reference 
response and subtract the response with the deep 
conductor present. The absolute value of the 
response difference is used as a basis for comparison. 
For the case of the horizontal loop we have calcu
lated the frequency-domain and transient responses 
for the vertical component, Hz, at the center of the 
loop and for both the vertical and horizontal (Hr) 
components at separations up to 15 km from the 
center. For the grounded wire we have calculated 
only the transient responses for Hz and Hr at separa
tions up to 15 km along the perpendicular from the 
midpoint of the wire. 

Figure 2 shows typical behavior of the magnetic 
field transient for a layered model without the sur
face conductor. The straight line with a slope of 
roughly l/t3/

2 is the transient decay of the vertical 
component of the field, Hz. The remaining curves 
are the differences between the transient with and 
without 'the conductor present at the depth indicated. 
Broken curves are negative values (the response with 
the conductive layer is smaller than without it), and 
solid curves are positive (the response with the con
ductive layer is larger than the simple half-space 
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Figure 2. Transient vertical magnetic field response at 
the center of a horizontal loop. Curves of t!..Hz are the 
differences between the homogeneous half-space response 
and the response with the deep conducting layer. The bro
ken lines represent negative values. [XBL 854-10447A] 
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response). The differences are always of the same 
order as the transient field itself with no conductor 
present. From an experimental design point of view, 
there need be no concern that an apparently measur
able difference would be "lost" in a half-space 
response many orders of magnitude greater. 

Figure 3 makes it quite clear that for measure
ments of Hz, those made at the center of the loop 
give the best resolution of the deep conductor. 
Differences of Hr are roughly half those of Hz, and 
Hr differences peak at a transmitter-receiver separa
tion roughly equal to the depth of the conductor. 
Taking 10-3 nT to be a typical system sensitivity, it 
is clear that the conductor could not be well resolved 
if it were deeper than 10 or 12 km. 

For the electric dipole transmitter the responses 
for the Hz component, the component measured in 
most field systems, rise with separation and peak at 
a separation of about 1.5 times the conductor depth 
(Fig. 4). The amplitude differences are dramatically 
greater than those for the loop transmitter. Keeping 
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Figure 3. Magnetic field anomaly due to a conductive 
layer at depths of 5, 7, and 10 km. The anomaly is 
expressed as the difference between the case with conduc
tor absent and the case with conductor present. Maximum 
differences of horizontal (H,) and vertical (Hz) fields 
between homogeneous half-space and half-space with con
ducting basement at depth d; surface-conducting layer 
present. Numbers on curves are the times (in seconds) at 
which the maximum differences occur. Loop diameter, 2.0 
km; moment, 109 A·m2
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in mind that the definitions of moment for the two 
transmitters are quite different, it is nevertheless 
remarkable that the peak difference for an electric 
dipole of moment 106 A'm2 is about 3 times the 
difference obtained with the loop of moment 109 

A·m2 when the conductor is at 5 km depth. Even 
more dramatic is the fact that with the conductor at 
a depth of 10 km, the electric dipole response is 15 
times that of the loop response. The electric dipole 
is far better than the loop for detecting the conductor 
at depth. With a system resolution of 10-3 nT, there 
would be no difficulty in resolving a conductive 
layer at depths of 15 to 20 km. 

Figures 3 and 4 also reveal that the central 
induction configuration (the receiver located at the 
center of transmitter loop or grounded dipole) is best 
for deep sounding. The horizontal component of 
field Hr at or near the wire is slightly greater than the 
vertical at the optimum separation, although the 
times at which the differences peak are about the 
same. This interesting result seems to have been 
overlooked in practical sounding systems, although it 
must provide comparable advantages to central 
induction in the loop configuration in terms of 
reducing the effects of lateral inhomogeneities. 

CONCLUSIONS 

For experiments designed to determine the depth 
to a deep conductive layer, the TDEM response for a 
finite-length grounded wire source is better than for a 
horizontal magnetic dipole transmitter. Not dis
cussed in this short report is our finding that the 
second-best technique is the frequency-domain cen
tral induction sounding using a loop antenna. 
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Electromagnetic Sounding Near a Vertical Contact 

M.J. Wilt and A. Becker 

This study investigates the effects on transient 
electromagnetic sounding measurements of a 2-D 
vertical contact at the surface. The magnetic field 
responses of three simple contact models were stu
died using a scale modeling system developed at UC 
Berkeley (Wilt and Becker, 1984). The models 
represent (1) a discontinuous conductive surface 
layer (surface contact), (2) a surface contact with a 
deeper conductive surface layer present, and (3) a 
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contact beneath an overburden layer (buried con
tact). Shapes and real-world dimensions are shown 
in Fig. 1. These models were studied using five EM 
sounding configurations: (1) central-loop, (2) fixed
separation loops oriented perpendicular to the con
tact, (3) fixed-separation loops parallel to the contact, 
(4) fixed-transmitter loop/variable-offset receiver, 
and (5) electric-dipole transmitter/variable-offset 
receiver (Fig. 2). 
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II) 
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Figure 1. Vertical contact models used in this study. (1) 
Vertical contact at surface. (2) Vertical contact with deep 
layer. (3) Buried vertical contact. [XBL 861-1] 
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Results for Model 1 indicate that the contact 
responses depend on the geometric arrangement of 
the transmitter and receiver and on the model 
parameters. EM systems involving widely spaced 
transmitters and receivers (System 4) generally detect 
a broadly shaped anomaly that is centered on the 
resistive side of the contact and is most prevalent at 
late times. The central-loop system (System 1), 
which has no transmitter-receiver offset, sees a nar
row anomaly that is centered on the conductive side 
of the contact and is more prevalent at early times. 
The fixed-separation systems (Systems 2 and 3) and 
the electric-dipole (System 5) see a combination of 
early-time and late-time anomalies with relative 
magnitudes that depend somewhat on the 
transmitter-receiver separation. 

If a deep layer is added below the contact 
(Model 2), then the observed response for all systems 
is the superposition of the layered-model response 
and the contact response. This model was used to 
compare the EM systems for the purpose of deciding 
which system would provide the best layered 
response for stations near the contact. The five EM 
sounding systems were compared by calculating the 
ratio of the maximum contact anomalies to the max
imum layered-model responses at each station and 
then plotting the results as profiles (Fig. 3). Profile 
plots show that the contact anomaly can be over 30 
times larger than the layered response and that ail 
systems except for the central loop exhibit significant 
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contact effects up to 1 km of the boundary. The best 
of the systems is the central loop, which exhibits the 
smallest and narrowest contact anomaly; moreover, 
the contact anomaly is at early time, whereas the lay
ered response is at late time. The worst of the sys
tems is the electric dipole, which has a small layered 
response and a large, broad contact anomaly that is 
present at early and late times. 

The response from a buried contact (Model 3) is 
very similar to the surface-contact anomaly except 
that the anomalies are smaller in magnitude and 
somewhat broader. The central-loop system has only 
a late-time anomaly from this model, but all of the 
other systems show early-time and late-time 
anomalies for the buried contact. 

For all the configurations considered, except for 
the central-loop system, each field component has a 
layered-model response in addition to the contact 
response. For the central-loop system only the verti
cal component has a layered-model response. For 
interpretation it is necessary to decouple the contact 
and layered-model responses so that the layered
model response can be evaluated separately. There 
are two possible ways of accomplishing this. One is 
to find a relationship between the field components 
that will allow one component to be used to decou
ple the responses in the other. The second method is 
to parameterize the response curves and formulate 
interpretational charts so that a data set can be fitted 
to the appropriate contact curve and the contact ano
maly removed. In this study we are examining both 
approaches. 

The contact anomalies observed with the 
central-loop system suggest a direct method for 
removing the contact anomaly on the vertical field 
by using the horizontal field data. Figure 4 is a late
time plot comparing the spatial derivative of the 
vertical magnetic field with the horizontal field. The 
two sets of curves exhibit a remarkable similarity in 
shape and anomaly characteristic. In fact, by multi
plying the horizontal field curves by a constant, the 
two sets of curves will be virtually identical for all 
times. 

This result is not surprising if we consider that 
the horizontal field is due only to spatial variations 
in the subsurface eddy currents and that the vertical 
field is due to the eddy currents themselves. The 
horizontal derivative of the vertical field should 
therefore be another measurement of the spatial vari
ations of eddy currents. 

This result suggests a straightforward means of 
correcting vertical-field, central-loop sounding data. 
If the horizontal field is the spatial derivative of the 
vertical field, then the vertical field variations due to 
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the contact may be corrected simply by integrating 
the horizontal field curve and applying the partial 
integral sum to the sounding. Initial trials with this 
approach have proved effective. 

The second approach for correcting data for con
tact anomalies involves parameterizing the contact 
response by model and field curve characteristics. 
The contact response, for example, may be a func
tion of resistivity contrast, contact dip, and layer 
thicknesses. It may be possible to obtain these 
model parameters from the half-width of the 
anomalies or the position of the peak response. Lab
son (1985) successfully applied this approach to 
tipper and VLF model data. He showed that the 
essential characteristics of a dipping-contact model 
and several other models could be extracted from 
field data by fitting the data to parameterized curves. 
The contact responses suggest that this may be effec
tive for time-domain-sounding data as well. In Fig. 
4 the position of the peak in the horizontal field 
curve moves away from the contact at later times. 
The position of the peak, the half-width of the ano
maly, and the sites of the peak responses may all be 
useful in obtaining the contact parameters. Once 
these are obtained it should be possible to correct the 
field results with another set of curves specific to the 
contact parameters and the configuration used. 
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A Field Survey to Monitor Subsurface Contaminants with Borehole
to-Surface Resistivity Measurements 

T. Asch and H.F. Morrison 

The detection and monitoring of contaminants 
that have reached the subsurface as a result of indus
trial activities has become a major environmental 
concern in the U.S. and in most industrialized 
nations. In situations where the waste fluids alter 
the electrical resistivity of the natural groundwater, 
certain types of electrical resistivity measurements 
may be used to determine the aerial extent and 
thickness of the invaded zone. Conditions favorable 
to electrical methods may arise when the waste water 
has a significantly higher temperature or salinity 
than the groundwater it displaces. 

A borehole-to-surface dc resistivity survey was 
carried out at an industrial site in southern Califor
nia to determine the extent of saline waste water that 
leaked from evaporation ponds into the local 
groundwater system. The availability of several 
monitoring wells near the ponds allowed us to use 
this downhole technique, which is far more sensitive 
to the subsurface resistivity distribution than con
ventional dc resistivity techniques in which all elec
trodes (both current and potential electrodes) are on 
the surface (Wilt and Tsang, 1985). 

Conventional electrical logging is quite sensitive 
to material near the borehole but has a small radius 
of exploration (only a few feet). Well logs might not 
accurately show the location of a saltwater-freshwater 
interface if pumping has caused a drawdown of the 
interface near the borehole. The technique used in 
our survey has a very large radius of exploration, 
and material drawn down by pumping would not 
affect what is observed away from the well itself. 
The survey was designed by the Engineering Geosci
ence group at UC Berkeley and conducted by the 
Zonge Engineering and Research Corporation of 
Tucson, Arizona, using equipment they manufacture 
for commercial resistivity surveys. The field data 
were analyzed with 2-D and 3-D resistivity computer 
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codes developed by the Engineering Geoscience 
group. 

THE SURVEY 

An electrical resistivity survey consists of inject
ing current sequentially into the ground through 
many pairs of electrodes, measuring the voltages 
across multiple pairs of electrodes, and then deter
mining the electrical parameters of the ground, 
assuming the current obeys Ohm's law. A great 
variety of different electrode geometries are used in 
resistivity surveying, depending on the particular 
problem and the depth of investigation desired. 

In our survey one current electrode (a 3-ft-Iong 
copper rod) was placed at various depths in a moni
toring well, and a second current electrode was 
placed on the surface several thousand feet away, far 
enough to approximate electrical infinity (see Fig. 1). 
A Zonge GGT transmitter injected a current of 5 A 
at 1 Hz through the grounded electrode pair. The 
downhole current electrode was moved from the top 
of the water table to the bottom of the well in 15-ft 
increments. 

The monitoring wells used in this survey 
included five with PVC casing and two with steel 
casing. These wells were chosen for study because 
they are close to boundaries of suspected plumes of 
waste water or are in areas where the prime interest 
was in determining how thick the plume might be. 
The depths of exploration ranged from 27 to 105 m 
below the surface, depending on the location and 
depth of the individual well. 

Using a Zonge GPD-12 receiver, voltages were 
measured between electrode pairs along lines extend
ing radially from each well. Measurements started 
about 120 feet out from the wells and were made 
with a gradient-type array that had a receiver "dipole 
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Current 
Electrodes 

Well '" Bottom 

Figure 1. Schematic diagram of the borehole-to-surface 
dc resistivity survey technique. The infinite current elec
trode is placed a long distance from the well, and the 
downhole electrode is lowered in increments to the bot
tom. Voltages are read between adjacent potential elec
trodes (M and N) along a radial survey line. [XBL 861-
104801 

length" (the distance between adjacent potential 
electrodes) of 60 ft. A 60-ftdipole length allowed 
both for rapid reconnaissance surveying of the stu
died area and for enough resolution to determine 
possible subsurface features. 

INTERPRET A nON ANALYSIS 

The measurements were converted to apparent 
resistivities, which for the electrode array used is 

_ 27T~V X { 1 } 
Pa - -1- 1 l' 

VAM2+D2 VAN2+D2 

(1) 

where 1 is the impressed current, ~ V is the measured 
vo1ta~ D is the depth of the downhole electrode, 
and AM and AN are the distances between the well 
and any two adjacent potential electrodes M and N. 
Figure 2 shows an example of apparent resistivity 
variations obtained along one radial line with the 
downhole electrode positioned at progressively 
greater depths in the well. Shown at the right-hand 
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Figure 2. An example of apparent resistivity curves as a 
function of downhole electrode depth, shown at the right 
in meters, and radial distance from the well, shown on the 
horizontal scale in feet. Curves have been offset vertically 
by the amount indicated for display purposes. [XBL 861-
104821 

side of each curve are the current electrode depth, 
the mean value of the curve, and a vertical offset 
value. So that the curves in this figure could be 
shown together, they have had to be offset vertically 
(the same is true of Fig. 3). The value at which a 
curve has been plotted (e.g., 100 ohm'm for the first 
curve in Fig. 2) plus the offset value given at the 
right (e.g., -87.96 for the first curve) gives the mean 
value of the curve. The horizontal axis shows radial 
distance away from the well (which is located at the 
origin on all field data plots). 

The apparent resistivity curves in Fig. 2 all 
appear to be quite similar in shape and amplitude. 
Note that the curves differ more in character for dis
tances less than 450-600 ft from the well than for 
distances greater than 450-600 ft. The last two 
points of all curves are affected by a buried pipe that 
crosses the traverse line. The curves in Fig. 2 sug
gest the following conductivity zonation: (1) dis
tances less than 450-600 ft from the well for depths 
of 64-105 m, (2) distances greater than 450-600 ft 
from the well and depths of 64-77 m, and (3) dis
tances greater than 450-600 ft from the well and 
depths of 92-105 m. The curves do not indicate 
true resistivity values, only that different zones exist. 

Figure 3 is a set of percent difference curves. 
Percent difference is defined here as the difference 
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Figure 3. The percent difference resistivity curves com
puted from the data in Fig. 2. Resistivities for a downhole 
electrode at 64 m serve as the reference values. [XBL 
861- 10481 1 

between the value of the apparent resistivity (pd for 
a reference current electrode at a specific depth and 
the value of the apparent resistivity (P2) measured 
with a "relative" current electrode at another depth 
divided by the value of the apparent resistivity at the 
relative electrode (P2) and multiplied by 100. In 
symbols, 

percent difference = PI - P2 X 100. (2) 
P2 

The advantage of presenting results as percent 
differences is that the relative differences immedi
ately indicate spatial variations in the resistivity dis
tribution, and if at least one true resistivity value in 
the distribution is known, the others can be easily 
and very closely determined (to within a few 
ohm·meters). Expressing results as percent differ
ences also eliminates topographic effects in the raw 
data. Since the topographic effect for each MN is 
approximately equal for all downhole current elec
trodes, the topographic effect cancels out when Eq. 
(2) is used. Thus using percent differences as the 
basis for interpretation can significantly improve an 
interpretation when terrain effects are suspected. 

The curves in Fig. 3 are the result of using the 
apparent resistivity values determined for a reference 
current electrode at 64 m and the resistivities meas
ured at the lower depths (68-105 m) as "relative" 
values in the percent difference formulation. If the 
resistivities at the relative depths are approximately 
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equal to the reference values, then the percent differ
ence curve will appear as a nearly straight horizontal 
line. A relative decrease in resistivity (PI> P2) with 
depth of the relative current electrode results in a 
positive percent difference and a rising segment of 
the percent difference curve. This is the case with 
the curves that correspond to depths of 86-105 m. 
Clearly, the first four curves in Fig. 3 (69-93 m) 
represent the same resistivity distribution as the 
reference depth (64 m). The curves for depths of 
97-105 m all rise at lateral distances of 460 ft and at 
920 ft from the well. This indicates a decrease in 
resistivity in the lower depths at a lateral distance of 
460 ft and a further decrease in resistivity at about 
920 ft relative to the apparent resistivities measured 
at 64 m. 

In summary, the change in resistivity at around 
460 ft from the well suggests a transition from a 
moderately resistive zone into two less resistive 
zones. The first zone, between 64 and 82 m in 
depth, is slightly more resistive than the second 
zone, 86-105 m (the depth of the well). At about 
920 ft from the well, the deeper zone becomes even 
less resistive. 

MODEL DATA 

The resistivity logs in neighboring wells (taken 
when the wells were first drilled and presumably 
before contamination occurred) give background 
resistivity values for both the surface layer (assumed 
to be only one contiguous body at this point) and for 
rock zones with uncontaminated groundwater. 

In Fig. 4 we show in a 2-D diagram the relation
ships indicated by the field data. This figure was 
constructed by matching the field results with 
apparent resistivities calculated using a 2-D resis
tivity modeling program. The well is situated at 
-170 m, and the current electrode positions are indi
cated by the small symbols at their appropriate 
depths. At about 460 ft from the well (-30 m in the 
figure), there is a transition from a single resistivity 
zone to two less resistive zones (the lower one being 
more conductive). A second change occurs at 920 ft 
from the well, where the deeper zone becomes even 
more conductive. 

Resistivities representing natural groundwater 
(approximately 22 ohm'm resistivity) progress into 
less resistive zones about 460 ft from the well. A 
further decrease in resistivity (down to 2-4 ohm·m) 
probably represents leakage of the very conductive 
waste water into a sand-gravel aquifer that has been 
identified from lithologic studies. Note that the 
cross section does not indicate a "bottom" to the 
low-resistivity zones. This only means that the bot-
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Figure 4. A 2-D model obtained from the borehole-to
surface resistivity data using a 2-D resistivity code. The 
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tom was not crossed before the total depth of the 
well (at 105 m) was surveyed. 

CONCLUSIONS 

This borehole-to-surface reslstlvlty experiment 
successfully delineated background groundwater 
from zones whose relatively high conductivity is due 

to wastewater leakage from slurry ponds and pipes. 
On the basis of lithologic logs, the more conductive 
regions correlate well with sand-gravel layers, and 
the slightly more resistive overlying zones appear to 
correlate with interbedded silts, clays, and sands. 

The downhole resistivity technique employed in 
this survey is capable of differentiating small resis
tivity changes. To do this we calculate from 
apparent resistivities the percent differences, which 
yield in an elegant and simple manner reasonable 
geoelectric sections. We collected far more data than 
were needed for a reasonable interpretation. As it 
turned out, only a few of the 10 curves would have 
yielded a 2-D model of the subsurface resistivities. 

The apparent success of downhole resistivity for 
locating the waste water at the industrial site presents 
a strong case for continued use of this technique. As 
only a few wells are needed to determine the extent 
of a conductive contaminant, and because the tech
nique gives good vertical and lateral resolution of 
boundaries and eliminates topographic effects, the 
downhole resistivity technique can be used for a 
great variety of hydrology problems. 
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A Numerical Study to Evaluate the Monitoring of Subsurface 
Contaminants with Borehole-to-Surface Resistivity Measurements 

M.J. Wilt and c.F. Tsang 

The recent interest in mapping subsurface 
groundwater contaminant fronts with geophysical 
methods is in response to the growing groundwater 
contamination problem and to federal and state 
mandates to identify contaminant sources and con
taminated sites and to evaluate these sites prior to 
cleanup. Initial studies have shown that many con
taminated sites have distinct geophysical anomalies 
relative to the surrounding area (Gilmer and 
Hebling, 1984; Saunders and Stanford, 1984). 

Of all the geophysical techniques available, the 
electrical methods have had the most widespread use 
in the detection of groundwater contaminant plumes. 
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Many sites have electrical resistivity anomalies that 
may be directly attributed to the presence of an elec
trolytic contaminant (Saunders and Stanford, 1984). 
Recently, the emphasis of field surveys has been on 
surface electrical techniques. The problem with this 
approach is that measurements are insensitive to 
contaminants if they are too deeply buried or if their 
concentration is low. 

Here we examine the possibility of mapping 
groundwater contaminant plumes using a borehole
to-surface electrical resistivity method. Using a 3-D 
dc resistivity computer code (Dey and Morrison, 
1979), we simulate a three-dimensional contam-



inated aquifer and compare the results of surveys 
taken before and after contamination. In addition, 
we consider four different types of contaminant 
boundaries to determine the sensitivity of measure
ments to variations in boundary geometry. 

For the resistivity simulation we consider a sim
ple five-layer resistivity model with an electrolytic 
contaminant present in a sandstone aquifer with a 
porosity of 15% and an initial in situ water salinity 
of 600 ppm (Fig. 1). 

The contaminant mass is assumed to form a 
prism situated between the aquifer's upper and lower 
boundaries (at depths of 45 and 70 m). We consider 
three types of plume boundaries: (1) an abrupt boun
dary, (2) a diffused boundary, and (3) a stratified 
boundary. In each case, the total volume of contam
inant remains fixed at 11,000 m3. For all of these 
cases we seek to measure the sensitivity of the resis
tivity measurements to the shape of the contaminant 
mass and its boundaries. 

We also considered incorporating a regional 
groundwater gradient into the model. Choosing an 
abrupt-boundary model, we assumed that the 
downhole current electrode is located at progres
sively larger distances from the center of the plume, 
until it is eventually outside of the contaminant 
plume, This is equivalent to a contaminant mass 
being moved by the natural regional flow without 
changing shape. 
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Figure 1. Cross section of the resistivity distribution for 
the simulation. [XBL 851-10217] 
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Figure 2 shows anomalous responses for the 
abrupt-boundary case with the downhole current 
electrode at distances ranging from 0 to 67 m from 
the contaminant center. The amplitudes of the 
curves are expressed in terms of the percent differ
ence by which the contaminant modifies the back
ground apparent resistivity. The second current elec
trode is assumed to be far from the contaminant. 
For the case of zero offset an inverted bell-shaped 
curve is obtained, with a maximum apparent resis
tivity difference of about 20% observed for measure
ments directly over the current electrode. This com
pares with a maximum anomaly of about 2% if the 
entire array were confined to the surface (Wilt et aI., 
1983). The placement of the current electrode within 
the contaminated region can therefore improve sen
sitivity by an order of magnitude. We would expect 
a similar improvement if the potential measurements 
also were made downhole. As the electrode is 
moved from the center toward the edge of the con
taminant, two changes become apparent in the ano
maly. First, the peak magnitude of the anomaly is 
reduced from 20% when the offset is zero to about 
3% when the offset is 67 m. Second, the shape of the 
anomaly changes from an inverted bell curve to an 
asymmetric bell curve with both negative and posi
tive lobes. When the current electrode is placed out
side the plume, the position of the near-side boun
dary is approximately where the anomaly changes 
shape, or about -40 m. The position of the negative 
lobe seems to remain fixed at about -10m regardless 
of the position of the current electrode. 

The asymmetric anomaly pattern is due to 
current redistribution into the zone of decreased 
resistivity. The potentials on the near-side boundary 
are anomalously small, because the current is being 
drawn into the conductive body at the expense of the 
surrounding medium. The increases in apparent 
resistivity on the far side of the contact are due to 
the increase in current caused by the contaminant 
body. 

For the offset case a half-width calculation may 
be made by averaging the near-side and far-side 
apparent resistivity differences and adjusting the 
anomaly to the new level. The half-width calcula
tion indicates a contaminant front 43 m from the 
center, which is in reasonable agreement with the 
true position. 
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Two-Dimensional Inversion of Resistivity Monitoring Data from the 
Cerro Prieto Geothermal Field, Mexico 

N.E. Goldstein, Y. Sasaki, and M.J. Wilt 

Repetitive dc resistivity measurements were 
made over the Cerro Prieto geothermal field at inter
vals of 6 to 24 months during the term of the first 
international agreement between the U.S. Depart
ment of Energy and the Comisi6n Federal de Electri
cidad (CFE) to study the Cerro Prieto reservoir 
(1978-1983). The method of data acquisition and 
the results of these repetitive measurements have 
been reported earlier (Goldstein et aI., 1982; Wilt 
and Goldstein, 1984; Wilt et aI., 1984). Most 
recently, Goldstein et ai. (1985) have discussed a 
more rigorous numerical approach for interpreting 
the repetitive resistivity observations. Our initial 
impressions were that changes observed in the suc
cession of dipole-dipole pseudosections showed 
(1) increasing resistivity associated with the produc
tion zone, (2) possible hot water recharge from a 
deeper source to the east, and (3) complex changes in 
near-surfa~e resistivities due to a combination of fac
tors such as changes in farming and irrigation pat
terns, infiltration of waste water from the evapora
tion pond and canals, variations in rainfall, and 
underflow from the nearby Colorado River. The 
impressions were based primarily on inspection of 
the percent changes in the apparent resistivity pseu
dosections relative to baseline data taken in 1979. 

THE RESISTIVITY MODEL 

Figure 1 shows the central portion of our control 
line (E-E') over the well field. During the monitor-
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E-E' over the Cerro Prieto geothermal field. Wells are 
shown as dark circles, and those producing brine during 
the 1979-1983 period are mainly between electrode points 
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ing period (1979-1983) virtually all of the produc
tion came from wells located roughly between elec
trode points 10 and 12 on line E-E'. Fluid produc
tion amounted to 36 ± 3 X 106 tonnes/year 
(Manon, 1984); an average well produced approxi
mately 125 tonnes/hour from depths ranging from 
1.2 to 1.8 km. Separated brines were sent to a large 
evaporation pond, and the overflow was carried 
away by canal to the Laguna Salada. Only a very 
small fraction of the brine was reinjected. 

During exploitation there has been a slow decline 
in the temperature of the produced fields (Fausto 
et a!., 1981), caused by leakage of cooler and prob
ably less saline waters from above (Grant and 
O'Sullivan, 1982) and from the west (Mercado, 1976; 
Lippmann and Bodvarsson, 1983). There has also 
been a steady decline in reservoir pressure during the 
1973-1978 period, possibly caused by fluid contrac
tion due to cooling. However, further cooling and 
the presence of CO2 in the fluids has probably led to 
boiling near the wells (Lippmann and Bodvarsson, 
1983). Because of the high permeability of the sys
tem, Grant et a!. (1984) doubt that an extensive 
two-phase zone can develop in the reservoir. 
Lippmann and Bodvarsson (1983) show, however, 
that a large two-phase zone may exist to the east of 
the production region, in the area between electrodes 
12 and 13 and at a depth of 1.3 to 1.8 km. 

Using what we considered to be a good set of 
apparent resistivity data, taken in 1979, a subsurface 
resistivity model was calculated by a rather laborious 
trial-and-error procedure of 2-D forward models 
(Wilt and Goldstein, 1981). The resulting cross sec
tion (Fig. 2) has served as the basis of our subse
quent interpretations. Although this model may not 
be entirely correct, particularly for depths> 2 km, it 
has been generally substantiated by resistivity logs 
and other drill hole data (Halfman et a!., 1984). 
Two important features of this model are: 
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1. A high-resistivity (4-ohm·m) region associated 
with the production region and attributed to 
hydrothermal metamorphism and reduced porosity 
of the shaley units. 

2. A dipping low-resistivity (1.5-ohm·m) region 
that flanks the resistive dome on the east and which 
has been explained by various authors as due to a 
zone of recharge along faults or a "sandy gap" in the 
shaly caprock. 

The low resistivities (0.6 ohm·m) at the surface 
above and to the west of the well field may be due to 
a combination of the natural hydrothermal discharge 
zone (which some believe is fault controlled) and 
infiltration of saline brines from the evaporation 
pond and from drainage canals. 

DATA ANALYSIS 

The apparent resistivity changes for each data 
point are expressed as a fractional or percentage 
change relative to base year 1979 (Eq. 1): 

Pa (yeari) - Pa (base year) 
percent change = X 100, 

Pa (base year) 
(1) 

where Pa (yeari) corresponds to the apparent resis
tivityobserved 1, 1.5, 2.5, and 4 years after the base 
year. 

Because the apparent resistivities are nonlinear 
functions of the subsurface resistivity distribution, 
2-D inversion of the data points (Eq. 1) is done itera
tively. For simplicity we chose a model composed of 
47 rectangular blocks, each block with constant but 
unknown resistivity. As block geometries are 
prespecified, the resistivities are the only unknown 
model parameters that must be found. The block 
geometry used for the Cerro Prieto data sets was 
based somewhat on the 2-D model (Fig. 2). 

Solutions for block resistivities are little affected 
by the choice of starting resistivity, but depend 
mostly on how one discretizes the mesh into blocks. 
For this reason one tries to make the blocks about 
the same dimensions as the expected inhomo
geneities, but for proper resolution of the unknown 
resistivities the blocks should have dimensions com
parable to the electrode separations. We incor
porated the finite-difference program for the forward 
2-D calculation (Dey and Morrison, 1979) into our 
inversion algorithm. The algorithm requires three or 
four iterations to converge. 

Once the initial 2-D earth model composed of M 
blocks with resistivities Ph P2, ... , Pm is determined, 
we next estimate the percent change in resistivity for 



each block for the next set of measurements. 
Assuming that the changes in intrinsic resistivity of 
the blocks are small allows the change in apparent 
resistivity, tJ.Pa, at any point on the pseudosection to 
be approximated by a Taylor series expansion, 

(2) 

where tJ.Pa is the observed change in apparent resis
tivity, tJ.Pj is the change in resistivity of the jth block, 
and apa/apj are the partial derivatives previously cal
culated for the initial 2-D inversion. From the rela
tion 

(3) 

we obtain from Eqs. (2) and (3) 

(4) 

From Eq. (4) we see that the percent change in 
apparent resistivity (tJ.pa/Pa X 100) can be approxi
mated by a linear combination of the percent change 
in the intrinsic resistivity of each block (tJ.p/Pj X 
100) and the partial derivatives. A least-squares 
method was used to solve for the unknown parame
ters tJ.p/Pj. 

DISCUSSION OF RESULTS 

In general, the resistivity associated with the pro
duction region exhibits a general increase (Fig. 3). 
There is also a pervasive decrease ~n resistivity in the 
deepest blocks, possibly a result of fluid withdrawal 
from the reservoir. Because the inversion results 
display a perplexing pattern of large positive and 
negative changes over the region studied, it is a prob
lem to differentiate changes that are geologic/ 
hydrologic in nature from those that are due more to 
calculational effects or possible errors in the data 
sets. Therefore we ran a series of numerical experi
ments for simulated noise-free and "noisy" condi
tions, and these gave us a better feeling for the rela
tive significance of the calculated resistivity changes 
in the individual blocks. We convinced ourselves 
that the increasing resistivity in the blocks 
corresponding to the production region (between 
electrode points 10 and 12, depth 1 to 2 km) during 
the monitoring period is probably a real effect. On 
the other hand, resistivity changes in some of the 
deepest blocks are very likely to be wrong, influenced 
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Figure 3. Two-dimensional reSIstIvIty inversion results 
of repetitive dipole-dipole surveys. Solutions are the per
cent change in block resistivity relative to base year 1979. 
Numbers in parentheses are the calculated standard devia
tions expressed as percent of the estimated percent change. 
Horizontal and vertical units are kilometers; vertical exag
geration is 2X. [Top to bottom: XBL 852-10321, 
XBL 852-10318, XBL 852-10317, XBL 852-10323] 

by errors in the data for the larger electrode separa
tions. 



To see whether a resistivity increase of 25% in 
the production region between base year 1979 and 
fall 1981 was consistent with other data, we analyzed 
the result on the assumption that changes in block 
resistivity could be approximated by an Archie's law 
relationship: 

(5) 

where PR = the bulk resistivity of the block, a = a 
number near unity, PF = pore liquid resistivity, cf> = 

block average porosity, S = block liquid saturation, 
and m = a positive number close to 2. From Eq. (5), 
the fractional change in block resistivity is 

If the reservoir fluid, initially at a temperature of 
260-280°C and about half as saline as seawater, were 
to experience a slight drop in temperature and salin
ity due to recharge from above and the sides, then 
brine resistivity could increase from about 0.05 
ohm·m to 0.055 ohm·m (Ucok et al., 1980). There 
might also have been a slight overall decrease in 
porosity from 0.15 to 0.145 due to calcite precipita
tion and a slight expansion of two-phase conditions 
around the wells due to the pressure decline. Insert
ing appropriate values for these changes into Eq. (6), 
we obtain an increase of about 32% for the bulk rock 
resistivity of the reservoir region, 

t!.PR ~ 0.005 _ 2 [_ 0.005 _ 0.08) = 032 
PR 0.05 0.15 1.0 ., 

which is reasonable for an estimate of this type. 
By the spring of 1983 the resistivity of the reser

voir region showed a continued increase of 49% rela
tive to the base year. A continued slight drop in 
reservoir temperature and salinity and a slight drop 
in porosity can easily explain this difference. 

ACKNOWLEDGEMENT 

We would like to acknowledge our CFE col
leagues, particularly Alfredo Manon, for their sup
port during the field activities. 

REFERENCES 

Dey, A., and Morrison, H.F., 1979. Resistivity 
model for arbitrarily shaped two-dimensional 
structures. Geophys. Prospecting, v. 27, 
p. 106-136. 

63 

Fausto, L., J.J., Jimenez S., M.E., and Esquer P., 1., 
1981. Current state of the hydrothermal geo
chemistry studies at Cerro Prieto. Lawrence 
Berkeley Laboratory Report LBL-11967, 
p. 188-220. 

Goldstein, N.E., Pruess, K., Wilt, M.J., and Bodvars
son, G.S., 1982. Resistivity monitoring of fluid 
migration at the Cerro Prieto geothermal field. 
In Proceedings, Eighth Workshop on Geother
mal Reservoir Engineering. Stanford University 
Report SGP-TR-60, p. 161-170. 

Goldstein, N.E., Sasaki, Y., and Wilt, M.J., 1985. 
Two-dimensional inversion of resistivity moni
toring data from the Cerro Prieto geothermal 
field. Geoth. Resour. Counc. Trans., v. 9, part 
II, p. 17-24. 

Grant, M.A., and O'Sullivan, M.J., 1982. The old 
field at Cerro Prieto considered as a leaky 
aquifer. Proceedings, Fourth Symposium on the 
Cerro Prieto Geothermal Field, Comision 
Federal de Electricidad, Guadalajara, Mexico, 
August 10-12, 1982. Mexicali, Comision 
Federal de Electricidad, p. 123-132. 

Grant, M.A., Truesdell, A.H., and Manon M., A., 
1984. Production induced boiling and cold 
water entry in the Cerro Prieto geothermal reser
voir indicated by chemical and physical meas
urements. Geothermics, v. 13, no. 1/2, 
p.117-140. 

Halfman, S.E., Lippmann, M.J., Zelwer, R., and 
Howard, J.H., 1984. Geologic interpretation of 
geothermal fluid movement in Cerro Prieto 
field, Baja California, Mexico. Am. Assoc. Pet. 
Geol. Bull., v. 68, p. 18-30. 

Lippmann, M.J., and Bodvarsson, G.S., 1983. 
Numerical studies of the heat and mass tran
sport in the Cerro Prieto geothermal field, Mex
ico. Water Resour. Res., v. 10, no. 3, 
p. 753-767. 

Manon, M., A., 1984. Recent activities in Cerro 
Prieto. Geoth. Resour. Counc. Trans., v. 8, 
p.211-216. 

Mercado, G., S., 1976. Migration of geothermal 
fluids and subsurface temperature distribution at 
the Cerro Prieto geothermal field, Baja Califor
nia, Mexico. In Proceedings, Second U.N. Sym
posium on the Development and Use of Geoth
ermal Resources. U.S. Government Printing 
Office, Washington, D.C., p. 487-492. 

Ucok, H., Ersaghi, 1., and Olhoeft, G.R., 1980. 
Electrical resistivity of geothermal brines. J. Pet. 
Technol., v. 32, no. 4, p. 717-727. 

Wilt, M.J., and Goldstein, N.E., 1981. Resistivity 
monitoring at Cerro Prieto. Geothermics, v. 10, 
no. 3/4, p. 183-194. 



Wilt, M.J., and Goldstein, N.E., 1984. Interpretation 
of dipole-dipole resistivity monitoring data at 
Cerro Prieto. Geothermics, v. 13, no. 1/2, 
p. 13-26. 

64 

Wilt, M.J., Goldstein, N.E., and Sasaki, Y., 1984. 
Long-term dipole-dipole resistivity monitoring 
at the Cerro Prieto geothermal field. Geoth. 
Resour. Counc. Trans., v. 8, p. 235-240. 



RESERVOIR ENGINEERING 
AND HYDROGEOLOGY 

The research effort of the Reservoir Engineering and Hydrogeology group is 
concerned primarily with the movement of mass and energy through rocks. 
One commonly finds that rock masses are fractured, and thus it has become 
clear that we must determine the extent to which the flow behavior of such sys
tems is dominated by the discontinuities. Another critical problem is whether 
the flow regime has the kind of continuity that can be described by an 
equivalent-porous-media relationship. We must also address the problem of 
the complex coupling between aspects of the thermal, hydraulic, mechanical, 
and geochemical effects that can occur when fluids move through rocks under 
non isothermal conditions. 

The articles presented in this section summarize the results of research on a 
wide diversity of topics within the broad fields of reservoir engineering and 
hydrogeology. A considerable number of them report on studies of geothermal 
systems, including the problems of well testing and recent developments in 
numerically modeling the behavior of such systems. Several present new 
improvements in the mathematical modeling of fluid flow in rocks. Others 
treat the problems of fluid flow in fractured rocks, groundwater pollution, reac
tive chemical transport, multiphase flow, and fluid movement in the saturated 
zone. 
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Numerical Modeling of the East Olkaria Geothermal Field, Kenya 

G.s. Bodvarsson and K. Pruess 

Exploration of the Olkaria geothermal field in 
Kenya started in the 1950s; by 1958 two exploration 
wells (X-l and X-2) had been drilled in the area 
(Noble and Ojiambo, 1975). The lack of produc
tivity of the wells and the intensive development of 
hydropower delayed further development of the area 
until the early 1970s. At that time the Kenyan 
government received financial support from the 
United Nations to undertake an extensive explora
tion project; a feasibility study was carried out in 
1976 after six additional wells had been drilled and 
tested. The study concluded that development at 
Olkaria for power production was feasible (United 
Nations, 1976). 

During the last decade production drilling has 
been carried out in the eastern part of the field (East 
Olkaria), and a power plant with three 15-MWe units 
has been constructed. The first unit came on line in 
July 1981, the second in December 1982, and the 
third in May 1985. 

The primary objective of the work described 
here is to develop a numerical model of the Olkaria 
field that can be used to predict with confidence the 
future behavior of producing wells, the effects of 
reinjection, and the overall depletion of the reser
voir. The model is fully three dimensional, with all 
existing wells represented individually (well-by-well 
model). This allows for history matching of flow 
rate and enthalpy data from all wells, as well as aver
age reservoir pressure decline. Using this model we 
predict the future decline in flow rate for the existing 
wells, the appropriate well spacing, the generating 
capacity of the East Olkaria field, the effects of injec
tion on field performance, and the number of 
development wells needed. A more detailed descrip
tion of this work is given in Bodvarsson et al. 
(l986a,b). 

FIELD CHARACTERISTICS 

The Olkaria geothermal field is located in the 
Great Rift Valley, about 100 km northwest of 
Nairobi. The areal extent of the geothermal field has 
been estimated at about 50 km2 on the basis of shal
low temperature gradients and the occurrence of 
fumaroles (Noble and Ojiambo, 1975). Resistivity 
surveys have indicated a larger anomaly some 80 
km2 in areal extent (United Nations, 1976). Natural 
heat losses from the field amount to some 400 MWt 
(Glover, 1972). 
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To date 25 wells have been drilled in the present 
production area in the eastern part of the Olkaria 
field. Data from the wells have identified the pres
ence of a thin steam layer (50-150 m thick) overly
ing a thick, liquid-dominated two-phase reservoir 
(Fig. 1). The rocks encountered are volcanic, with 
basaltic rocks dominating at depths of 500-700 m 
and acting as a caprock to the system. The reservoir 
rocks consist primarily of fine-grained lavas and tuffs 
(Browne, 1981; KPC, 1981, 1982a, 1983, 1 984a). 
Fluid flow is concentrated along contraction joints in 
the lavas, scoria zones, and lava contacts (KPC, 
1984b). As shown in Fig. 2, most of the wells have 
multiple feed points, often with internal flow 
between feed points in the steam zone and the 
underlying liquid-dominated zone (KPC, 1 984b). 

The reservoir fluids are of the sodium chloride 
type, with only about 200-700 ppm of chloride. 
Noncondensible gas content is small (approximately 
50 millimoles per kilogram of steam). The chloride 
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Figure 1. Schematic north-south section through the 
Olkaria geothermal reservoir (from KPC, 1984b). 
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concentration increases both with depth and from 
south to north. This, along with a pronounced pres
sure decrease (11 bar/km) from north to south, 
strongly suggests the presence of an upflow zone 
north of the present well field (Fig. 1). A detailed 
description of the conceptual model shown in Fig. 1 
is given elsewhere (KPC, 1982b, 1984b). 

SIMULATION RESULTS 

After numerous iterations we obtained reason
able matches with flow rate and enthalpy transients 
for all of the wells. In general, our matches for all 
wells are within 100-200 kJ /kg for the enthalpy and 
1-2 kg/s for the flow rate (Bodvarsson et ai., 1986a). 
The average calculated enthalpy of the produced 
fluids from all wells and the cumulative mass 
extracted also show good agreement with the meas
ured values. 

In general, the flow-rate decline of the wells is 
due mostly to phase mobility effects-i.e., changes in 
vapor saturation in the producing elements. Because 
the density of vapor is lower than that of liquid, an 
increase in vapor saturation will cause a flow rate 
decline, even though the element pressure may 
change very little. Therefore, when a well is put on 
line and boiling starts in its vicinity, causing 
increases in vapor saturations, the enthalpy generally 
rises and the flow rate declines. At the end of the 
simulation period (end of 1983), most of the wells 
had reached quasi steady conditions, with a rather 
gradual enthalpy rise and flow-rate decline. In com
parison with other geothermal fields, the enthalpy 
rise for the Olkaria wells is large, primarily because 
of low reservoir porosities and permeabilities. 

By calibrating the model to field data, we deter
mine the effective porosity and permeability distri
bution in the reservoirs. In both the upper and 
lower liquid zones an average porosity of 2% is 
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obtained, with vanatIOns ranging from 0.25 to 6%. 
Note that because of lack of enthalpy variations in 
fluids coming from the steam zone, we are unable to 
estimate the effective porosity in that zone. It 
should also be noted that the porosities determined 
represent the fracture porosity of Olkaria rocks 
rather than the matrix porosity. A verage matrix 
porosities of Olkaria rocks vary from 8 to 16%, 
depending on the rock type and depth (Mwangi and 
Muchemi, 1984). Our modeling results indicate that 
average· permeabilities of the steam, upper liquid, 
and lower liquid zones are 7.5, 4.0, and 3.5 milli
daracies (md), respectively. Variations in the per
meability range from 0.25 to 25 md, with no 
apparent spatial trends, except for a distinct high
permeability anomaly in the lower liquid zone, 
extending north-south through wells 12, 15, and 16. 
These permeability values are somewhat higher than 
those inferred from well tests of individual wells. 
However, the well-test data are somewhat question
able, as they correlate poorly with well outputs. 

The actual pressure drawdown in the reservoir 
must be compared with calculated pressure data 
from nonproducing ("observation") wells. The 
simulation results predict very small pressure draw
downs in the field to date (1984), or on the average, 
4, 2, and 1 bars in the steam, upper liquid, and lower 
liquid zones, respectively. This small calculated 
pressure decline has been verified by field measure
ments (Haukwa, 1984). 

PERFORMANCE PREDICTIONS 

From the history match, we obtain a model that 
can be used to predict the response of the reservoir 
and the individual wells to various exploitation 
schemes. At present the main interest at Olkaria is 
to investigate the reservoir response to power pro
ductions of 45 and 105 MWe, to study the effects of 
injection, and to determine the proper well spacing 
for future drilling. The following scenarios were stu
died: 

1. 45-MWe power production with future 
("development") wells at a density of 11 wells/km2. 

2. 45-MWe power production with development 
wells at a density of 20 wells/km2. 

3. 105-MWe power production with develop
ment wells at a density of 11 wells/km2. 

4. 45-MWe power production with 40% reinjec
tion and development wells at a density of 11 
wells/km2. 

5. 45-MWe power production with 100% reinjec
tion and development wells at a density of 11 
wells/km2. 



45-MWe Power Production 

Two cases are considered: 11 and 20 wells/km2. 
The results of both cases show that the readily avail
able drilling area in East Olkaria is sufficient for 
power production of 45 MWe for 30 years. The total 
new development area needed is approximately 2 
km2, bringing the total wellfield area to 4 km2 by the 
year 2015. Within the next decade all of the existing 
production wells will become pure steam producers, 
thus continuing the present trend (average enthalpies 
have increased from 1900 to 2400 kJ/kg during the 
last 6 years). The rapid enthalpy rise is due pri
marily to the low effective porosities and permeabili
ties at Olkaria. Figure 3 shows the predicted vapor 
saturation distribution in the upper liquid zone at 
the end of 2015. The vapor zone extends farthest to 
the north because most of the development wells are 
sited north of the present wellfields; note also the 
rather small areal extent of the disturbance (2-3 km 
radius) after 30 years of 45-MWe power production. 
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Figure 3. Vapor saturation distribution in the upper 
liquid zone at end of2015. [XBL 853-1814] 
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The results for the two cases with well densities 
of 11 and 20 wells/km2 are very similar. Basically 
the same areal extent of the well field is required, and 
the enthalpy behavior of the wells is similar. The 
similarity of results seems reasonable when one con
siders that the wellfield boils dry rather quickly and 
that the flow from the wells is limited by the 
recharge from the outside. Since the permeability of 
the outside rocks is low, the fluid flow to the well
field is the limiting factor. However, a large differ
ence emerges when one considers the number of 
development wells needed to maintain 45 MWe of 
power production. Figure 4 shows that 24 and 40 
additional wells are needed for well densities of 11 
and 20 wells/km2, respectively. These results 
strongly suggest that the present well density at 
Olkaria of 20 wells/km2 is far too high. Although a 
relatively low well density appears to be advanta
geous over the short term, a higher ~ensity. is 
predicted to provide similar steam flow wIth conSId
erable economic benefits over the long term. 
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Figure 4. Number of development wells needed to main
tain 45 MWe using different well densities. [XBL 857-
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CONCLUSIONS 

A detailed three-dimensional model of the East 
Olkaria field has been developed, including descrip
tions of individual wells. The model matches rea
sonably well the flow rate and enthalpy history of all 
Olkaria wells. The results of the simulation studies 
indicate that 

I. Effective porosities of the liquid zone are low, 
on the average 2%. These porosities represent the 
average fracture porosities of Olkaria rocks. Average 
permeabilities are estimated to be 7.5, 4.0, and 3.5 
md for the steam, upper liquid, and lower liquid 
zones, respectively. 

2. Our results indicate that 60% of the produced 
fluid comes from the liquid zone and 40% from the 
steam zone. This supports deep drilling with sub
stantial open intervals for flow from the liquid
dominated zone. 

3. Well densities at Olkaria (20 wells/km2
) are 

too high; for future wells a well density of II 
wells/km2 is recommended. 

4. The present well field area (East Olkaria) can 
easily handle power production of 45 MWe for 30 
years; the wellfield must be extended by some 2 km2

• 
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Well Decline in Fractured Vapor-Dominated Reservoirs 

G.s. Bodvarsson and P.A. Witherspoon 

Decline curves are commonly used at The 
Geysers geothermal field to assess the generating 
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capacity of a producing lease. It is generally 
assumed that wells will initially be drilled using 40-



acre (400-m) spacing, with infill drilling used later to 
provide additional producing wells as needed. It is 
commonly believed that the final well spacing should 
not be less than 10 acres (200 m). Decline curves are 
used with this approach to estimate the number of 
make-up wells during a project's lifetime (up to 30 
years), as well as the appropriate plant size (MWe). 

In this article we use a rather simple two
dimensional model to investigate the factors that 
control flow-rate decline in steam wells. The effects 
of such parameters as fracture spacing and permea
bility are considered, as well as the effects of permea
bility, porosity, and initial liquid saturation in the 
rock matrix. Moreover, the conventional P / z 
method that is commonly used in analyzing gas well 
production is investigated in terms of its applicabil
ity to fractured vapor-dominated systems. 

APPROACH 

In our simulations we use the MINe method 
(Pruess and Narasimhan, 1982) for modeling the 
fracture characteristics of the reservoir. The MUL
KOM simulator, developed by Pruess (1982), was 
used in the study, but the effects of capillary pressure 
and vapor pressure lowering due to liquid adsorption 
are neglected. Assuming that steam is fully mobile 
(krv = 1) and that water in the rock matrix is immo
bile (kri = 0) eliminates the need for relative permea
bility curves. Pruess and Narasimhan (1982) have 
shown tbat even if the rock matrix has a high liquid 
saturation, the liquid will boil off to steam before 
entering the fractures if the effective rock matrix per
meability is sufficiently low. In the following discus
sion "effective matrix permeability" will denote the 
product kkrv (permeability times the relative permea
bility of the steam phase). 

The flow rates from the wells are calculated on 
the basis of a deliverability model commonly used in 
the gas industry: 

(1) 

where C (the C -factor) and n are often assumed to 
be constants, Pr is the reservoir pressure, and P wb is 
the bottom-hole flowing pressure. The C-factor is a 
typical fudge factor that depends on various parame
ters, such as reservoir and fluid properties, well con
dition, and time (Budd, 1972). 
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FLOW-RATE DECLINE 

Various numerical simulations were carried out 
for different values of important reservoir parame
ters, such as permeabilities, fracture spacing, well 
spacing, initial liquid saturation, and C-factors (Bod
varsson and Witherspoon, 1985). As expected, the 
parameters that have the most pronounced effect on 
flow-rate decline are effective matrix permeability, 
fracture spacing, and initial liquid saturation. The 
fracture spacing and the effective matrix permeabil
ity are related parameters that control the fluid 
recharge from the matrix into the fractures; actually 
these parameters can be combined into a single 
unique parameter, the fluid factor, (km)eff/(FSf The 
mass of liquid water in place (St) controls the time 
scale of the depletion front (Sv = 1) moving into the 
rock matrix from the fractures. The lower the initial 
liquid saturation, the faster the depletion front 
moves into the rock matrix, causing large pressure 
drops in the rock matrix, and hence a rapid flow 
decline. 

The initial (early-time) flow rate is controlled 
primarily by the C -factor, which includes the effects 
of the complicated near-well phenomena that very 
strongly control the early mass flow rate. It is also 
affected by the fracture permeability and, to a lesser 
extent, the fracture spacing. If the equilibrium 
period for stable flow is assumed to exceed 1 month, 
recharge from the rock matrix will certainly become 
important, and the effective matrix permeability will 
also affect the early flow rate. At still later times the 
well spacing becomes important. Although the C
factor greatly affects the early flow-rate values, the 
long-term rate is practically independent of the C
factor. 

Here we have considered only the case of 40-acre 
spacing; the flow rate decline, obviously, also 
depends upon the well spacing. Figure I shows the 
flow rate decline for different well spacings. Well 
interference will, of course, cause individual wells to 
decline faster if well spacing is reduced. Additional 
wells will help extract more steam from the reservoir 
in a given time period. However, if well spacing is 
too small, the additional steam obtained through 
drilling of wells may not be sufficient to repay the 
costs of investment. 

At the end of 30 years the 10- and 20-acre spac
ings yield 37 and 25% more steam, respectively, than 
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Figure 1. Effects of well spacing on flow-rate decline. 
IXBL 851-101121 

the 40-acre case. Actually, these gains appear to be 
marginal, considering the investments that would be 
required. With 10-acre spacing, four times as many 
wells must be drilled than with 40-acre spacing. This 
suggests that, in the case of a vapor-dominated reser
voir, long-term well interference will have a tendency 
to offset the beneficial effects of infill drilling. 

P/z METHOD OF ESTIMATING RESERVES 

The P/z method of analysis has been used for 
many years in assessing reserves for natural gas 
fields. In this method the average reservoir pressure, 
P, is divided by the gas deviation factor, z, and a 
plot of P / z versus cumulative gas produced yields a 
straight line for closed reservoirs. An extrapolation 
of this straight line to the field abandonment value 
for P / z makes this an easy and rapid method for 
estimating reserves. The method has been applied to 
The Geysers (Ramey, 1970), the Gabbro zone at Lar
derello (Brigham and Neri, 1979), the Serrazzano 
zone at Larderello (Atkinson et ai., 1978b), and the 
Bagnore geothermal field in Italy (Atkinson et ai., 
1978a). 

The results of our investigations show that 
indeed a Cartesian plot of P / z versus cumulative 
production (or equivalently, the mass fraction pro
duced) generally exhibits a straight line. Figure 2 
shows results obtained for three different well spac
ings: 40, 20, and 10 acres (cases 0, 13, 14, respec
tively). All three curves are more or less linear, and 
all the slopes are very similar. However, use of the 
P / z method for these three cases results in a 50% 
overestimation of the reserves. 

From the theoretical standpoint, the P / z 
method is not applicable to a vapor-dominated two
phase system because, in contrast to natural gas 
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Figure 2. P/z plots for different well spacings. 
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reservoirs, the pressure drop is independent of the 
fluid density. If the matrix permeability is high or 
the fracture spacing small, the reserves can easily be 
extracted from the matrix without a significant pres
sure drop until a pure vapor phase develops. On the 
other hand, if the matrix permeability is low or the 
fracture spacing large, fluid recharge from the matrix 
is hindered, and pressures in the fracture system 
decrease rapidly, leading to very conservative reserve 
estimates. 

Note, however, that in spite of the range in reser
voir parameters, the results calculated using the P / z 
method are not off by more than a factor of 2. Thus, 
if we have used the correct range of parameters gen
erally applicable for The Geysers, then from a practi
cal standpoint, it should be possible to use the P / z 
method for the first rough estimates of reserves in 
this field. 

FIELD EXAMPLE 

Dykstra (1981) gives production-decline curves 
for eleven Geysers wells. We have matched the 
decline data for a well at The Geysers by varying the 
most important parameters: . initial liquid saturation, 
fracture spacing, and matrix permeability. In match
ing the flow-rate data, we assume various initial 
liquid saturations (20, 50, or 80%) and vary the 
parameter (km)eff/(FS)2 until a reasonable match is 
obtained. This parameter effectively controls the 
recharge rate from the matrix into the fractures, as 
has been reported by other investigators of naturally 
fractured reservoirs (Warren and Root, 1963; Da 
Prat et ai., 1981). Figure 3 shows that the value of 
the fluid-recharge factor (km)eff/(FS)2 that is needed 
to match the field data varies by a factor of 3-4 over 
a range of initial liquid saturations from 20% to 80%. 
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Figure 3. The relationship between initial liquid satura
tion and (km)eff/(FS)2 for cases that match the flow-rate his
tory of well GOC-85-12. IXBL 851-10229] 

Note, however, that for high initial liquid satura
tions, the variation in the fluid recharge factor is less 
than for low initial liquid saturations. Most people 
believe that the initial liquid saturation in the rock 
matrix at The Geysers field is in excess of 50%, in 
which case the appropriate fluid recharge factor for 
this well is approximately 1.5 X lO-22. 

After having matched the flow-rate decline for 
well GDC-85-12 over the 8-year period, it is of 
interest to investigate the variability in predicted 
flow decline for the different cases. Figure 4 shows 
the integrated results of projections over 30 years for 
the different cases. The variability is quite signifi
cant, and the flow rate at the end of the 30-year 
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Figure 4. Future predictions for flow-rate decline of well 
GOC-85-12. IXBL 851-10230] 
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period varies by a factor of 2 (2-4 kg/s). This varia
bility, of course, will have an important effect when 
estimating the number of in fill wells needed. 

CONCLUSIONS 

The primary results of these studies of simplified 
vapor-dominated systems are as follows: 

1. The initial (or early) flow rate is controlled 
primarily by the near-well conditions (C-factor) and 
fracture parameters (fracture permeability). 

2. The long-term flow decline is controlled 
mostly by effective rock matrix permeability, fracture 
spacing (the flow decline is actually proportional to 
(km)eff/(FS)2), initial liquid saturation, and well spac
ing. 

3. When the total cumulative flow is considered, 
it appears that the ultimate well density should not 
exceed that corresponding to 20-acre spacing. Addi
tional infill drilling may recover only a small fraction 
of additional steam. 

4. The plot of P/z versus cumulative production 
generally yields a straight line for fractured vapor
dominated reservoirs. However, extrapolation of the 
line for estimation of reserves can be in error 
because the physics controlling pressure decline in 
two-phase liquid-vapor systems is different from that 
of closed gas reservoirs. 

5. When parameters considered applicable to 
The Geysers geothermal field are used, we find that 
the P/z method yields reserve estimates that are 
within a factor of 2 of the true value. 

6. Modeling actual field data from The Geysers 
has illustrated the nonuniqueness of the results. The 
most sensitive parameters are the fluid recharge fac
tor, (km)eff/(FS), and the initial liquid saturation. 
These results show that the fluid recharge factor can 
be determined reasonably accurately for liquid 
saturations in excess of 50%. 
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Analysis of Nonisothermal Injection Tests in Fractured Reservoirs 

B.L. Cox and G.s. Bodvarsson 

Methods for analyzing nonisothermal Injection 
tests in fractured reservoirs are developed using 
numerically simulated pressure transients. Reser
voirs with predominantly horizontal fractures, verti
cal fractures, or both (natural fractures) are con
sidered. The effects of nonisothermal pressure tran
sients are very different from those derived from 
porous-medium systems because of heat conduction 
in the fractured reservoirs. We have developed 
methods for correcting for the nonisothermal effects. 
The computer program PT (Bodvarsson, 1982) is 
used to simulate pressure transients during noniso
thermal injection tests. 

HORIZONTAL FRACTURE ANALYSIS 

A radial grid is used to simulate a reservoir with 
horizontal fractures (Fig. I). The grid extends suffi
ciently far from the well so that boundary elements 
do not affect the results. We assume that the per
meability of the rock matrix is much lower than that 
of the fractures; the fluid mass exchange between the 
fractures and the rock matrix is therefore negligible. 
We model conductive heat transfer between the 
matrix and the fractures using semianalytic approxi
mations developed by Vinsome and Westerveld 
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(1980). The semianalytic approach allows us to 
model the conductive heat transfer accurately 
without using volume elements for the rock matrix. 

The pressure transients resulting from noniso
thermal injection into horizontal fractures plotted on 
a semilog plot are shown in Fig. 2. The results show 
that pressure response depends on the value of the 
thermal conductivity. If there is no heat transfer 
between the rock matrix and the fractures, the solu
tion for the horizontal fracture case is identical to 
that for a porous-medium reservoir, as described in 
Benson and Bodvarsson (1982). If the thermal con
ductivity is in the range of realistic thermal conduc
tivity values between X = 2 and X = 4 in Fig. 2, the 
slope is approximately midway between the slopes 
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Figure 1. Horizontal fracture model geometry. [XBL 
851-10119A[ 
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Figure 2. Pressure transient data for nonisothermal 
injection into a horizontal fracture. [XBL 8510-12363] 

for isothermal injection at 100 and 250°C. All of our 
results indicate that it is reasonable to use average 
fluid properties to calculate transmissivity (kH) and 
skin factors. The reason why the late-time slope lies 
between the hot and cold slopes is that the advance 
of the thermal front is slowed by conductive heat 
transfer between the reservoir and the fracture. 

The slope of the pressure-log time data for non
isothermal injection tests in a reservoir with predom
inant horizontal fractures depends on the speed of 
the thermal front through the system. The analytic 
solutions for the thermal front velocities established 
in Bodvarsson and Tsang (1982) were used to derive 
the pressure changes in horizontal fractures and to 
calculate the transition times of the slope changes. 
These analytic solutions were compared with the 
computer simulations and showed very close agree
ment (Cox and Bodvarsson, 1985, 1986). 

VERTICAL FRACTURE ANALYSIS 

The vertically fractured reservoir is modeled 
using a single vertical fracture (Fig. 3). We again 
assume that the fracture is infinite in extent and that 
the rock matrix is impermeable. Results are 
obtained for cases with and without conductive heat 
transfer between the fractures and the rock matrix. 

Vertical fractures are modeled both with and 
without gravity. Vertical fractures without gravity are 
modeled with a one-dimensional geometry, utilizing 
a single layer of elements that fully penetrates, and is 
penetrated by, the well. The vertical fracture models 
that include gravity have a two-dimensional planar 
geometry, and the well is penetrated at either the top 
or the bottom of the fracture. The initial pressure 
distribution of the gravity models corresponds to a 
hydrostatic profile. 
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Figure 3. Vertical fracture model geometry. [XBL 851-
101 19B] 

The pressure transients resulting from the verti
cal fracture geometry are very different from those of 
the horizontal fracture. The log-log plots of pressure 
change versus time and the linear plot of pressure 
change versus Vi both result in curves that reflect 
the temperature of the reservoir in all cases (Figs. 4 
and 5). Neither gravity nor thermal conduction sig
nificantly change this result. Therefore, the reservoir 
properties should always be used to calculate reser
voir parameters in cases with vertical fractures. 

The pressure transients reflect the reservoir fluid 
properties because, for the vertical fracture geometry, 
pressure change is a function of the distance from 

3.8~------,-----,------,---~--y---, 

3.4 

3.0 

2.6 

2.2 

~ 
«I 1.8 
£ 
a. 1.4 
<I 

1.0 

0.6 / 
/ 

/ 

/ 

/ 
/ 

/ 

I;; OooG reservoir, no G 

/ /' All other gravity cases 

/ " 
/ ,,/ Injection at bottom, A = 0 

//~.~ •• /.//"25O"C ,~,~;,,"" G 

50 100 150 200 250 

Figure 4. Pressure transients (P versus Vt) for non
isothermal injection into a vertical' fracture with gravity. 
[XBL 851-6913] 



Time (sec) 

o 100°C injection at 
top, .l = 0 

• All other gravity cases 

Figure 5. Pressure transients (log-log) for non isothermal 
injection into a vertical fracture with gravity. [XBL 851-
6909] 

the well rather than a function of the log of this dis
tance. Therefore, since pressure change is integrated 
over a large distance in the fracture, the hot outer 
part of the fracture has a much greater effect on the 
pressure transients than does the cold part, where the 
pressure change is a function of the log of the dis
tance. 

We find that the elevation of the injection point 
in vertical fractures greatly affects the migration of 
the cold water away from the well. The thermal 
front travels much farther in the case with lower 
injection because the cold water is denser than the 
reservoir fluids and cannot easily move upward. In 
the case with injection at the top of the fracture, the 
cold water descends rapidly, so that a large surface 
area for heat conduction develops (Fig. 6), hence 
slowing the advancement of the front. 

NATURAL FRACTURE ANALYSIS 

The naturally fractured reservoirs are modeled 
using the MINC method (Pruess and Narasimhan, 
1985). The effects of varying the fracture spacing, the 
permeability of the matrix, and the thermal conduc
tivity of the matrix are considered. 

The naturally fractured reservoir results in a 
semilog plot of pressure versus time that at late time 
is very similar to that resulting from the case of hor
izontal fractures. Warren and Root (1963) predict 
both early- and late-time parallel slopes offset by a 
transitional zone. The slope is similar to that for hor
izontal fractures; it is intermediate between those of 
the hot and cold slopes. Therefore, the intermediate 
fluid properties must be used to calculate the 
transmissivity. The effects of fracture spacing, matrix 
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Figure 6. Schematic view of thermal front for nonisoth
ermal injection into a vertical fracture for cases of upper 
injection and lower injection. [XBL 851-10 118] 

permeability, and vanatlOn in fracture porosity all 
result in shifted slopes, but not changes in slope. 
Thus, for determining the transmissivity, a naturally 
fractured reservoir can be treated like a horizontally 
fractured reservoir, as long as the test lasts beyond 
the transition period. 
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Mathematical Modeling of the Aefligen Cold-Water-Injection Field 
Experiment to Estimate Macrodispersivity 

C. Doughty and P. Hufschmied* 

Although the classical advection-diffusion equa
tions for heat and solute transport in water-saturated 
porous media adequately characterize behavior for 
laboratory-size homogeneous samples, they work less 
well for large-scale field experiments, where the 
porous medium is heterogeneous. A macro
dispersion term is often included in such cases to 
account for the increased mixing caused by flow 
through heterogeneous media. The appropriate 
value of macrodispersivity is usually not known a 
priori, but is found by calibrating mathematical 
models to field results. This report describes a cold
water-injection field experiment and the mathemati
cal modeling of the experiment to estimate the 
macrodispersivity of the site. 

THE AEFLIGEN FIELD EXPERIMENT 

The site of the field experiment is a water-table 
aquifer adjacent to the Emme River in Aefligen, 
Switzerland. The aquifer is approximately 20 m 
thick and is overlain by a 2.5-m-thick unsaturated 
zone. The aquifer is layered and highly permeable 
(K = 8.4 X 10-3 m/s), with the upper half 2.3 times 
more permeable than the lower half. Regional flow 
is very strong, about 12 m/day, and is in different 
directions for the upper and lower aquifer layers. 
Aquifer temperature varies seasonally over an 11°C 
range, with a mean value of 9.25°C. 

From November 1982 to April 1983 cold water 
was injected into a single well at an average rate of 
23 kg/s at temperatures ranging from 2.8 to 6.0°C. 

*NAGRA, Switzerland. 
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The evolution of the resulting plume was monitored 
by a large number of observation wells located down 
gradient from the injection well. Contour plots of 
the temperature distribution in the upper aquifer 
layer for January 27 and March 10 are shown in 
Fig. 1. 
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Figure 1. Observed temperature distributions in 
the upper aquifer layer. The injection well is located 
at x = 0, y = O. Contours show temperature change 
from 9.25°C for January 27 and temperature change 
from 8.4°C for March 10. [XBL 861-10461] 



THE MATHEMATICAL MODEL 

A number of simplifications were made for the 
mathematical model of the Aefligen field experiment. 
A two-dimensional areal model was used, consider
ing the upper aquifer layer only. The x axis of the 
model was aligned with the direction of regional 
flow. Mesh spacings were 10m in the x direction 
and 6 m in the y direction; subsequent mesh varia
tion studies showed the calculated results to be 
insensitive to changes in x spacing over a range of 7 
to 15 m. The injection well was located at x = 0, y = 
0, and the following boundary conditions were used: 
(1) constant temperature and pressure boundaries at 
x = -335 m (down gradient) and x = 30 m (up gra
dient); (2) closed boundaries (no-flow, insulated) at 
y = 0 (axis of symmetry) and y = 96 m; (3) closed 
lower boundary; and (4) semianalytical solution for 
conduction into an infinitely thick medium for the 
upper boundary. The time variation of the injection 
flow rate and temperature was modeled as a series of 
steps, but the seasonal temperature variation of the 
ground surface was not included in the model. The 
initial temperature throughout the aquifer and unsa
turated zone was 9.25°C. 

The computer code PT (Bodvarsson, 1982) was 
used for the calculations. PT calculates fully coupled 
heat and fluid flows for liquid-saturated porous or 
fractured media, using the integral finite-difference 
method. Heat transfer may take place by conduction 
and convection (both natural and forced). To 
account for macrodispersivity, a large value of effec
tive thermal conductivity was used, given by 

where Ao is the usual thermal conductivity of the 
aquifer, a is the macrodispersivity, Cw is the 
volumetric heat capacity of the aquifer, and Vd is the 
Darcy velocity of the regional flow. Initially, two 
values of Ax were used, 225 and 2225 W/m·K, 
corresponding to a = 2 and 20 m. A calculation with 
Ax = 1112 W/m·K (a = 10 m) was also done on the 
basis of comparisons with the observed data. Figure 
2 shows contour plots of the calculated temperature 
distribution for January 27 and March 10 for two 
values of macrodispersivity. 
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Figure 2. Calculated temperature distribution using 
two values of effective thermal conductivity. Con
tours show temperature change from 9.25°C. 
[XBL 861-10462] 

COMPARISON OF OBSERVED AND 
CALCULATED RESULTS 

Direct comparison with observed data is difficult 
because of the extreme simplicity of the numerical 
model in contrast to the complicated nature of the 
field experiment. Because the aquifer is so shallow, 
seasonal temperature variations are quite noticeable 
in the aquifer but have not been included in the 
two-dimensional numerical model. Heat transfer 
between the two vertical zones in the aquifer with 
different directions of regional flow is extremely 
complex and may be a major influence on the cold
water plume. This introduces further complication 
and ambiguity into the analysis. With unlimited 
computer funds and memory, both of these features 
could be addressed with a three-dimensional model, 
but that is beyond the scope of our work. A further 
problem, not related to mathematical modeling, is 



Table I. Slopes of observed and calculated temperature 
profiles. 

Calculated 

Date Observed 0'=2 0' = 10 0' = 20 

Jan. 27 0.035 0.038 0.037 0.031 

Mar. 10 0.021 0.030 0.022 0.018 

Note: 0' is in meters, slope is in °C/m. 

the dominant influence of regional flow, which may 
make the experiment unsuitable for the study of the 
dispersion tensor. 

To estimate the dispersivity value, we compare 
the observed and calculated temperature profiles by 

examining the slope of the middle portion of each 
curve. By using the slope rather than the absolute 
value, the effect of the seasonal temperature varia
tion is minimized. The comparison indicates that a 
dispersivity of 10 m matches the field data best 
(Table 1). There is a great deal of uncertainty in 
drawing the observed temperature profiles, and the 
numerical model is very simple, hence the results 
must be considered only a rough estimate. 
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Nonisothermal Injection and Falloff Tests in Layered Reservoirs 

s.E. Halfman and S.M. Benson 

This study investigates the results of pressure 
transients from nonisothermal injection and falloff 
tests where reservoir layering may be important. For 
a particular East Mesa well, two models of the sub
surface are used to identify productive intervals: a 
lithologic model and a spinner model. The first is 
based on porosity interpretations from well logs and 
the second on the location of high-permeability inter
vals determined from spinner tests. Table 1 shows 
the cases considered for each model. The numerical 
simulator PT is used to simulate the tests. 

METHODS AND RESULTS 

Typical pressure transients for injection and fall
off (shut-in) in layered systems are shown in Figs. 1 
and 2, respectively. The characteristics of these 
curves are identical to those in a uniform reservoir. 
For injection the first slope initially corresponds to 
the properties of the reservoir fluid, and the second 
slope corresponds to the properties of the injected 
fluid. For the pressure falloff (Fig. 2), the response is 
reversed (Benson, 1984). 

From the slope of the second straight line (Figs. 
1 and 2), the sum of the permeability-thickness of all 
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of the layers can be calculated. In addition, the 
apparent skin factor (two components: mechanical 
and fluid) of the well can be calculated by conven
tional methods developed for uniform reservoirs. 

In layered reservoirs the distance to the cold 
front is different in each layer (Fig. 3), but this varia
tion does not significantly affect the data analysis. 
As shown by the bottom curve in Fig. 4, the 
apparent skin factor increases as if the system were 
uniform. If the distance to the cold front is calcu
lated using methods developed for uniform reser
voirs, the average distance to the front is obtained. 
The middle two curves in Fig. 4 represent a different 
situation. In each of these cases, only some of the 
layers are accepting fluids; therefore, the cold front 
moves farther into the formation, and the apparent 
skin factor is higher. However, the apparent skin 
factor still increases in a predictable manner; if the 
thickness of the layers accepting fluid is measured, 
then the average distance to the thermal front in 
these layers can be calculated. 

Figure 4 shows (upper two curves) that if only a 
few of the permeable layers are connected to the well 
bore, then the apparent skin factor increases in an 
erratic manner, reflecting the influence of vertical 



Table I. Description of cases studied. 

Basis of permeability 
Model Case calculation for each layer 

Lithologic LI Assumed homogeneous case 

L2 A veraged sandstone and shale porosities 

L3 Averaged sandstone porosities 

L4 I) Layers 1,3-5 from 
averaged sandstone and 
shale porosities 

2) Layer 2 from averaged 
sandstone porosities 

L1G Same as L1, gravity effects 
included 

L3C Same as L4, except layers 
I and 4 are disconnected 
from the well bore 

L3CG Same as L3C, gravity effects 
included 

L3C1 Similar to L3C, except 
permeabilities of layers 
I and 4 are zero 

Spinner SI Production rates based 
on simplified spinner data 
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Figure 1. Pressure transient data for 50°C injection into 
a 1700C reservoir for caSe L3. [XBL 853-10369] 

Permeability (10-4 m2) 

Reservoir Injection 
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temp. temp. Layer 
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Figure 2. Pressure falloff data after Injection (50°C into 
150°C) reservoir for case L3CI. [XBL 853-10365] 



Thermal Fronts of Cases LI,L2,L3 a L4 
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Figure 3. Distances to the thermal fronts after and 5 
days of injection for cases Ll to L4. IXBL 853-10362] 

cross flow between the permeable layers. Techniques 
for calculating the distance to the cold front cannot 
be used in this case. However, if this type of 
response is obtained, it is a good indication that the 
formation is only in partial communication with the 
well bore. 

CONCLUSIONS 

If the reservoir is fully penetrated by the well, 
then the permeability-thickness of the reservoir, the 
skin factor of the well, and the average distance to 
the thermal front can all be calculated. If only some 
of the layers are permeable but all of these layers are 
connected to the well, an accurate estimate of the 
thickness of these layers is required for calculating 
the skin factor of the well and the average distance 
to the thermal front. Therefore, spinner surveys, 
which identify the most permeable zones, are essen
tial for accurate interpretation of injection tests. 

For wells that partially penetrate the reservoir, 
the sum of permeability-thickness values, mechanical 
skin factor, and distance to the thermal front will all 
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be calculated incorrectly from short-term tests (up to 
10 days for the cases considered here). Furthermore, 
in the analysis of subsequent tests, all of the parame
ters may appear to change (i.e., there will be large 
increases in the apparent skin factor, as shown in 
Fig. 4). If misinterpreted, these changes would lead 
one to believe that formation or well-bore damage 
occurred during injection. Fortunately, carefully 
controlled tests of sufficient duration can be used to 
detect this type of situation. 
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Capture-Zone Type Curves: A Tool for Aquifer Cleanup 

I. Javandel and c.F. Tsang 

A recent publication of the Environmental Pro
tection Agency (EPA, 1984) refers to the location of 
786 hazardous waste sites, out of which 538 had met 
the criteria for inclusion in the National Priorities 
List (NPL) and another 248 had been proposed for 
addition to the NPL. The NPL identifies the targets 
for long-term action under the "Superfund" law 
(CERCLA, 1980). This list has been growing con
tinuously since October 1981, when EPA first pub
lished an interim priority list of 115 sites. In addi
tion, as of October 1984, EPA has inventoried more 
than 19,000 uncontrolled hazardous waste sites. The 
groundwater beneath many of these sites is contam
inated with various chemicals. 

Currently a common method of aquifer cleanup 
is to extract the polluted groundwater, reduce the 
concentration of contaminants in the water to a cer
tain level, and then either reinject the treated water 
or, if permissible and feasible, release it to a surface 
water body. 

Given the extent and concentration distribution 
of a contaminant plume in the groundwater, and 
assuming the source of contamination has been elim
inated, one has to choose the least expensive alterna
tive for capturing the plume. Major questions to be 
answered for the design of such projects include the 
following: 

1. What is the optimum number of extraction 
wells? 

2. Where should the extraction wells be sited so 
that no contaminated water can escape the present 
boundary of the designated plume? 

3. What is the optimum pumping rate for each 
well? 

4. What is the optimum water treatment 
method? 

5. Into what part of the aquifer should the water 
be reinjected? 

This article introduces a method for answering those 
four of the above questions that pertain to hydraul
ics. The method is based on the analytic approach 
and is applicable to homogeneous and isotropic 
aquifers of uniform thickness. Although this tech-
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nique was developed for use with steady-state flow, it 
can be safely used for this kind of problem because 
the cleanup operation will usually last several years. 

THEORY 

Let us choose a Cartesian coordinate system 
such that the aquifer regional flow with a Darcy 
velocity U is parallel to the x axis and in the nega
tive direction. Consider a series of n extraction 
wells penetrating the full thickness B of the aquifer 
and located on the y axis. These wells are to be used 
for removing the contaminated water. For n greater 
than 1, we want to find the maximum distance that 
any two wells could be spaced apart without any 
flow leaving the designated plume. Once such dis
tances are determined, we are interested in separat
ing the capture zone of those wells from the rest of 
the aquifer. This article discusses the case of three 
extraction wells; readers interested in cases involving 
different numbers of extraction wells are referred to 
Javandel and Tsang (1986). 

We place one of the three extraction wells at the 
origin and the other two on the y axis at (O,d) and 
(0, -d). Each well is pumped at a constant rate Q. 
The complex potential that represents the flow 
toward these three wells and the uniform regional 
flow is given by 

w = Uz + JL 
27rB 

(In z + In (z -.id) + In (z + id») + c. 

(1) 

The velocity potential and the stream function for 
this flow system are given by the real and imaginary 
parts of Eq. (1). When d is large, fluid will escape 
between the wells, and three stagnation points will be 
formed, one behind each well. By keeping the 
pumping rate of each well constant and reducing the 
distance between each pair of wells, we eventually 
arrive at the spacing that will prevent the escape of 
water between the wells. 



To find the positions of these stagnation points, 
we set the derivative of W in Eq. (1) equal to zero. 
When d » Q /27rBU we obtain three stagnation 
points: 

When d becomes smaller, the stagnation point 
on the x axis moves away from the origin, and the 
other two tend to move toward the origin. Thus, for 
d = (2~)Q /27rBU, the stagnation points are 

ZI at [-1.54 27r~U' 0 l 
Z2 at [-0.73 27r~U' 1.9 27r~U ), 

Z3 at [-0.73 27r~U' -1.9 27r~U ). 

The value of d =(2~)Q/27rBU is the max
imum distance at which two extraction wells can be 
separated without fluid escaping between them. 
Eventually, when d becomes zero (i.e., when the 
outer two wells coincide with the middle one), there 
will be only one stagnation point on the negative x 
axis, with a distance of 3Q/27rBU from the origin. 
At the optimum condition, the equation for the 
streamlines passing through the stagnation point on 
the negative x axis becomes 

y+~ 
27rBU 

. [tan - 1 L + tan - 1 Y - d + tan - 1 Y + d ) 
x x x 

±~ 
2BU' 

(2) 

83 

where d = ~Q /(7rBU). Since d is only a function 
of Q / B U, it is apparent that Eq. (2) is dependent on 
one parameter, Q / B U, which has the dimension of 
length. Figure 1 shows a set of type curves, prepared 
from Eq. (2), illustrating the capture zones for three 
extraction wells located on the y axis for several 
val ues of parameter Q / BU. 

APPLICATION 

As was discussed earlier, the method currently 
used for aquifer cleanup is to extract the polluted 
groundwater, remove the contaminants, and either 
reinject the treated water or dispose of it at the sur
face. Naturally the cost of such an operation is a 
function of the extent of cleanup. However, the 
important point is that once the maximum allowable 
contaminant level of certain chemicals is given, the 
cleanup process should be designed to 

1. Minimize the cost. 
2. Ensure that the maximum concentration of a 

contaminant in the aquifer does not exceed a given 
value at the end of the operation. 

3. Minimize the operation time. 

The exact solution to this problem could be quite 
complex and site specific. However, the procedure 
outlined below is very simple to apply, could be 
quite useful for a variety of cases, and could avoid 
the kinds of errors commonly made in practice. 
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Figure 1. A set of type curves showing the capture zones 
of three wells all located on the y axis for various values of 
(Q/BU). [XBL 855-10472] 



The criterion we want to follow is that, to the 
extent possible, only that contaminated water within 
the contour line of maximum allowable concentra
tion should fall in the capture zone of the extraction 
wells. Suppose a plume of contaminants has been 
identified in an aquifer, the concentration distribu
tion of certain chemicals has been determined, and 
the direction and magnitude of the regional flow 
field are known. Furthermore, assume that the 
sources of contamination have been removed. The 
last assumption is not a requirement for this tech
nique, but it is logical to remove the sources of 
active contamination before commencing cleanup 
operations. The following procedure will lead to one 
set of answers to the questions stated at the outset. 

1. Prepare a concentration contour map of the 
contaminant plume using the same scale as that used 
for the type curves, such as those given in Fig. 1. 
This map should indicate the direction of the 
regional flow at the site. Furthermore, the contour 
of the maximum allowable concentration of a given 
contaminant in the aquifer should also be indicated 
(hereafter, it will be called the contour line oj the 
plume). 

2. Superimpose this map on the set of type 
curves for the case of a single extraction well (not 
included here). Make sure that the direction of the 
regional flow on the map matches that for the type 
curves. Move the contour line of the plume toward 
the tip of the capture zone, and read the value of 
Q / BU from the particular type curve that com
pletely encompasses the contour line of the plume. 

3. Calculate Q by multiplying Q / BU, obtained 
in step 2, by the product of aquifer thickness and 
regional velocity BU. 

4. If the well is able to produce at the required 
discharge rate Q, obtained in step 3, then the 
optimum number of extraction wells is one. Its 
optimum location is traced directly from the set of 
type curves to the matching position on the contour 
map. 

5. If the well is not able to produce at such a 
rate, then the above procedure must be repeated 
using the type curves for the case of two extraction 
wells. After identifying the appropriate type curve 
and calculating the rate of discharge for each well, it 
is necessary to determine the capability of the 
aquifer to deliver such discharges to both extraction 
wells. If the aquifer is capable of delivering such 
flow rates to both extraction wells, then the optimum 
number of extraction wells is two, and their posi-
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tions can be traced directly from the type curves at 
the matching position. Note that the exact distance 
between each pair of wells depends on the choice of 
the type curve and should be calculated from the 
available equations (see Javandel and Tsang, 1986). 
However, if the aquifer is not able to deliver at the 
rate of discharge required for each well, then one has 
to use the type curves prepared for the three-well 
case (Fig. I). This procedure is repeated until the 
optimum number of wells is found. 

DISCUSSION 

The method introduced here is intended to pro
vide guidance for the proper siting of extraction wells 
and to determine the appropriate rates of discharge 
for cleaning aquifers contaminated with hazardous 
chemicals. It is important to note that the theory 
was developed on the assumption that the aquifer is 
confined, homogeneous, and isotropic. For aquifers 
that include impermeable clay lenses and highly 
permeable flow channels, this technique can be 
expected to give erroneous results. For example, in 
some fluvial aquifers highly permeable channels can 
easily carry away the contaminants at a much faster 
rate than would be indicated by the average regional 
flow. If the field investigation has clearly identified 
such a channel system, one can easily adapt this 
method to take it into consideration. However, 
these features are often missed during typical site 
investigations. Therefore, it is recommended that 
some array of monitoring wells be constructed down
stream and beyond the capture zone of the extraction 
wells. These wells should be continuously monitored 
during the cleanup operation to ensure that the 
existence of such channeling does not produce 
incorrect results. 

It should also be mentioned that although this 
technique minimizes the cost of aquifer cleanup, it 
does not necessarily minimize the operation time. 
At the minimum pumping rate it takes a long time 
to extract all of the contaminated groundwater. This 
period can be substantially shortened if the treated 
water is reinjected at an appropriate location 
upstream from the extraction wells. 

The appropriate injection-well location(s) can be 
found by using the same technique described for sit
ing the extraction wells but neglecting the interfer
ence between the injection and extraction wells. The 
contour line of the plume should be superimposed 



on the type curves in reverse position, so that the 
direction of regional flow on the contour map is 
opposite to that on the type curves. This ensures 
that all of the reinjected water will stay within the 
original position of the contour line of the plume 
and force the remaining contaminated water toward 
the extraction wells. The only shortcoming of this 
technique is that a small volume of the contam
inated water located at the tail of the plume will fall 
within a zone of relatively small velocity and may 
stay there for a long time. This can be overcome by 
moving the recharge well(s) upstream as much as 
half the distance between the calculated location and 
the tail of the plume. 
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Hydrologic Detection of Abandoned Wells 

I. la va n del, c.P. Tsang, and P.A. Witherspoon 

Deep aquifers have long been used for the 
storage of natural gas and disposal of toxic chemical 
wastes. A thorough knowledge of the competency of 
such systems to isolate the toxic substances per
manently or to hold the injected gas within the deep 
aquifer is the key to the successful operation of these 
projects. Detection and characterization of aban
doned wells, which may provide leakage paths in the 
deep multiple aquifer system, is one of the major 
problems encountered in determining the suitability 
of a given site for such a project. 

A new analytic solution has been derived and a 
method is proposed that can be used to locate such 
deep abandoned wells in a multiple aquifer system. 
This method also enables one to estimate the rate of 
leakage from these abandoned wells to the shallower 
freshwater aquifers. 

Injection into deep saline aquifers is one of the 
methods of disposing of toxic liquid wastes. 
Although this method has been known since 1930, 
its use was limited until the mid-1960s. On the 
average, only one such well per year was drilled for 
disposal of industrial wastes between 1930 and 1964. 
During the last 20 years, however, because of stricter 
regulations for disposal of industrial wastes into sur
face water bodies, much more attention has been 
paid to deep-well disposal techniques, with the result 
that over 500 wells have been constructed during 
this period. Figure I illustrates the trend of develop
ment of deep injection (class I) wells with time. 
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Wells used to inject sewage effiuent into saline 
aquifers and wells used to reinject brines during oil 
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Figure 1. The trend of deep-well injection. [XBL 861-
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The depth of such wells is commonly greater than 
1000 ft and less than 12,000 ft, but most of them are 
between 1000 and 6000 ft deep (Warner and Orcutt, 
1973). Deep-well disposal is being used by chemical, 
petrochemical, and pharmaceutical industries and by 
refineries, steel mills, photo-processing facilities, 
uranium mills, and uranium-processing plants, 
among others. 

It has been reported that the leakage through 
undetected abandoned deep wells is one of the 
causes that led to the failure of a number of deep
well disposal projects. Therefore, prior knowledge of 
the location of the deep abandoned wells and their 
ability to conduct the waste to shallower freshwater 
aquifers is a necessary step toward the design of a 
successful deep injection project. 

PURPOSE 

The purpose of this study is to develop a metho
dology for (1) identifying the location of any aban
doned well that is situated within the radius of influ
ence of the injection well and which has the potential 
to transmit the waste water to the ground surface or 
to an overlying freshwater aquifer and (2) estimating 
the quantity of such leakage. 

THEORY 

Let us assume that liquid is being injected into 
aquifer B through well 1 at a constant rate of Q (see 
Fig. 2). Assume also that well 2 is an abandoned 
well located at a distance R from the injection well. 
Originally open in both aquifers A and B, well 2 has 
never been properly shut in. Once enough hydraulic 
head builds up in aquifer B, a certain amOUl)t of 
liquid may migrate up through the abandoned well 
from aquifer B and enter aquifer A, perhaps even 
reaching the ground surface. We want to detect the 
effect of such migration at an appropriately located 
monitoring well (well 3). This would lead to a pro
cedure for locating the abandoned well. The change 
of hydraulic head due to injection at well 1 (the 
change being observed at well 2) is given by 

(1) 

where T and a are the transmissivity and hydraulic 
diffusivity of aquifer Band - Ei (-x) is the 
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Injection well #1 
Abandoned well #2 

Monitoring well #3 

Figure 2. A schematic section showing the posItIOn of 
the wells in the hypothetical aquifer system. [XBL 861-89] 

exponential integral. Assuming that the rate of 
migration through the abandoned well at any 
moment, Q2, is proportional to the difference 
between the hydraulic head at the depths of aquifers 
A and B and inversely proportional to the resistance 
to the flow, fl, one can write 

(2) 

where H I is the difference in the initial hydraulic 
head between the two aquifers and h I' is the net 
increase in hydraulic head at the abandoned well in 
aquifer B. 

The expression for h I' may be written as 

(3) 

where hw(t) is the drawdown due to leakage into the 
abandoned well: 

t 

hw(t) = 4:T I Q2(t ') 

X {exp [ -r;/4a(t -t ') J/(t -t l
)} dt'. (4) 



Here Q2(t) is the rate ofleakage from the abandoned 
well and rw the effective radius of that well. Substi
tuting for h I' in Eq. (2) yields 

x [ exp [-rJ/4a(t -t')]/(t -t') ] dt' - 47rTHI}

(5) 

Determination of Q2(t) from Eq. (5) is rather com
plex, but as a first approximation, one can ignore the 
integral in comparison with the first term of the 
right-hand side, which simplifies Eq. (5) to 

-Q Ei [ -R2] _ 47rTHI 
4at 

Q2(t) = ----4-7r-T-Q----
(6) 

Hence the change of hydraulic head at the monitor
ing well due to the leakage of liquid from the aban
doned well may be written as 

h2 = 
1 

(47rT)2Q 

-Q Ei [-R
2 

] - 47rTH\ I 4at' xI t - t' 0 

X exp [-ri /4a(t - t') ] dt', 
(7) 

where r2 is the distance between the abandoned well 
and the monitoring well. If we further assume that 
both aquifers A and B are initially in equilibrium, 
and thus HI = 0, then Eq. (7) becomes 

h2 = (4:T~2Q lEi [ ~:~ ] /(t -t') 

X exp [ -rr /4a(t -t') ] dt'. (8) 

Introducing the dimensionless parameters 

(9) 
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and 

gives 

at 
tD = R2 

(10) 

(11) 

ooJ e-Y 
. [ uy 1 ] 

hD,(u,rD) = - u Y El - (y - u) . ri dy, 

(12) 

where U = ri /4at . Equation (12) has been 
evaluated, and a family of type curves showing the 
variation of hD, versus tD for different values of rD is 
presented in Fig. 3. 

METHOD OF WELL-TEST AND DATA 
ANALYSIS 

To be able to detect a leak in an abandoned well 
within the radius of influence of a deep injection 
well, one may use the following procedure. Inject 
water at a constant rate through the proposed injec
tion well. The rate Q should be equal to or greater 
than the maximum rate to be permitted for that well 
in future operation. The change in hydraulic head at 
a nearby monitoring well at a distance r I from the 
injection well is recorded with time. The hydrologic 
properties of the aquifer that is to receive the waste 
are considered to be known from previous conven
tional well tests or other sources. Listed below are 
the steps in the data analysis. 

1. Tabulate the variation in hydraulic head at 
monitoring well 3. 

2. Subtract the known effects of the injection 
well from those recorded in step 1, which is the com
bination of the effects of the injection well and the 
leakage through the abandoned well. 

3. Plot the modified data obtained in step 2 on 
log-log paper using the same scale as in Fig. 3. 

4. Using the type curves given in Fig. 3, find 
the best match and read the values of rD, hD" h 2, tD, 
and t. 

5. Find Q by substituting for hD, and h2 In 

Eq. (9). 
6. Find R by substituting for tD and t In 

Eq. (11). 
7. Find r2 by substituting for rD and R in 

Eq. (10). 
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Figure 3. Type curves for detection of abandoned wells. 
[XBL 861-90[ 

8. Using the location of the injection well as a 
center, draw a circle of radius R; using the location 
of the monitoring well as a center, draw another cir
cle with a radius of r2. As shown in Fig. 4, the two 
circles will intersect at two points, one of which will 
be the location of the abandoned well. 

9. If surface investigation fails to identify the 
true position of the abandoned well from these two 
points, then another observation well is needed to 
determine the true position of the abandoned well. 

Figure 4. Locating the abandoned well. [XBL 861-91] 

10. With the help of the value of Q obtained in 
Step 5 and the variation of hydraulic head at the 
position of the abandoned well, one can estimate the 
rate of leakage from that well and its variation with 
time. 
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A New Fracture and Matrix Mesh Generator 

K. Karasaki. J. c.s. Long. and G.s. Bodvarsson 

Analysis of fluid flow behavior in naturally frac
tured porous media is generally very difficult because 
of the complex nature of the fracture geometry. 
Analytical treatment of the problem, therefore, is 
limited to simple and ideal cases. The double
porosity models originated by Barenblatt et al. (1960) 
and extended by many others (Warren and Root, 
1963; Odeh, 1965; Kazemi, 1969; Streltsova, 1983) 
treat naturally fractured porous systems by superim-
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posing two continua, one for the fracture system and 
another for the porous matrix. In these models 
several assumptions must be made, including these: 

I. The fracture system behaves as an equivalent 
continuum. 

2. The permeability of the porous matrix is very 
small compared to that of the fracture system, so 



that through-flow can be neglected in the porous 
matrix. 

It may be very difficult to know a priori whether 
these assumptions are appropriate for a given sys
tem. In fact, the criteria for these assumptions to be 
valid depend on the conditions the system is sub
jected to and the scope of the problem. For exam
ple, the criteria for equivalent porous-medium 
behavior for transport phenomena is more restrictive 
than that for permeability (Endo, 1985). 

Complex processes in complex geometries are 
more amenable to analysis through numerical 
modeling. However, numerical models require that 
the domain of interest be partitioned into smaller 
subdomains, but this is a painstakingly tedious task 
if done by hand. No computer program has been 
available to automate the task. This is one of the 
reasons why published works on numerical analyses 
of such problems have been limited to simple frac
ture geometries with very few fractures or equally 
spaced, orthogonal sets of fractures under assump
tions similar to those discussed above. Computa
tional limitations such as excessive memory require
ments and execution time have also limited the case 
studies. 

The numerical scheme presented here subdivides 
arbitrary two-dimensional spaces defined by random, 
discontinuous line segments into smaller subdomains 
of controlled shape, such as triangles and quadrila
terals. The scheme has direct applications to simula
tion studies of mass and heat flow in fractured 
porous media, where fractures are represented by 
line segments and the porous matrix blocks by 
spaces between the line segments. The fracture mesh 
generator (FMG) developed by Long et al. (1982) is 
utilized as a preprocessor, so that the geometric 
information of the fracture mesh is input into the 
new mesh generator. 

CODE DESCRIPTION 

A typical mesh generated by FMG is shown in 
Fig. 1. It is a numerical realization of a two
dimensional fracture network in which fractures are 
represented by line segments. A fracture element is 
defined by two end nodal points, which are either 
fracture end points or intersections. For cases in 
which the matrix permeability can be neglected, only 
the fracture geometries need to be input to a numeri
cal code. However, if the entire flow field needs to 
be solved for, the rock matrix portion must be parti
tioned into smaller subregions of simpler shapes. As 
can be seen in Fig. 1 some fractures come to a dead 
end before meeting other fractures, and the fracture 

89 

o 
N~----'-~-7----'-~--~------P-----, 

o 
:n....: 

OJ 

o 

to 

o 

'" 
o 

N 

o 
o 

D1-~~~,-~--~---r~,---.-~~~~~ 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 

x 

Figure 1. Fracture mesh generated by FMG. [XBL 861-4] 

dead ends complicate the shapes of the matrix blocks 
enclosed by other fractures. Partitioning of such 
arbitrarily shaped polygons into triangles or quadrila
terals is very difficult. To avoid this difficulty one 
could assume that every fracture ends at an intersec
tion with another fracture. Under such an assump
tion all the matrix blocks enclosed by fractures are 
always convex. This may not be too crude an 
assumption, since there are many field observations 
that support this. 

Nonetheless, given a fracture mesh like that in 
Fig. I, it is not necessary to invoke such approxima
tions, because one can artificially make matrix 
blocks convex. This can be done by extending a line 
from a fracture dead end until it meets another frac
ture. Although the extended portion of the line will 
not be treated as a part of the fracture for flow calcu
lation, within the mesh generator it is convenient to 
treat it as an imaginary fracture of zero width. The 
program sequentially repeats the operation of search 
and extension until it finds no more dead ends (Fig. 
2). Thus a new element and nodal points are added 
to the element and nodal point lists each time. It is, 
therefore, quite possible that a fracture that is being 
extended will end at a previously created imaginary 
fracture. However, this does not cause any difficulty 
in generating the mesh. 

The next step is to identify an envelope for each 
polygon, with the fracture elements and the nodal 
points that surround it. This is done by starting with 
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Figure 2. Imaginary fracture elements and convex 
blocks. [XBL 861-5] 

an arbitrary nodal point and following' fracture ele
ments clockwise until it arrives at the starting nodal 
point is reached. This is repeated until all the frac
ture elements have been traced once in each direc
tion. At the same time, the coordinates of the center 
of gravity and the volume of each polygon are calcu
lated. After all the polygons are identified and num
bered, the volume distribution of the polygons is cal
culated. 

I t is necessary to discretize further the portion of 
rock matrix adjacent to fractures because large pres
sure gradients are expected near the fractures for 
transient problems. Thus element boundary lines 
are drawn parallel to a fracture, with the spacing 
between them increasing as the distance from the 
fracture becomes larger. These boundaries, together 
with the radial rays drawn from the gravity center to 
each node on the polygon perimeter, define element 
blocks. Figure 3 shows the completed grid, with the 
fracture mesh in Fig. 1, and the discretized matrix 
blocks. 

The code is written in FORTRAN-77 and is 
fully interactive. It is also incorporated with graph
ics routines so that on-screen graphics and a hard 
copy are readily obtained. The mesh generator has 
two output schemes, one for finite-difference codes 
and the other for finite-element codes. 
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Figure 3. Completed fracture-matrix mesh. [XBL 861-6] 

APPLICATIONS 

The fracture-matrix mesh generator can be used 
to address a wide variety of problems involving mass 
and heat flow in fractured PorOllS rocks. Potential 
applications include (1) analysis of hydrologic and 
tracer tests for characterization of rocks and (2) fluid 
and heat recovery in hydrocarbon and geothermal 
reservoirs. It is probable, however, that the new 
numerical scheme will be most useful in determining 
when simpler fracture matrix models can be applied. 
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Use of Geochemical Data in Modeling Geothermal Systems 

CH. Lai and G.s. Bodvarsson 

It is well known that geochemical data can yield 
very important information about geothermal sys
tems, especially regarding the fluid flow patterns and 
thermodynamic conditions. In general, these data 
are not explicitly considered in numerical modeling 
of geothermal systems, because concentrations of dis
solved solids and noncondensible gases are often low 
enough so that the thermodynamic properties of the 
geothermal brines are practically the same as those of 
pure water. The consideration of chemical com
ponents in reservoir modeling will, however, provide 
additional constraints and help deduce important 
reservoir parameters. 

We have developed a simulator capable of 
modeling fluid and heat flow with one-component 
chemical transport (Lai et aI., 1986). In the work 
discussed here, we consider the temperature depen
dence of silica reaction kinetics. The equilibrium 
concentration of silica depends strongly upon tem
perature, as does the reaction rate constant. In the 
simulation, we can choose the form of silica-i.e., 
cristobalite, quartz, or amorphous silica-using 
correlations proposed by Rimstidt and Barnes 
( 1980). 

THE MODEL 

Figure 1 shows a plausible conceptual model of 
the Ellidaar geothermal field, Iceland. We have used 
this simple model to study the temperature and pres
sure behavior in the reservoir as well as the silica 
transients. The data used in our analysis are taken 
from reports by Vatnaskil (1982, 1983). The reser
voir contains water at 110°C with a silica concentra
tion of about 150 ppm. During the 16-year exploita
tion of the field for space heating, a considerable 
temperature drop has been observed; this has been 
associated with a decrease in the concentrations of 
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Figure 1. A simplified conceptual model of the Ellidaar 
geothermal field, Iceland (After Vatnaskil, 1982). 
[XBL 851-88101 

silica in the produced fluids. One possible explana
tion of these transients is cold-water recharge, with a 
lower concentration of silica from the overlying shal
low aquifer (Fig. I). Since conduction seems to be 
the dominant heat-transfer mechanism in the 
caprock, it appears likely that the recharge from 
above is localized through fractures. 

RESULTS 

In simulating the conceptual model shown in 
Fig. I, we used a very simple numerical grid. It is a 
two-layer radial grid with the whole well field 
lumped into a single element, as shown in Fig. 2. 
Figure 3 shows the exploitation history of the field 
from 1968 to 1981. Figures 4 to 6 show how the 
pressure, temperature, and silica concentration have 



o 
60"<: 
65:," • 

E ql-3 

rlOOC 

f' 500 
Q. 

~ 

• • 150 
PP'!lo. ql2 

1000 I--r---l 

\ Reservoir cell 
400m radius 

• • 

• • 

• • • • • • • • 

• • • • • • • • 

Figure 2. The numerical grid used in the simulations. [XBL 851-8809] 

M 
E 

CD g 
~ 
~ 

~ 
0 
~ 

ro 
t2 

6 

5 

4 

3 

2 

68 69 70 71 72 73 74 75 76 77 78 79 80 81 

Years 

Figure 3. Annual production rates for the ElIidaar field. 
The broken line shows the average flow rate used in the 
modeling (after Vatnaskil, 1982). [XCG 851-15] 

80 

60 

40 

en 
ID 
a; 20 
,g 
Cii 0 > 
~ 

ID -20 

~ 
-40 

-60 

-80 
0 1000 

• Observed 

- Calculated 

2000 3000 4000 6000 

Time (days) 
6000 

Figure 4. Comparison between observed and calculated 
pressure decline at ElIidaar (after Vatnaskil, 1982). [XCG 
851-14] 

92 

118 

114 

110 

U 
~ 

Q) 106 

Z 
~ 
Q) 
C. 102 
E 
~ 

98 

94 

• Observed 

- Calculated 

• 

• • • 

67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 

Year 

Figure 5. Comparison between observed and calculated 
temperature decline at ElIidaar (after Vatnaskil, 1982). 
[XCG 851-12] 

160 

140 

120 

E 
100 

c. 
..9- 80 

N 

0 en 
60 

40 

20 

• Observed .. - Calculated • 

• , • 
• • 

A • • • 
• • 
• ~ Shallow wells 

• 

67 68 69 70 71 72 73 74 76 76 77 78 79 80 81 82 83 

Year 

Figure 6. Comparison between observed and calculated 
silica concentration decline at ElIidaar (after Vatnaskil, 
1982). [XCG 851-13] 



decreased with time. For simplicity, we assume a 
constant flow rate of 3.5 X 106 m 3/ year over the 16-
year period and neglect the seasonal and annual vari
ations. Consequently, we do not attempt to model 
the effects of the seasonal variations shown in Fig. 4. 

Our primary purpose is not to develop a predic
tive model for the Ellidaar geothermal field but 
rather to demonstrate the methodology and useful
ness of multicomponent modeling. After a brief 
trial-and-error process, we obtain the matches with 
the data shown in Figs. 3 to 5. All of the matches 
appear reasonable in view of the simplicity of the 
model. 

The main results of the history match are as fol
lows. The match with the pressure drop data gives 
estimates of the permeabilities of the reservoir and 
the fractured caprock. We find that in order to 
match the decreases in temperature and silica con
centration (Figs. 5 and 6), most of the fluid recharge 
to the reservoir must come from the shallow aquifer 
above. The main reservoir is quite permeable, but 
the rocks surrounding the well field are much less 
permeable «5 millidarcies). The fractures provid
ing cold-water recharge from above also seem quite 
permeable. The best match with the pressure drop 
gives a rather high value of total compressibility, 
4 X 1O- 7/Pa. This high compressibility supports the 
idea of a shallow unconfined aquifer hydrologically 
connected to the main reservoir. The match with 
the temperature drop gives an estjmate of the reser
voir volume of approximately 2.5 X 108 m3. Note 
that this is the reservoir volume that has undergone 
cooling due to the leakage of cold water from' above. 
The average porosity of the reservoir is determined 
by the match with the decrease in silica (Fig. 6). Our 

results indicate an average porosity of 5%, which 
appears reasonable for the volcanic rocks at Ellidaar. 

Although we use a very simple conceptual model 
in this study, our results nevertheless illustrate that 
multi component modeling can give much informa
tion on reservoir properties and characteristics. For 
example, this coupled method enables us to obtain a 
good estimate of reservoir volume as well as poros
ity, from which reserve estimates can be made. As 
the different processes are coupled, we believe that 
the parameters derived from the history match will 
be more unique and, consequently, future predic
tions more reliable. 
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A Second-Order Upwind Differencing Method for Convection
Diffusion Equations 

c.H. Lai and G.s. Bodvarsson 

The ability to predict non isothermal chemical 
transport in geologic formations is important in such 
diversified fields as hydrothermal resources develop
ment, enhanced oil recovery, and underground 
disposal of toxic chemicals. Because of the inhomo
geneous nature of geologic formations and the non
linearity of the governing equations, these problems 
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cannot be addressed by exact analytical techniques. 
Instead, numerical methods must be used to obtain a 
better understanding of these complicated transport 
phenomena. 

The equations commonly used to model non
isothermal chemical transport in geologic formations 
are of the convection-diffusion type. Such equations 



arise from the conservation of energy and chemical 
species on a macroscopic scale. It is well known that 
the central-difference method is well adapted to solv
ing problems with relatively smooth solutions. How
ever, when the solution has steep fronts due to 
strong convection forces, conventional higher-order 
or second-order difference methods for the convec
tion term may be affected by unphysical oscillations. 
Thus an alternative approach is to use the first-order 
upwind scheme for the convection term to avoid 
numerical oscillations, which would result in a sub
stantial number of numerical diffusion errors. 

To overcome these difficulties we have 
developed an accurate numerical method for com
puting the solutions of convection-diffusion equa
tions. The method combines an explicit second
order Godunov scheme (Van Leer, 1977; Colella, 
1984) with an operator-splitting technique (Strang, 
1968). By means of operator splitting, the 
convection-diffusion equation can be split into two 
parts and solved by suitable numerical methods. 
The pure convection equation is solved first by the 
second-order Godunov scheme, and then the diffu
sion equation is solved by the conventional central 
difference method. When applied to petroleum and 
hydrothermal problems, this numerical method has 
been found to improve the accuracy of results (Bell 
and Shubin, 1985; Lai et aI., 1986). Bell and Shubin 
(1985) also used this numerical method with a nine
point scheme for reducing grid orientation effects 
when modeling miscible displacement with high 
mobility ratios. 

NUMERICAL SIMULATOR PTC 

The two-dimensional numerical simulator PTC 
was developed for the analysis of coupled 
hydrological-thermal-chemical processes encountered 
in subsurface geologic formations. PTC was 
developed from the code PT (Bodvarsson, 1982), 
which is capable of modeling three-dimensional cou
pled fluid and heat transport processes in porous 
fractured media. In the code PT the noniterative 
Newton's method, with a direct matrix solver, is 
employed to solve sparse systems of linear equations. 

In addition to fluid and heat transport, the code 
PTC can simulate one-component chemical transport 
processes, including the effects of convection, disper
sion, and kinetics of mineral-water reactions. To 
improve the accuracy of the code, a second-order 
finite-differencing method is introduced to solve 
convection-diffusion equations describing nonisoth
ermal chemical transport processes. 
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ACCURACY OF THE NUMERICAL 
SCHEME 

To illustrate the performance of the numerical 
method, we solve two different benchmark problems 
that are prone to numerical diffusion errors or oscil
lations when solved by conventional, first- or 
second-order finite-difference methods. 

Case 1: Convection with How Field Oblique to 
the Computational Grid 

It is well known that if the flow field is oblique 
to the computational grid, significant numerical dif
fusion will be introduced when the first-order 
upwind differencing scheme is used. For uniform 
grid size and steady planar flow, the value of numeri
cal diffusion that results from oblique flow is given 
by De Vahl Davis and Mallinson (1976): 

D :::::: LlVsin28 
num 4(sin38 + cos38)' (1) 

where Ll is the grid block size, V(i VI) is the magni
tude of total velocity, and 8 is the angle between the 
grid alignment and the fluid xelocity. When the 
direction of the fluid velocity, V, is diagonal to the 
grid (8 = 45,,), Dnum :::::: 0.35LlV, and the numerical 
diffusion reaches a maximum value. On the other 
hand, Dnum = 0 if the fluid velocity is parallel or 
perpendicular to the computational grid. To test the 
performance of this numerical scheme, the most 
severe. case of numerical diffusion is considered 
(8 = 45"). We use a benchmark problem that has 
been extensively used in the literature to test alterna
tive numerical methods. A schematic illustration of 
the problem is shown in Fig. 1. The computational 
domain is a square with side length of 10m, which 
is divided into a 10 X 10 grid with equal spacing. A 
steady velocity field is first generated and the chemi
cal species equation then solved without the diffu
sion and source terms. Two constant concentrations, 
unity and zero, are imposed on the left and bottom 
boundaries, respectively. Since physical diffusion is 
not considered, a sharp discontinuity should exist 
along the diagonal line with a concentration of 1 
everywhere above the line, 0 everywhere below the 
line, and 0.5 at the line (value assumed by averaging 
the concentrations at the boundaries). However, the 
use of a first-order upwind differencing scheme will 
generate numerical diffusion errors, leading to a 
smeared zone along the diagonal line. The extent of 
this smearing is a measure of the numerical diffu
SIOn. The variation of concentration with y at 
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Figure 1. Schematic illustration of a benchmark problem 
for a flow field oblique to the computational grid. 
[XCG 856-290[ 

x = 4.5 m is presented in Fig. 2. Because of the fin
ite grid size, one can at best get a linear concentra
tion profile (the solid line in Fig. 2) defined by the 
following three points: y = 3.5 m, C = 0; 
y = 4.5 m, C = 0.5; y = 5.5 m, C = I. Figure 2 
clearly shows that smearing due to the effects of grid 
orientation extends over the entire computational 
domain for the conventional first-order upwind 
scheme. The smearing extends over only two grid 
blocks when the present scheme is employed. Since 
it possesses generally second-order accuracy in space, 
the numerical diffusion is greatly reduced. 

Case 2: Chemical Transport Processes in Five
Spot Well Configurations 

To improve the recovery of hydrothermal and 
petroleum resources, both reinjection of spent geoth
ermal fluids and injection of active chemical sub
stances or steam are usually employed. The layout of 
the injection-production well configurations includes 
five-spot or seven-spot patterns. 

To verify the accuracy of the numerical scheme, 
we considered injection-production wells in a five
spot pattern. The reservoir is initially filled with 

95 

0.8 

U 

c: 0.6 a 
.~ 

~ -c 
(J) 
u 0.4 c 
a 
u 

0.2 

0 
0 

Approximation 
for the 
exact 
solution 

r 
/ 

/ ,."",. " ",,; r ,. 
/ __ , First-order 

'f 
,. upwind x,' difference 

V , -' 
/ Monotonized upwind 

/ central difference 

2 4 6 8 

Distance y (m) 
10 

Figure 2. Comparison of numerical solutions and the 
approximate solution for the grid orientation problem. 
[XCG 856-291 [ 

fluids of concentration unity, and the injected fluid 
is of concentration zero. A basic symmetry region of 
the five-spot pattern is taken to be 400 m X 400 m, 
in which a 20 X 20 grid with uniform spacing is 
used for the numerical calculations. A discretized 
computational grid forms flow channels that are 
diagonal to the line connecting the injection and pro
duction wells. Figure 3 compares the computational 
results for 0.143, 0.428, and 0.713 pore volume of 
injected fluids obtained by using the numerical 
scheme and the first-order upwind differencing 
scheme. Since physical dispersion is not considered 
in this case, a sharp chemical front should propagate 
along the streamlines. Compared with those 
obtained from the conventional method, the reduced 
smearing of the front obtained from our numerical 
scheme is very pronounced. For purposes of com
parison, physical dispersions of 1 and 0.1 m for long
itudinal and transverse dispersivity are considered in 
this same problem and solved by the code PTe. Fig
ure 4 shows that, at 0.713 pore volume, the break
through of injected fluids at the production well due 
to additional physical dispersion can be observed. 
These results indicate that the accuracy of the 
numerical method is sufficient for the modeling of 
convection-diffusion processes. 
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CONCLUSIONS 

An accurate second-order difference method has 
been developed for convection-diffusion equations 
arising from nonisothermal chemical transport in 
geologic media. The method combines an explicit 
second-order Godunov scheme and an operator
splitting technique. Two test cases have been stu
died to illustrate the accuracy of the numerical 
method. The results show that in contrast to the 
conventional finite-difference method, the numericill 
method reduces numerical diffusion errors and grid 
orientation effects significantly. Moreover, no oscil
lation occurs when the pure convection equation is 
solved. 
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Enthalpy Transients In Fractured Two-Phase Geothermal Systems 

M.J. Lippmann, G.s. Bodvarsson, and S. W. Gaulke 

Many wells completed in high-temperature 
(> 200°C) fractured two-phase reservoirs show a sig
nificant increase in the enthalpy of the produced 
fluids (Stefansson and Steingrimsson, 1980; Grant 
and Glover, 1984; Bodvarsson et aI., 1985). The 
observed wellhead enthalpy is commonly referred to 
as the flowing enthalpy and differs significantly from 
that in situ. 

The observed enthalpy transients have been 
analyzed using a porous-media approach by Sorey et 
al. (1980), Bodvarsson et al. (1980), O'Sullivan 
(1981), and Bodvarsson (1984). They found that the 
rise in enthalpy depends in a complex manner on 
porosity, permeability, initial vapor saturation, and 
relative permeabilities of the porous reservoir. For a 
constant-rate fluid production from a porous system, 
the enthalpy of the fluids will rise initially and then 
stabilize. Production under constant downhole pres
sure causes an increase in enthalpy at early times, 
followed by a gradual decrease (Bodvarsson, 1984). 

97 

Much less work has been done on enthalpy tran
sients in fractured reservoirs. Grant and Glover 
(1984) analyzed enthalpy data from Broadlands well 
BR21 using a fracture model with impermeable 
matrix blocks (conduction effects). Pruess (1983a) 
studied the enthalpy of fluid recharging the fractures 
from the matrix and showed that it depends pri
marily upon the effective matrix permeability. Other 
investigators have also studied the matrix fracture 
interaction for two-phase systems (Moench, 1978; 
Pinder et aI., 1979; Moench and Denlinger, 1980). 

The objectives of our work are to identify the 
parameters that control the enthalpy rise in fractured 
porous-media geothermal reservoirs (Lippmann et 
aI., 1985). 

METHODOLOGY 

The fractured nature of the reservoir is 
represented by a double-porosity model having three 



perpendicular sets of planar parallel fractures of 
equal aperture and spacing. The multiple interacting 
continua method (MINC), developed by Pruess and 
Narasimhan (1982), is applied to model mass and 
heat transport in the fractured porous media. The 
two-phase nonisothermal reservoir code MULKOM 
(Pruess, 1983b) is used in the numerical simulations. 

RESULTS 

The computed enthalpies are downhole values; 
wellhead enthalpies are slightly lower because of con
ductive heat losses through the casing. 

Base Case 

The parameters used in the base case are given 
in Table I. The "linear" relative permeability curves 
are similar to those used by Bodvarsson et al. (1984) 
for the Krafla field. The residual liquid saturation is 
assumed to be 0.4 and the residual steam saturation 
0.05. 

Table I. Parameters used in the base case. 

Matrix properties 

Rock grain density 

Rock specific heat 

Rock thermal conductivity (Am) 

Porosity (¢m) 

Permeability (km ) 

Relative permeability curves 

Fracture properties 

Spacing (D) 

Equivalent continuum permeability
thickness product [(kH)J[ 

Fracture porosity (¢J) 

Relative permeability curves 

Initial conditions 

Downhole pressure (Po) 

Steam saturation (S,.o) 

Temperature (To) 

Flowing enthalpy (hJo) 

Well Production Rate (constant) 

2650 kg/m3 

1000 J/kgOC 

2 W/moC 

0.05 

5 X 10- 3 md 

linear 

100 m 

5 Om 

0.01 

linear 

9 MPa 

0.10 

303.3OC 

1407 kJ/kg 

50 kg/s 
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The transient behavior of the flowing enthalpy 
and downhole pressure for the base case is given in 
Fig. I. The figure shows that the well pressures 
decrease rapidly at early time because of the small 
mass capacity of the fractures. This causes extensive 
boiling within the fracture system and increases the 
vapor saturation and hence the enthalpy of the pro
duced fluids. Later on, both the pressure drop and 
the enthalpy rise stabilize. 

It is of interest to compare the pressure and 
enthalpy transients of the base case with those 
observed if no matrix blocks are present. This is 
shown by the broken lines in Fig. I. When there is 
no rock matrix the enthalpy rises only to 1450 kJ /kg 
after 2 years, or 250 kJ/kg lower than when the 
matrix is present. The pressure decreases only to 
about 6.1 MPa compared with about 5.6 MPa when 
matrix is present. The smaller pressure drawdown in 
the case without rock matrix is related to the low
enthalpy, high-liquid-saturation fluid flowing in the 
fractures. Because of the fluid's higher total 
kinematic mobility, smaller pressure drawdowns are 
required to sustain the 50-kg/s production rate. 

The enthalpy enhancement observed in the base 
case must be caused by the flow of high-enthalpy 
fluids from the rock matrix to the fractures or, alter
natively, by conductive heat transfer from the matrix 
into the fractures. In this particular case the convec
tive heat transfer from the rock matrix is larger than 
the conductive heat transfer, hence the rapid rise in 
the enthalpy. The gradual increase in enthalpy 
(about 76 J/day) at later time is caused by conduc
tive heat transfer between the matrix and the frac-
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Figure 1. Flowing enthalpy and downhole pressure tran
sients for the base case. [XBL 853-80741 



tures. This gradual rise is not observed in a porous 
medium with homogeneous properties if exploited at 
a constant mass rate. In that case the enthalpy sta
bilizes (Sorey et aI., 1980; O'Sullivan, 1981). 

Matrix Thermal Conductivity 

The effect of matrix thermal conductivity (Am) 
on the flowing enthalpy is shown in Fig. 2. When 
Am is equal to zero the flowing enthalpy is very low, 
because there is no enthalpy enhancement due to 
conduction. When realistic values of thermal con
ductivity are used, the enthalpy increases by 
200-300 kJ jkg. 

Matrix Permeability 

The effective matrix permeability (intrinsic per
meability times relative permeability) has large 
effects on the flowing enthalpy (Pruess, 1983a). The 
lower the matrix permeability (km ), the higher the 
pressure gradient and, consequently, the higher the 
temperature gradient in the rock matrix. This in 
turn enhances conductive heat transfer (see Fig. 3), 
which increases the enthalpy of fluids flowing from 
the rock matrix into the fractures. However, when 
the matrix permeability is very low, fluid flow is 
very small, and conduction dominates the enthalpy 
enhancement of the fluids flowing in the fractures. 

The enthalpy enhancement is greatest in the case 
of an impermeable rock matrix; only conductive heat 
transfer occurs between the matrix and the fractures, 
so that the matrix blocks take a long time to cool. 
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Figure 2. Effect of matrix thermal conductivity on flow
ing enthalpy transients. [XBL 853-8077] 
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Figure 3. Effect of matrix permeability on flowing 
enthalpy transients. [XBL 853-8092] 

Because of the low storage capacity of the fractures, 
the fluids must flow long distances through the frac
ture system, thus exposing the fracture fluids to a 
large surface area for conduction. Moreover, in the 
case of an impermeable rock matrix, the pressure 
(and temperature) drop in the fracture is more than 
in cases with permeable rock matrix, causing a larger 
temperature gradient for conductive heat flow. 

Matrix Porosity 

One of the most important parameters control
ling enthalpy rise in porous-medium flow is the 
matrix porosity (Sorey et aI., 1980; Bodvarsson, 
1984). However, we find that for the fractured sys
tems studied here the influence of matrix porosity is 
rather small. This parameter modifies the response 
time of the matrix to changes in the system, because 
it affects the thermal and fluid capacities. In the 
range of matrix porosities expected in fractured 
porous-media systems, the effect on enthalpy is not 
too significant. 

Fracture Spacing 

For a given reservoir volume, the fracture spac
ing (i.e., the distance between the three sets of planar 
perpendicular fractures) is inversely proportional to 
the total surface area between the matrix and the 
fractures. Therefore, a decrease in fracture spacing 
favors conductive enhancement of the flowing 
enthalpy and increases the surface area for fluid flow 
from the rock matrix to the fractures. 



Fracture Porosity 

Here we define the fracture porosity (rjJf) as the 
volume fraction occupied by the fractures. The frac
ture porosity directly affects the fluid capacity of the 
fractures, which in turn controls the pressure decline, 
boiling rates, and enthalpy rise in the fractures. As 
shown in Fig. 4 fracture porosity has a significant 
effect on flowing enthalpy; its role, in fact, is similar 
to that of matrix porosity for porous-medium flow. 

Fracture Permeability-Thickness Product 

The permeability-thickness product describes the 
ability of the fractures to transmit fluids; when it is 
low, the pressure drop around the well is large, inten
sifying the boiling and enthalpy enhancement. How
ever, in comparison with the fracture porosity, the 
effects of this parameter on flowing enthalpy are 
rather small. 

Relative Permeability Curves 

The enthalpy is very sensitive to the relative per
meability curves selected for the system. For exam
ple, and as shown in Fig. 5, The flowing enthalpy 
rises much more for the Sorey et al. (1980) SGB 
curves than for the linear curves because of the 
greater mobility of the steam phase for the SGB 
curves. In the base case we assume the same relative 
permeability curves for both the matrix and the frac
tures. However, one would expect that they would 
be quite different for the two media. 
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Figure 4. Effect of fracture porosity on flowing enthalpy 
transients. [XBL 853-8072] 

100 

2200 

5GB curves 

2000 

Ci 
.l<: -.., 
~ 
>. 

1800 a. 
'iii 
.J::. 

Linear curves (base case) E 
W 

1600 

1400 '-----------------'----------------' 
o 2 

Time (yrs) 
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CONCLUSION 

From the above studies it is obvious that com
plex interactions between different fracture and 
matrix parameters control the enthalpy rise in frac
tured two-phase reservoirs. The enthalpy rise in the 
fractures themselves is superimposed by an enthalpy 
enhancement due to fluid flow and conductive heat 
transfer from the matrix to the fractures. The 
enthalpy rise in the fractures is primarily controlled 
by the fracture porosity and, to a lesser extent, by the 
effective fracture permeability. This is similar to the 
porous-medium case. The enthalpy of fluids 
recharging the fractures from the matrix, on the 
other hand, depends primarily upon the matrix per
meability and thermal conductivity (Pruess, 1983a) . 
If the matrix permeability is very low, the primary 
factors are the fracture spacing and the matrix ther
mal conductivity. 

In most cases the presence of the rock matrix 
will enhance the enthalpy of the fluids flowing in the 
fracture system to the well. However, when the 
matrix permeability is high and the fracture porosity 
is low, the matrix will actually tend to reduce enthal
pies. 

This sensitivity study indicates that: 

1. The enthalpy transients are strongly affected 
by conductive heat transfer between the rock matrix 
and the fracture fluids (Pruess, 1983a). 



2. The characteristics of the relative permeabil
ity curves assumed for the porous matrix and the 
fractures have a very significant effect on enthalpy 
changes. Of primary importance is the mobility of 
the vapor phase compared with that of the liquid 
phase. 

3. The flowing enthalpy is also affected by 
many other fracture and matrix properties. Of pri
mary importance are the matrix permeability, matrix 
thermal conductivity, fracture spacing, fracture 
permeability-thickness product, and fracture poros
ity. 

4. In contrast to porous-media systems, the 
effect of matrix porosity on flowing enthalpy is small 
in fractured porous media. 

5. The fact that so many parameters affect the 
flowing enthalpy suggests that matching simulated 
and observed enthalpy transients will not result in a 
unique determination of fracture and rock matrix 
parameters. However, simultaneous matching of 
several wellhead and downhole parameters (e.g., 
enthalpy, flow rate, fluid composition, and downhole 
pressure) will constrain the results and may ensure 
uniqueness of the interpretation. 
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LBL's Industry Review Panel on Geothermal Reservoir Technology 

M.J. Lippmann and B.L. Cox 

During fiscal 1984 the Geothermal and Hydro
power Technologies Division, now the Geothermal 
Technology Division (GTD), of the Department of 
Energy (DOE) designated Lawrence Berkeley Labora
tory (LBL) as the cognizant laboratory for the Reser
voir Technology Program. Under this role LBL's 
fundamental responsibility is to assist GTD in for
mulating the research plan for Geothermal Reservoir 
Technology under DOE's Hydrothermal Research 
Program. The main goal of DOE's activities in 
reservoir technology is to improve the technologies 
needed to locate, delineate, characterize, assess, and 
manage hydrothermal reservoirs. 

As part of its responsibility as cognizant labora
tory, LBL was given the task of determining the 
research needs of the geothermal industry and of 
reviewing the appropriateness of DOE-funded pro
jects for meeting those needs. For that purpose LBL 
invited a group of industry representatives to be part 
of a Review Panel on Geothermal Reservoir Tech
nology, which meets about every 6 months. 

The members of the Panel have changed with 
time; in late September 1985 twelve geothermal com
panies were represented (Table 1). The main objec
tives of the Panel are to: 

1. Review DOE's current and planned hydroth
ermal research activities in geothermal reservoir 

technology and, especially, evaluate their relevance 
to industry needs. 

2. Review industry needs in hydrothermal 
research, both near-term and long-term, and deter
mine priorities for these needs. 

3. Assess industry'S likely contributions in 
meeting its own needs, identify needs it might cost
share with DOE, and determine those that will have 
to be wholly funded by DOE. 

4. Identify possible areas for DOE's technology 
transfer to industry in hydrothermal research. 

This advisory group has met three times since its 
creation: that is, in August 1984, March 1985, and 
September 1985. (Minutes and/or summaries of 
these meetings are available and can be obtained by 
writing to the authors.) The comments and recom
mendations made during these meetings were 
evaluated by LBL and transmitted to GTD for con
sideration and possible implementation. 

The Panel has issued detailed priority lists of 
industry needs in the area of hydrothermal research 
(Gulati and Lippmann, 1985). It found that for the 
short-term (i.e., less than 3 years from now), the 
highest priority was given to improving fracture
mapping techniques, determining fracture geometry, 
subsurface fluid sampling, geophysical logging, 
improving techniques for flow-test measurement 

Table I. Members of LBL Industry Review Panel on 
Geothermal Reservoir Technology (September 
1985). 

Name Organization 

Mohinder S. Gulati (Chairman) 
W.T. (Tom) Box 
Louis E. Capuano, Jr. 
John R. Counsil 
1.1. (Jerry) Epperson 
Thomas Hinrichs 
Joe Iovenitti 
William F. Isherwood 
Mike Kerna 
Mark Kumataka 
Walter Randall 
Ronald C. Schroeder 

Union Oil Company of California 
Geysers Geothermal Company 
ThermaSource Incorporated 
Consultant 
Chevron Resources Company 
Magma Power Company 
Thermal Power Company 
Geothermex Incorporated 
Phillips Petroleum Company 
Santa Fe Geothermal Incorporated 
GRI Operator Company 
Berkeley Group Incorporated 
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(especially under two-phase flow conditions), solving 
chemical problems related to brine injection and the 
geochemical characteristics of the geothermal brines 
(including noncondensible gases), and developing 
geochemical techniques to monitor reservoir exploi
tation. 

For the long-term industry needs (more than 3 
years from now), the highest priority was given to 
chemistry problems related to mineral extraction 
from geothermal brines and brine injection, (cost
shared) deep drilling for boundary mapping, tech
niques to determine the maximum depth of open 
fractures, numerical modeling of brine injection into 
vapor-dominated systems, flow-test techniques (espe
cially under two-phase conditions), and methods for 
measuring downhole pressure . and temperature. 
Lower priority needs were also described. 

In addition, the Panel strongly recommended the 
continuation of GTD's Hydrothermal Research Pro
gram because of its relevance to industry's needs. 
The Panel believed that during the last few years this 
program had been "underfunded" in comparison 
with the "nonhydrothermal" research programs (i.e., 
Hot Dry Rock Research and Geopressured 
Resources). The group felt that in the future contin
ued underfunding of the Hydrothermal Research 

Program might result from an "oversized" Magma 
Energy Extraction Program. It was expressed that 
the Hot Dry Rock Research, Geopressure Resources, 
and Magma Energy Extraction Programs are only 
marginally interesting to industry and should not 
adversely affect the future funding of the Hydrother
mal Research Program, especially Reservoir Tech
nology and Brine Injection. 

This review group considered that industry 
would be willing to cost-share projects on (1) mineral 
extraction from geothermal brines, (2) deep drilling 
(e.g., at The Geysers and in the Cascades), and (3) 
development of tools and techniques for surface and 
subsurface measurements. However, they indicated 
that their companies would be interested in receiving 
proposals of cooperative industry-DOE projects in 
other areas that would fulfill industry'S goals and 
would not conflict with the interests of the private 
consulting firms. 

In the area of technology transfer, the group 
decided to organize and hold four informal 
workshops on topics of general interest to industry 
and the geothermal community in general (Table 2). 
The purpose of these workshops is to discuss the 
present state of the art and to identify the needs for 
new developments in these four technical areas. 

Table 2. Workshops being organized by the Panel. 

Workshop topic 

Fracture detection 
and mapping 

Date 

II July 1985 

Organizers 

Joe Iovenitti 
(Thermal Power Company) 

Norm Goldstein (LBL) 

Geothermal wellfield 25 October 1985 Ron Schroeder 
measurements (Berkeley Group Incorporated) 

Chemical interaction 
and geochemistry 

Front tracking and 
geophysics 

Sally Benson (LBL) 

24 January 1986 Tom Box 

mid-1986 
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(Geysers Geothermal Co.) 

Roland Horne 
(Stanford University) 

Bill Isherwood 
(Geothermex Incorporated) 

Paul Kasameyer (LLNL) 



The next Panel meeting is scheduled for April 
1986. At that time it would continue to review 
GTD-sponsored actIvItIes, discuss cooperative 
industry-DOE projects that might have been pro
posed, and evaluate the results of the four workshops 
it organized (the group might also propose other 
technical meetings on the same, or other, topics). 
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The Use of Geostatistics to Incorporate Spatial Variability in the 
Modeling of Flow Through Fracture Networks 

J.c.s. Long and D. Billaux 

Network models are useful tools for understand
ing the hydrology of fractured rock. Studies of frac
ture hydrology can proceed by adopting a model for 
the network geometry, estimating the statistical dis
tribution of the appropriate geometric parameters 
through field measurements, and generating realiza
tions of statistically identical networks. Once the 
geometry of a particular realization is specified, flow 
through the network can be studied (Long et aI., 
1982; Long and Witherspoon, 1985). The purpose of 
this study is to show how a network model might be 
improved through the use of geostatistics. We 
develop the method for a two-dimensional analysis 
based on data from Fanay-Augeres, a uranium mine 
in France that is under investigation for nuclear 
waste storage research. We plan to extend the 
analysis to three dimensions and compare the results 
with in situ test results. 

The approach we have taken here combines 
random-fracture-network generation with geostatisti
cal simulation. In essence we assume that small 
subregions of the area of interest have statistically 
homogeneous characteristics and that a simulation of 
the spatial variation of the subregion characteristics 
can be made with geostatistics. Thus we are able to 
generate a region that is statistically heterogeneous. 

In particular, we have focused on the data col
lected in a long section of a drift in the Fanay
Augeres mine, which is about 3 m in diameter at the 
320-m level. In this section fractures on the east 
wall have been mapped over a distance of 180 m. 
Ten boreholes 50 m long have been drilled in three 
radial patterns. Oriented core was obtained from 
these holes and the fractures logged. More than 220 
steady-state permeability tests were performed in 
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these holes between packers spaced at various dis
tances. The analysis of those data is developed here 
for a vertical plane, N 1 ODE. 

In order to generate fractures in a statistically 
heterogeneous region, we first divide the region into 
statistically homogeneous subregions. The dimen
sions of these subregions are somewhat arbitrary. 
Practical guidelines for the choice of subregion size 
include the following: (1) The subregion dimensions 
should be large enough to include a significant sta
tistical sample of fractures. (2) The dimensions 
should be similar to those of the fracture clusters. 
(3) The dimensions must be significantly smaller 
than the length of sample available in order to get 
many individual measurements of the statistical 
parameters and thus achieve a measure of hetero
geneity. (4) The dimensions of the subregions 
should be smaller than the range calculated in the 
geostatistical analysis. Perhaps the best way to 
describe how subregions were chosen in this case is 
to say we used "common sense." There is room for 
a more detailed and rigorous analysis of this problem 
in the future. 

In each subregion and for each fracture set, we 
must now specify the areal fracture density, orienta
tion, length, and aperture distributions. In order to 
develop the technique, we started by including only 
the density and length parameters in the geostatisti
cal analysis. Spatial variation of orientation was 
built into the model in a different way, and apertures 
were assumed to be statistically homogeneous 
throughout the entire region. 

We first divided the fractures into five sets. This 
was done such that all fractures created in a given 
tectonic event were contained in the same set. Thus 



the definition of sets is not based purely on orienta
tion. It is also based on a criterion that should 
increase the probability that the members of a given 
set will have similar properties. 

We observed that for each set, fractures spaced 
close together tend to have similar orientations, and 
we built this into the simulation by assigning to 
each subregion a narrow distribution of orientation 
whose mean was chosen at random. This was done 
in such a way that the observed global distribution of 
orientation was maintained. The procedure for 
assigning orientation allowed for heterogeneity but 
not for spatial correlation between subregi,ons. 

An estimate of the aperture distribution for each 
set was made as follows. Each hole was studied with 
steady-state packer tests. The core logs were studied 
to identify the fractures intersecting each of these 
zones. The core logs also contained a record of the 
observed free aperture, bo , of each of these fractures. 
This gave us a distribution of free apertures. To get 
the distribution of hydraulic aperture, we shifted the 
distribution of free aperture until the mean was 
equal to the value obtained by analyzing the well 
tests. 

Data input to the geostatistical analysis for each 
set consisted of 20 values of mean length and density 
of fractures in each 5 m by 2 m section of the drift 
wall. The results of the simulation are tables of 
values for mean length and fracture density for each 
of the five sets. Each table contains 100 values, one 
for each 10m by 10m subregion. The value of den
sity simulated for each subregion was used directly 
to determine the number of fractures of that set to be 
generated in the subregion. The value of mean 
length was used as the mean of the length distribu
tion in the subregion. 

Given the local mean and the global distribution 
for each set, a local distribution for length was 
derived by letting v/, the local coefficient of varia
tion, be the same in every subregion. We choose 
the value of this coefficient such that the combined 
length distribution from all the subregions and the 
global distribution of length for each set have the 
same first and second moments. We choose the 
form of distribution used to generate local values of 
fracture length to be lognormal. 

Using the data described above, we generated a 
100 m by 100 m fracture network in a series of 100 
statistically homogeneous subregions. It should be 
noted that a fracture generated in a given subregion 
may be assigned a length such that it crosses over 
into other subregions. In this way, communication 
between subregions is accommodated. As in the 
field measurements, a fracture is counted as belong-
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ing to a subregion if its center is in that subregion. 
Figure I shows the fracture region as it was gen
erated. There are 65,740 fractures in this region. 

Six square flow regions were isolated for permea
bility testing. Each of these was 50 m by 50 m and 
was located in the center of the generation region but 
oriented in different directions. Figure 2 shows one 
of these subregions oriented at 0°. In this figure the 
dead ends and isolated fractures have been removed, 
so that it is easier to see how the network is con
nected. The boundaries of the other five flow 
regions are rotated I SO, 30°, 4SO, 60°, and TSO coun
terclockwise from the 0° orientation shown. For 
each of these flow regions, constant-head boundary 
conditions were applied as described in Long and 
Witherspoon (1985). This was done to each flow 
region in four different ways such that the gradient 
was sequentially perpendicular to each side. In this 
way a total of 24 directional measurements of flow 
were made. From these data the directional permea
bility and best-fit permeability ellipse were calcu
lated. These permeability data are shown in Fig. 3. 

Close observation of Fig. 2 shows that the sys
tem is barely connected. In fact, for the orientation 
in Fig. 2, flow originating on the left side of the 
region and leaving on the right side is controlled by 
less than 0.1 % of the fractures. Thus the permeabil
ity of these few fractures essentially controls permea
bility in that direction. In the language of percola
tion theory, this mesh is close to the critical density 
for which infinite clusters of fractures are found. It 
is not clear whether the mesh is above or below criti
cal, just that it is near critical. 

We have described a technique for processing 
field data into a fracture network model that 
accounts for the observed spatial variability. This 
has been done by generating a network subregion by 
subregion where the properties of each subregion are 
predicted through geostatistics. 

Three important proble"ms remain to be studied: 
(1) The analysis should be extended to three dimen
sions. (2) The geostatistical simulation and network 
simulation should be combined, rather than used as 
two separate operations. (3) The nature of flow 
through single fractures at Fanay-Augeres should be 
investigated. The analysis should be extended to 
three-dimensions because we cannot predict the 
amount of interconnection between fractures by 
looking only in two dimensions. This extension is 
currently underway. Geostatistical simulation is a 
random simulation process that was used to predict 
the average geometric parameters of the network. 
These parameters were then in turn used to drive 
another random simulator that produced the net-



Figure 1. Network of 65,740 fractures generated in a 100 m X 100 m region in 10 m X 10 m subre
gions. [XBL 863-1171] 

work. Having one simulator drive another simulator 
creates a difficulty in controlling the statistical out
put. The peaks and tails of distributions may not be 
well represented, and it is these peaks and tails that 
may control the behavior of the system. It would be 
better to define one simulator that produces the net
work directly. 
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Finally, both the work presented here and the 
three-dimensional study in progress are based on the 
assumption that flow through the open fractures 
behaves like flow through parallel plates. In fact, 
this may not be the case. If the fractures are suffi
ciently closed by stress and filling materials, flow 
may only occur in sinuous channels. In other words, 



Figure 2. A 50 m X 50 m flow region isolated from the 
center of the generated region with nonconducting frac
tures removed. [XBL 863-1170] 

one must consider the available connections within, 
not just between, fractures. This problem should be 
studied both in the field and numerically. 
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PERMEABILITY ELLIPSE 

nmse = 0.6839 

Figure 3. Permeability ellipse for 70-m flow region. 
[XBL 865-1934] 

The Control of Fracture Aperture on Transport Properties of 
Fracture Networks 

J.es. Long and M. Shimo 

We have performed a numerical study of tran
sport in random fracture networks. In this study we 
have fixed the pattern of fractures in a two
dimensional network; the fractures have random 
locations, orientations, and lengths. We assumed 
that the fractures behave as parallel plates. That is, 
the hydraulic aperture of each fracture is equal to the 
geometric aperture. We then assigned the apertures 
to the fractures in different ways, but in all cases the 
mean value of b3 is constant. Figure I shows the 
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cases studied. This means that in all the meshes the 
average conductivity of the fractures is constant. We 
allowed two factors to vary. These were the coetli
cient of variation of the hydraulic aperture and the 
correlation between fracture length and aperture. If 
the correlation between aperture and length is close 
to unity, the long fractures get the larger apertures. 
If the correlation coefficient is close to zero, an aper
ture is assigned to each fracture without regard to 
length. 
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We calculated the average permeability of each 
network and the breakthrough curves under continu
ous injection. These calculations were based on a 
front tracking model that operates under the assump
tion that there is complete mixing in the intersec
tions between fractures and that molecular diffusion 
is neglected. We analyzed the breakthrough curves 
by assuming that dispersion in the networks follows 
the conventional Gaussian model. However, we 
used several methods to fit the data to the mean 
velocity and dispersion length. The extent to which 
each method yields different values of these parame
ters is considered an index of the inappropriateness 
of the Gaussian model. 

Figure I shows that each case is identified by a 
letter and a number. The mean value of aperture 
decreases and the standard deviation of aperture 
increases in alphabetic order. The coefficient of 
correlation increases with the number. As the mean 
value of aperture decreases and the standard devia
tion of aperture increases (from A to D), the peak of 
the arrival-rate curves is increasingly delayed; conse
quently, the breakthrough curves become flatter 
(recall that the integral of the curve is equal to 1.0). 
This is primarily due to a decrease in conductivity. 

The permeability for all 10 cases is shown in Fig. 
2 as a function of coefficient of variation of aperture. 
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Figure 2. The relationship between hydraulic conduc
tivity and the coefficient of variation of aperture. 
[XBL 865-l937[ 
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Here it can clearly be seen that permeability 
decreases as the aperture distribution is allowed to 
spread, even though the mean conductivity of the 
fractures is held constant. This occurs because the 
more conductive fractures are fed by smaller frac
tures and thus do not carry as much flux as they 
would if they transcended the flow region, i.e., if they 
were infinite. In effect, these larger fractures are less 
effective at carrying flow because of the way they are 
connected to the rest of the system. One might think 
of the coefficient of variation of aperture as causing 
an effective decrease in interconnection. 

Figure 2 shows that a correlation between length 
and aperture produces a dramatic increase in per
meability. In fact, in the cases we studied, when the 
correlation coefficient is 0.89 and the coefficient of 
variation for aperture is 0.5, the permeability is 
about 4 times as great as when the correlation coeffi
cient is zero. However, when the coefficient of vari
ation is 1.5, the ratio of permeability is over 50. 
Because coefficients of variation of aperture equal to 
or greater than 1.5 are to be expected in the field, 
both the coefficient of variation of aperture and the 
correlation between aperture and length appear to be 
significant parameters. 

As described above, each of the arrival-rate 
curves was fit to the Fickian model using four dif
ferent approaches. Figure 3 shows the longitudinal 
dispersion coefficient calculated from the fitted curve 
for each case as a function of the coefficient of varia
tion for aperture. Figure 4 shows the dispersivity 
length, LD, found for each case by dividing the 
dispersion by the velocity. In these figures, three 
bands are shown, one for each value of correlation 
coefficient. The width of each band shows the range 
of values that were obtained using the four fitting 
methods. Thus the wider the band, the more the 
behavior departs from the Fickian model. 

With one exception the dispersion coefficient 
tends to decrease as the coefficient of variation 
increases. This behavior is expected because the 
dispersion coefficient is proportional to velocity . 
The velocity decreases as the coefficient of variation 
increases; this makes sense, because the permeability 
is decreasing. The one exception to a decreasing 
trend in dispersion coefficient with aperture varia
tion is case C-3. This cannot be explained. It may 
simply be a random fluctuation, or some other max
imizing effect in the statistics may create a network 
structure that allows an early but narrow break
through and a long tail. One might enivision this 
occuring if there were a small number of highly con
ductive channels and a large number of poorly con
ductive channels. 
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Figure 3. The relationship between the dispersion coeffi
cient and the coefficient of variation of aperture. 
[XBL 865-1938] 

Examination of Fig. 4 shows that the dispersion 
length tends to increase as the coefficient of variation 
increases. The most simple explanation is that, as 
the coefficient of variation increases, the systems 
become more and more heterogeneous. Thus more 
and more different kinds of paths are available to the 
tracer. 

The results show that 

1. Permeability decreases as the coefficient of 
variation of aperture increases. The reason is that 
heterogeneity of conductivity in the network causes 
the larger conductors to have their flow restricted by 
smaller fractures that feed them. In the extreme, this 
effect can reduce the permeability of an otherwise 
connected network to zero. 

2. Permeability increases as the correlation 
between length and aperture approaches unity. The 
reason is that higher correlation results in long, 
highly conductive fractures linking and forming a 
"superior" network. 
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COEFFICIENT OF VARIATION 

Figure 4. The relationship between the dispersivity 
length and the coefficient of variation of aperture. 
[XBL 865-1939] 

3. In the cases we studied, dispersivity length 
increases as the coefficient of variation of aperture 
increases. At the same time, it appears that as this 
coefficient of variation increases, it becomes increas
ingly difficult to find a unique fit based on the Gaus
sian model. We surmise that heterogeneity in aper
ture causes the majority of flux to be carried by 
fewer, more conductive fractures. Thus the initial 
breakthrough is very sharp, and there is a long tail 
due to subsequent breakthrough from smaller frac
tures. This effect cannot be accounted for with the 
Gaussian model. 

4. Correlation between length and aperture 
accentuates the behavior observed in item 3. 

We conclude that in such networks it is not 
enough to know the mean conductance of each frac
ture in predicting flow and transport through fracture 
networks. One must also know how conductivity is 
distributed and if aperture is correlated to fracture 
length. 



A Technique for Handling Tensorial Quantities in the Integral 
Finite-Difference Method 

T.N. Narasimhan and M. Alavi 

In recent years the integral formulation of the 
initial-boundary-value problem has proven to be 
more powerful than the differential formulation 
when applied to the numerical analysis, especially in 
handling complex geometries. One of the numerical 
techniques founded on the integral approach is the 
integral finite-difference method (IFDM). In addi
tion to the ease in dealing with complex geometries, 
implementing IFDM requires no specification of the 
dimensionality of space (I-D, 2-D, or 3-D) or of a 
coordinate system. A limitation of the IFDM, how
ever, is that it cannot conveniently handle tensorial 
quantities such as anisotropy and hydrodynamic 
dispersion. A need for handling these quantities 
exists for problems dealing with radioactive waste 
disposal (transient chemical transport). This inabil
ity to deal with tensorial quantities motivates the 
modification of the IFDM to handle tensorial quan
tities while retaining the advantages of IFDM. We 
report here the development of an IFDM version to 
handle tensorial quantities in two dimensions. 

NATURE OF THE PROBLEM 
The inability of the IFDM to deal with tensorial 

quantities arises because of the logic employed by 
the IFDM to evaluate gradients of potential. The 
IFDM gradient-evaluating process is based on the 
classical finite-difference approach (two-point 
approach) and computes gradients only in a 
prescribed direction, usually normal to surface areas. 
But for general handling of tensorial quantities, gra
dients in a direction parallel to the surface areas 
should also be taken into account. We have over
come the inability to evaluate gradients parallel to 
the surface areas by effectively superimposing the 
"surface of potential" approach, widely used in the 
finite-element method, on the IFDM algorithm. 
The surface of potential is the surface that shows the 
variation of potential over a region of interest. We 
restrict ourselves to triangular regions formed by a 
set of three noncollinear points in two dimensions. 
Furthermore, we assume linear variation in poten
tials over the regions, as shown in Fig. 1. The linear 
equation representing the surface can be readily dif
ferentiated at any location and in any direction 
within the triangle, enabling one to handle tensorial 
quantities. We use this innovation to model the pro
cess of hydrodynamic dispersion. 
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Figure 1. Graphical representation of the concept of sur
face of potential. [XBL 8511-126441 

THE ALGORITHM 
We report here the development of an algorithm, 

CHAMP, for chemical transport accompanying tran
sient fluid flow in variably saturated systems. This 
algorithm combines the code TRUST, which solves 
for transient fluid flow in variably saturated media, 
with a modified version of the code TRUMP for 
chemical transport. As far as chemical transport is 
concerned, CHAMP can handle molecular diffusion, 
hydrodynamic dispersion, advection, adsorption, 
solid diffusion, and radioactive decay in a transient 
fluid-flow regime. CHAMP is based on the IFDM in 
conjunction with the surface-of-potential concept for 
handling hydrodynamic dispersion. The coordinates 
of the nodal points, which are essential to the deter
mination of the surfaces of potential, are generated 
internally by means of a typical IFDM input. Com
bining the salient features of both TRUST and 
TRUMP, which have been independently validated 
and reported in the literature, program CHAMP can 
readily handle time-dependent transport of water as 
well as chemical species in multidimensional, hetero
geneous systems with complex geometry involving 
time-dependent boundary conditions, sources, and 
material properties. Since the normal chemical con
centration ranges of interest in waste disposal prob-



lems are not likely to cause significant density varia
tions, the chemical transport process does not feed 
back into the fluid-flow process in CHAMP. How
ever, if necessary, the two equations can be fully cou
pled with minor developmental effort. Such a cou
pled set of equations will be of use in dealing with 
problems involving saltwater and freshwater inter
faces. 

VALIDATION 

c: 
.g 0.8 
\!! 
E 
~ 0.6 
c: 
o 
u 0.4 
Q) 
> 

'';::: 

"* 0.2 a: 

Pe = 1.0 
T = 0.1 year 
0= 1.28 x 10.8 (m2 /sec) 
V = 2.56 X 10.7 (m/sec) 

e Analytic 

CHAMP 

o+,---------,---------,------~~ 

o 0.5 1.5 

CHAMP was validated against two cases for ~ :( 
which analytical solutions are available. 
-----~~-----"-

Case 1: One-Dimensional Advection
Dispersion Problem 

The problem under consideration is a semi
infinite, homogeneous, isotropic porous medium 
through which water travels at a constant pore velo
city of v. At t = 0, water enters the system with a 
constant concentration of Co, and the initial concen
tration everywhere in the system is zero. Assuming 
a constant longitudinal dispersion coefficient of d" 
the analytical solution to the above problem is well 
known (e.g., Fried and Combarnous, 1971) and given 
by 

...£.. = .!. 
Co 2 [ [x - vtJ 

erfc 2 Vdli 

[ vx ] [x + vt J] + exp d; erfc 2 Vdli . 

The numerical and analytical solutions are in excel
lent agreement for the low Peelet number (Pe = 1), 
but, as expected, agreement is not quite as good for 
the high Peelet number (Fig. 2). However, this kind 
of behavior is expected. 

Case 2: Two-Dimensional Advection-Dispersion 
Problem 

Consider a homogeneous, isotropic porous 
medium having a unidirectional steady-state flow 
with pore velocity v oriented along the x axis, per
pendicular to the medium (Fig. 3). A constant con
centration of Co is maintained over a portion of the 
boundary (0 < y < a) while the concentration over 
the rest of the boundary is kept at zero (a < y < 1). 
Initially the concentration throughout the system is 
zero. Assuming a constant transverse-dispersion 
coefficient dt and a longitudinal dispersion coeffi-
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Figure 2. Case 1: Comparison of numerical and analyti
cal results for two different Peclet numbers. [XCG 855-
252] 

cient d" this problem can be solved analytically (e.g., 
Cleary and Ungs, 1978). Computer program 
TDAST, developed by lavandel et al. (1984), models 
this problem. Taking a = 0.5 (m), v = 0.1 (mjday), 
d, = 0.025 (m2jday), and dt = 0.0025 (m2jday), this 
problem was modeled with CHAMP. Comparing 
the CHAMP results with the TDAST results shows 
good agreement (Figs. 4-6). 
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.. 

Figure 3. A schematic diagram showing the 2-D plane
dispersion model (after Javandel et aI., 1984). [XBL 831-
1641] 
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Figure 4. Case 2: Distribution of contaminant at 
x = 2.25 m and t = 20 days. [XCG 855-254] 
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Figure 5. Case 2: Concentration distribution parallel to 
the inflow boundary at x = 0.125 m and t = 20 days. 
[XCG 855-253] 
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Figure 6. Case 2: Horizontal distribution of the contam
inant right below the upper edge of the contaminant inlet 
boundary. [XCG 855-255] 
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A Technique for Modeling Flow to a Soil Sampler 

T.N. Narasimhan and S.J. Dreiss* 

For investigating the chemical quality of waters 
in the partially saturated zone, soil-water samplers 
are invaluable devices. As shown in Fig. 1, they con
sist of a cylindrical pipe 3 to 4 cm in radius varying 
in length from less than a meter to a few meters, 

*Board of Earth Sciences, University of California, Santa Cruz. 
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depending on need. Attached to one end of the tube 
is a porous cup made up of a hydrophilic material 
with submicron size pores; the other end is provided 
with a tight stopper and a tube with a pinchcock. 
The porous cup keeps out the air and allows only 
water to enter the sampler. By evacuating the 
sampler with a vacuum pump and closing off the 



PVC 
Tubing 

Ceramic 
Cup 

Figure 1. Schematic representation of a soil-water 
sampler. [XBL 865-1806] 

pinch cock, the pressure inside the sampler can be 
dropped below atmospheric, and the sampler cavity 
can be isolated from the atmosphere for protracted 
periods of time. 

In a partially saturated soil, the water pressure is 
less than atmospheric, and water is held in the soil 
pores by capillary forces. When an appropriately 
evacuated soil sampler is emplaced in a soil such 
that the fluid potential (elevation head plus pressure 
head) is less than that in the surrounding soil, water 
will move from the soil through the porous cap into 
the sampler. To understand the chemical and physi
cal processes that go on in the soil, it is of funda
mental importance to know the manner in which the 
sampler perturbs the flow regime in the soil as it 
extracts the water sample. 

Conventional mathematical models used to 
simulate the sampler seek to represent it as a fixed 
potential boundary, assuming that the air pressure 
within the sampler remains constant, regardless of 
the accumulation of water within it. To render the 
simulation more realistic, we have developed a tech
nique that considers the relationship between the air 
volume and the air pressure within the sampler. 
Preliminary results show that conventional tech
niques could be in considerable error in evaluating 
both the flow field and the quality. 
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MATHEMATICAL TREATMENT 

The general three-dimensional analysis of tran
sient fluid flow in a variably saturated system can be 
efficiently carried out using the integral finite
difference method (lFDM) and has been described 
elsewhere (Narasimhan et aI., 1978). We limit our 
discussion here to the sampler itself and its immedi
ate neighborhood, as shown in Fig. 2. The essence 
of the new technique can be summarized as follows: 

1. Treat the soil sampler as a volume element 
with a finite volume, and implement mass conserva
tion. 

2-. -Define an appropriate capacityfor-the 
sampler so that the quantity of water that accumu
lates in the sampler can be converted into an 
equivalent water level change in the sampler. 

3. Using Boyle's law compute the air pressure 
changes inside the sampler as water volume increases 
and air volume decreases. 

4. Use the water head as well as the air pressure 
head in the sampler while evaluating fluid fluxes 
between the sampler and the soil. 

The details of this new technique can be found in 
Narasimhan and Dreiss (1986). 

DISCUSSION 

Preliminary calculations using the new technique 
indicate that neglecting the compression of the air 

, i 
I 

.6 

.5 
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Figure 2. Discretized representation of the soil
water sampler and its vicinity. [XBL 865-1807] 



volume in the sampler could lead to significant 
errors, both in estimating the ability of the sampler 
to collect water samples as well as in understanding 
the flow regime around the sampler. To illustrate 
this we compare results based on our new technique 
(Fig. 3, top) with those of the conventional approach 
(Fig. 3, bottom). The conventional method, which 
assumes a prescribed potential boundary at the 
sampler, will predict an asymptotic stabilization of 
fluid pressures in the vicinity of the sampler. How
ever, the new model suggests that as the air pressure 
begins to increase with the accumulation of water in 
the sampler, a back pressure, as it were, will be 
developed, and the sampler will attain a static equili
brium with the soil. As a result, the fluid pressures 
in the immediate vicinity of the sampler J,ill fall for 
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Figure 3. Fluid pressure head at selected nodal 
points in the immediate vicinity of the sampler. 
Top. Technique proposed in this article. Bottom. 
Constant-potential-boundary condition imposed at 
the sampler. [XBL 865-1808] 
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Figure 4. Cumulative inflow of water as a function 
of time. Comparison of the new technique with 
constant-potential-boundary condition. [XBL 865-
1809] 

a short time, rise again, and asymptotically approach 
the initial conditions. This phenomenon could pro
foundly affect our interpretation of the significance 
of the sample collected in relation to geochemistry. 

The cumulative inflow of water into the sampler 
is shown in Fig. 4, as computed by both the new 
technique and the constant-potential-boundary ideal
ization. It is readily seen that for the conditions con
sidered in the particular problem, the constant
potential idealization predicts unlimited flow of 
water into the sampler, whereas the sampler is likely 
to shut itself off with the accumulation of about 
50 cc of water. This difference too is quite signifi
cant. 
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On the Role of Solid Diffusion in Reactive Chemical Transport 

T.N. Narasimhan and C. W. Liu 

Compared with that in the aqueous phase, the 
diffusivity of chemical species in the solid phase is 
known to be 10-15 orders of magnitude smaller 
under room temperature. Therefore, solid-state dif
fusion is usually neglected in considering reactive 
chemical transport in groundwater systems. 
Nevertheless, given sufficient time and favorable 
conditions, solid diffusion may become important. 
It is conceivable that for the time scales of interest in 
radioactive waste disposal (l0,000-100,000 years) 
and for the type of materials of interest (engineered 
clay barriers or volcanic tuft), solid diffusion could 
constitute an important mechanism for retarding 
contaminant migration in groundwater systems. 
Considering solid diffusivities in the range 
10-26_10- 22 m2/s and using grain sizes in the range 
1-10 /-Lm, we carried out parametric studies to gain 
insights into the conditions under which solid diffu
sion may be important in reactive chemical tran
sport. Our studies show that under those conditions, 
solid diffusion could be important on a time scale of 
a few thousand years. Recent experimental work by 
White and Vee (1985) suggests that the diffusivity of 
Cs in volcanic glass is about 2 X 10-19 m2/s. 
Although they report that the diffusivities of silicates 
such as feldspar were below their detection limit of 
10-27 m2/s, we must recognize that solid diffusivity 
is sensitive both to temperature and to the many sur
face defects and dislocations that are often present 
on mineral surfaces. Therefore, an argument could 
be made that for problems related to radioactive 
waste disposal and the long-term disposal of other 
toxic wastes, solid diffusion may prove to be an 
important retarding mechanism. 

GOVERNING EQUATIONS 

In dealing with reactive chemical transport, we 
need to consider the evolution of chemical concen
trations in three separate phases: the aqueous phase, 
the adsorbed phase on the surface of the solids, and 
the absorbed phase within the solid. The interac
tions between the aqueous phase and the adsorbed 
phase is commonly taken into account using the con
cept of partition coefficient, Kd, assuming instantane
ous exchange of species between the two phases. We 
follow that approach here. 

The interaction between the adsorbed phase and 
the solid phase, however, involves the introduction 
of certain new concepts. To exchange species 
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between the surface of the solid and the solid itself, 
we need to define a concentration gradient at the 
surface. To define such a concentration gradient, it 
is necessary define a concentration for the adsorbed 
phase that will be dimensionally consistent with the 
concentration defined within the solid, which has 
units of mass/mass. For purposes of such a defini
tion, we postulate, as an approximation, that all of 
the adsorbed species on the surface of the solid is 
contained in an outer shell of the solid that is 1 nm 
in thickness. Once such a definition is made, the 
simulation of advective-diffusive-dispersive chemical 
transport in the presence of solid diffusion can be 
carried out in a straightforward manner using the 
multiple interacting continua approximation pro
posed by Pruess and Narasimhan (1985). The 
modeling studies were carried out using the IFDM 
program TRUMP (Edwards, 1972). 

RESULTS 

Figure 1 shows the breakthrough curve for a I-m 
column of a porous medium, consisting of uniform 
spheres of radius 10 /-Lm, through which water flows 
at a steady rate of 0.1 m/year. It is seen that the 
curves for Ds = 10-24 and 10-23 m2/s flatten out at 
CICo ratios of about 0.92 and 0.81, respectively, 
indicating measurable loss of the species into the 
solids by diffusion. Note that the flattening occurs 
after about 1000 years. Under the same conditions, 
if the particle size is reduced to 1 /-L, then the same 
curves shown in Fig. 1 could be obtained with dif
fusivities about an order of magnitude smaller. 
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Figure 1. One-dimensional column. Breakthrough 
curves for different Ds values for IO-Jl particle radius and 
groundwater velocity of 0.1 m/year. [XBL 865-1935] 



For purposes of comparison it is convenient to 
define a variable SR to denote the ratio of the 
amount of a species contained in the solid as a frac
tion of the total quantity of that chemical species in 
the system. In Table 1 we show SR, expressed as a 
percentage, as a function of time, particle radius, and 
Ds. Note that at a diffusivity of 10-25 m2/s, as much 
as 18% of the species could reside in the solids after 
5000 years if the particle radius is 1 jlm. Our calcu
lations also showed that as the column length is 
increased and the residence time of the electrolyte in 

Table 1. Values of SR as a function of Ds for various 
values of particle radius and time. 

Solid diffusivity (m2/s) 

Particle radius 10 ,urn Particle radius I ,urn 

Years 10- 24 10- 25 10-25 10-]6 

100 0.20 0.02 0.23 0.02 

500 1.27 0.13 1.31 0.13 

1000 3.09 0.31 3.14 0.31 

2000 7.13 0.72 7.16 0.72 

3000 10.94 1.11 10.97 1.10 

4000 14.46 1.45 14.48 1.45 

5000 17.71 1.78 17.72 1.77 

the water is increased, solid diffusion could play an 
increasingly important role. 

CONCLUSIONS 

The calculations presented here, as well as the 
experimental results of White and Yee (1985), sug
gest that the role of solid diffusion should be taken 
more seriously in connection with the long-term 
disposal of radioactive wastes and other toxic chemi
cal wastes in geologic media. Apart from the experi
mental work that is needed in this regard, there 
exists a need for a rigorous theoretical basis for han
dling the interaction between the adsorbed phase and 
the solid phase. The ad hoc approach that we have 
taken here-assuming that all the adsorbed phase is 
contained in a I-nm shell of the solid-is merely an 
approximation. A rigorous approach would have to 
be based on chemical potentials, which ultimately 
drive the species into the solid. 
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Simulation of Coupled TUM Interactions in Fluid Injection into 
Fractured Rocks 

J. Noorishad and c.F. Tsang 

The deformation of fractured rocks in response 
to fluid pressurization (e.g., by fluid injection) is a 
well-known phenomenon. Repressurization of 
hydraulically induced fractures in hydrofrac experi
ments is commonly used to obtain better estimates 
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of in situ stresses. In this procedure the compressive 
stress in the fracture is neutralized by the pressure of 
the injected fluid, resulting in the complete separa
tion of fracture surfaces. The deformation process, 
both in the rock as a whole and in the fracture 



specifically, is a coupled phenomenon. Thus far, the 
realistic simulation of fluid injection has not been 
possible because of the lack of data and the complex
ity of analysis. These limitations are even greater if 
one considers nonisothermal injection, which is used 
in hot-dry-rock experiments or cold-water flooding of 
oil reservoirs. Cold-water flooding entails a triply 
coupled process among the flow of heat, the flow of 
fluid, and the host medium deformability (THM 
phenomena). Theoretical developments of Nowacki 
(1962) and other observations (e.g., Stephens and 
Voight, 1982) have pointed to the important role of 
thermal stress in the process of fracture deformation. 
Even though the scarcity of data and complexity of 
the processes prevent the realistic simulation of 
THM phenomena, the availability of numerical pro
cedures (Noorishad et aI., 1984) does allow a scoping 
analysis of some observations to be made. This arti
cle is intended to explain the observations made for 
the case of cold-water flooding of an oil reservoir. 

THEORETICAL CONSIDERATIONS 

Field equations of the THM phenomena, the 
general setup of a THM initial boundary value prob
lem, and a numerical solution approach are given in 
Noorishad et al. (1984). That work also provides a 
basis for an understanding of the role of thermal 
stresses in the THM phenomena through inspection 
of the stress-strain relationships. In the formulations 
presented there, the temperature term is similar to 
the pressure term, with Biot's coupling coefficient 
(Biot, 1941) replaced by E "f/(1 - v), where E and v 
are elastic moduli and "f is the linear thermal expan
sion coefficient. Solutions of uncoupled thermoelas
ticity, such as that of thermal stresses in an elastic 
thick-walled cylinder (Nowacki, 1962), provide a 
good insight. The variation in the tangential stresses 
at the inner cylinder boundary, caused by a change 
in temperature I:l.T, is given as 

(1) 

where a is the inner cylinder radius and tension is 
assumed positive. A change in temperature of about 
10°C can create stress variations from I to 10 MPa 
depending on the magnitude of the elastic moduli 
used in the calculation. It is obvious that such 
stresses could exceed the tensile strength of rocks in 
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certain cases. To investigate the role of thermal 
stresses in circumstances where transport of energy is 
enhanced by fluid flow, as well as in conjunction 
with the mechanical aspect of the flow of fluids, 
numerical techniques such as the code ROCMAS 
(Noorishad et aI., 1984) must be used. 

APPLICA TION 

The numerical simulation in this work is based 
on semiquantitative data on cold-water flooding 
experiments provided by an oil company. In these 
experiments, it was noticed that hydrofracing and/or 
reopening of existing fractures in the warm reservoir 
consistently took place at pressure gradients that 
were 1.5 X 10- 3 MPa/m less than the expected 
values. For a reservoir at a depth of about 3000 m, 
the above reduction in gradient implies a shut-in 
pressure reduction of about 5 MPa. Equation (1) 
shows that this corresponds to a 10°C average cool
ing of the rocks near the well for a hard host rock. 
Using the code ROCMAS (Noorishad et aI., 1984), 
we constructed a hypothetical two-dimensional (x-y) 
model of the reservoir to study this problem. Table 
1 provides the data used in this model. Figure I 
shows a sketch of the geometry and the initial and 
boundary data. As can be seen, a fracture spans the 
geometry of the model. In the field experiments, the 
wells are pumped at constant rates until well pres
sure stabilizes; the rate is then increased by a con
stant amount, and the procedure continues for a 
period of a day or more, during which one or two 
hydrofracing episodes is observed. A realistic simu
lation of the experiment is not possible; instead, we 
seek a crude approximation. We do this by obtain
ing a THM response of the model through a series of 
steady-state HM calculations that use the results of a 
coupled transient thermal analysis. The approxima
tion is justified because of the large difference 
between the time constants for fluid flow and heat 
flow. The fracture in the model is regarded to be 
closed initially (with aperture 10- 7 m). Pressuriza
tion of the reservoir opens the fracture elastically 
against the sustained compressive stresses. This 
increase in the aperture allows further penetration of 
the pressure front until the fracture goes into a ten
sion state and hydrofracing takes place. In the simu
lations, the occurrence of hydrofracing is marked by 
instability of the system in the solution. The pres
ence of thermal stresses accelerates this phenom-



Table 1. Data used for nonisothermal fluid injection into fractured 
rocks. 

Material Property Value 

Rock Mass density, Ps 2.5 X 103 kg/m3 

Porosity, rJ> 2.0 X 10- 1 

Young's modulus, Es 50.0 GPa 

Poisson's ratio, Vs 0.25 

Solid thermal expansion 
coefficient, 'Y 8.0 X 1O-6rC 

Specific heat, Cs 2.1 X 10- 1 kJ/kg·oC 

Thermal conductivity, KM 7.65 X 10-4 

kJ/ms·oC 

Permeability, k 2.5 X 10- 13 m2 

Biot's storativity constant, I/M 5.0 GPa 

Biol's coupling coefficient, C\' 1.0 

Fracture Initial aperture, 2b 10- 7 m 

Biol's storativity constant, I/M 1.0 GPa 

Initial normal stiffness, kn 100 GPa 

Initial stiffness, ks 

Friction angle, l/; 

Cohesion, C 

Porosity, rJ> 

alniection Well 
Ground Surface 

g~L.I, 
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N A ---A 
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7400m "I 
Boundary Traction 67 MPo ~ 
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Figure 1. Schematic geometry of the model and initial 
and boundary data. [XBL 859-107361 
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30° 
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enon. Figure 2 shows the results of an isothermal 
(HM) calculation and a nonisothermal (THM) calcu
lation of the model. As can be observed in the fig
ure, the system becomes unstable at an Injection 
pressure close to one order of magnitude less than 
that of isothermal injection calculations. Figure 3 
depicts the advancement of the thermal front in the 
fracture, and Fig. 4 displays the calculated HM and 
THM pressure distributions in the fracture as the 
fracture walls separate from each other with the 
advancement of time. 
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CONCLUSION 

We have constructed a THM model of a cold
water flooding experiment in an oil reservoir. Prel
iminary calculations with this model show that 
hydrofracing occurs 10 times earlier when thermal 
effects are taken into account than when they are 
ignored. 
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Vapor-Dominated Geothermal Reservoirs As Heat Pipes in 
Fractured Porous Rock 

K. Pruess 

The few vapor-dominated geothermal reservoirs 
known worldwide continue to pose challenges to 
researchers and engineers. A general conceptual 
model of these systems was developed by White et 
al. (1971), but many of the important quantitative 
aspects are not well understood. For example, the 
question of magnitude and spatial distribution of 
fluid reserves, which is of great practical significance, 
has not been resolved. Many researchers have held 
that the saturation of dispersed liquid water in the 
natural state is near the irreducible limit of perhaps 
30%. This conjecture was rejected by Pruess and 
Narasimhan (1982), who demonstrated theoretically 
that in a fractured medium with low permeability of 
the rock matrix, saturated or superheated steam 
would be produced from the fracture network even if 
the liquid is mobile in the rock matrix. These 
authors concluded that the observed production 
characteristics of vapor-dominated systems are com
patible with large average water saturation. Direct 
evidence in support of this hypothesis was recently 
obtained from geochemical observations. From an 
analysis of non condensible gas concentrations, it was 
concluded by D' Amore et al. (1982) that a very large 
fraction of fluids produced at The Geysers, up to 
99%, originated from boiling of liquid phase in the 
reservoir. The objective of the work reported here 
was to investigate further the possibility of large 
average water saturation in vapor-dominated reser
voirs and to develop a quantitative model for the 
natural state as well as for the natural evolution of 
such systems (Pruess, 1985). 

HEAT PIPES 

Vapor-dominated reservoirs are natural heat 
pipes; i.e., heat transfer occurs mainly by means of 
vaporization and condensation in a two-phase coun
terflow system. From an analysis of this heat 
transfer process, we have been able to derive a sim
ple relationship between vertical heat flux Q and 
effective vertical permeability k/ for liquid phase 
flow: 

Here Q is measured in SI units of W/m 2• Vertical 
heat flow at The Geysers, California, and Larderello, 

121 

Italy, is typically in the range of 0.5-4 W 1m2, indi
cating effective vertical permeabilities to liquid of 
5 X 10- 18 to 40 X 10-18 m2 (5-40 microdarcies) in 
the main reservoir. These values may exceed the 
absolute permeability of unfractured rock, in which 
case some liquid permeability would have to be 
present in the nearly vertical fractures. If true, this 
would suggest that liquid saturation in the rock 
matrix is in fact large, as capillary forces would 
otherwise tend to drain mobile liquid from the frac
tures into the small pores of the rock matrix. 

NUMERICAL SIMULATIONS 

It is believed that most fractures at The Geysers 
and at Larderello are nearly vertical. For purposes 
of numerical simulation, we have idealized this 
situation as shown in Fig. 1. We model the reservoir 
system as consisting of identical vertical rock slabs, 

Figure 1. Plan view of our idealized reservoir model. 
Broken lines indicate vertical fractures. Discretization of 
the rock matrix blocks is also shown. [XBL 813-2753] 



separated by two sets of plane, vertical, infinite frac
tures. As the overall extent of the reservoir is large 
compared to fracture spacing (here assumed to be 50 
m), it is necessary to model only one symmetry unit, 
consisting of one slab and its surrounding fractures. 
A vertical section through the model system is 
shown in Fig. 2. Formation parameters were chosen 
to be representative of The Geysers and Larderello. 
The initial conditions in our computer simulations 
were chosen for single-phase liquid water in vertical 
pressure equilibrium at a temperature of 240°C. In 
response to a heat flux of 1 W 1m2 injected at the 
base, the system goes through a transient evolution. 
Increasing temperatures expand the water, causing a 
small amount to be expelled into the caprock. Pres
sures tend to decrease slightly, and boiling is ini
tiated in the fractures. After some 2000 years the 
system reaches a steady state, which can be described 
as a liquid-dominated two-phase reservoir (see Table 
1). Temperature and pressure conditions closely 
approximate a boiling-point-for-depth profile 
(B.P.D.). This state is a plausible "precursor" of a 
vapor-dominated state. The existence of such a pre
cursor state, with higher pressures and temperatures 
than presently found in vapor-dominated systems, 
has been convincingly demonstrated by mineralogi
cal and fluid-inclusion work (e.g., Sternfeld and Eld
ers, 1982). The liquid-dominated state described 
above is stable against "small" perturbations. We 
hypothesize that a transition to a different state 
could be triggered by a natural discharge event, 
perhaps in response to tectonic movement. We have 
subjected our computer model of a liquid-dominated 

Table l. Overview of simulations. 

Physical 
Simulated process time (years) 

Heating of reservoir in response 2032.3 
to heat flux entering fractures 
at bottom; mass loss into caprock 

Venting from top of fractures at l.66 
a rate of 40 kg/s·km2 

Evolution of reservoir with 1468.5 
sealed caprock and continued 
heat injection at bottom 

Not to scale. 

Figure 2. Vertical section through our reservoir model. 
[XBL 853-10352] 

two-phase reservoir to a limited discharge event, in 
which approximately 7% of original fluid reserves is 
vented through the caprock (see Table 1). Subse
quently, the caprock is sealed (chemical precipitation 
in boiling!) and the system permitted to attain a new 
steady state. After approximately 1500 years, the 

Final average liquid saturation 

Result Fractures Entire reservoir 

Liquid-dominated 98.8% 99.91% 
two-phase reservoir 
(steady state) 

Highly perturbed 2.5% 92.3% 
conditions in 
fractures 

Vapor-dominated 1.1% 89.1% 
two-phase reservoir 
(steady state) 
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system attains a steady state that has the characteris
tic attributes of a vapor-dominated reservoir: The 
vertical pressure gradient is small, being approxi
mately 10% larger than the vaporstatic value. Vapor 
saturation in the fractures is near 98.9%, so that fluid 
withdrawn from the fracture network would have an 
enthalpy close to that of saturated steam (2.8 MJ/kg). 
The matrix has a large liquid saturation of 89.1 % on 
average (see Fig. 3). 

DISCUSSION 

The reservoir model described above provides, 
for the first time, a quantitative description of the 
natural state of a vapor-dominated reservoir and its 
evolution from a liquid-dominated precursor. A 
number of approximations and idealizations were 
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Figure 3. Contours of liquid saturation (in %) in the rock 
matrix in the vapor-dominated steady state. Note that the 
horizontal scale is exaggerated tenfold. [XBL 853-10354] 
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made, and those need to be further explored and 
refined. However, the need for further work is not 
expected to affect the principal conclusion that can 
be drawn from the computer simulations, namely, 
that a hydrologic setting with dual permeability and 
porosity is needed to make possible the transition 
from the liquid-dominated to the vapor-dominated 
state. It is only because of the pressure control pro
vided by the high-permeability network of fractures 
that a limited-discharge event can trigger the evolu
tion of a thick vapor-dominated zone. The detailed 
definition of thermodynamic conditions in such a 
zone obtained in our computer model should facili
tate future efforts at quantifying the response of 
vapor-dominated reservoirs to production and injec
tion operations. 
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C02 Trends in the Larderello Vapor-Dominated Reservoir 

K. Pruess, R. Celati, * C. Calore, * and F. D'Amore* 

Most Larderello wells produce superheated 
steam, with a noncondensible gas content of 3-10% 
by weight, of which typically 95% consists of CO2. 
For most wells for which long-term depletion data 
are available, the gas content of the discharge shows 
remarkably small temporal variations. In many 
wells the gas-steam ratio changes by no more than 
10-20% over several decades. There is a tendency 
for gas content to increase initially for a number of 
years, then stabilize, and eventually decrease 
(D' Amore and Truesdell, 1979). 

FLUID RESERVES 

Extrapolating data given by Sestini (1970), we 
estimate total fluid extraction from the central zone 
of the Larderello field to date as 400 X 109 kg and 
specific depletion in this zone as (conservatively) 10 
kg/m3. For an estimated average porosity of ~ 5%, 
this depletion corresponds to a decrease in average 
liquid saturation of fj,.S, ~ 25%, so that initial liquid 
saturation in the reservoir could not have been less 
than 25%. Could the produced CO2 have been 
stored in the original reservoir fluid? Figure 1 shows 
that storage of 5% by weight of C02 in two-phase 
fluid with S, ~ 25% requires a CO2 partial pressure 
of P co, ~ 15 bars, whereas typical values that have 
been observed in Larderello are in the range of 1-2 
bars. We conclude that most of the CO2 produced at 
Larderello could not have been stored in the original 
reservoir fluids but must have been supplied by an 
external or internal source (mineral buffer). In view 
of the generally minor changes in CO2 content of 
produced vapor, the latter possibility is considered 
more likely. 

*International Institute for Geothermal Research, Italy. 
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Figure 1. CO2 mass fraction in two-phase fluid as a func
tion of liquid saturation. [XBL 8412-13522] 

MINERAL BUFFER 

Cavarretta et al. (1982) suggested that CO2 par
tial pressures at Larderello may be controlled by the 
reaction 

2 clinozoisite + 3 quartz + 2 calcite 

= 3 prehnite + 2 CO2 (1) 

Following these authors we have considered a deple
tion model with a mineral buffer as given by (1). An 
internal CO2 source/sink was incorporated into the 
MULKOM simulator, with a first-order rate expres
sion given by 

qeo, = a(PC'b, - Peo,) (2) 

The temperature dependence of equilibrium CO2 
pressure, P c'b" for Eq. (1) was provided to us by 
G. Gianelli (private communication, 1984). It is 
interesting to note that Gianelli's expression predicts 
that the ratio of equilibrium partial pressure of CO2 
to saturated vapor pressure is practically constant in 
the temperature range 200-300°C. 
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Figure 2. Block depletion model with mineral buffer 
given by Eq. (I). CO2 mass fractions (a) and enthalpy 
(b) trends for the discharged fluid. Cases I to 4 have gen
eration rate constants of 10- 10, 10- 12, 10- 13, and 10- 14 

kg/m 3·s·Pa, respectively. [Top, XBL 851-8802; bottom, 
XBL 851-8803[ 

NUMERICAL SIMULATIONS 

Using the above model of a finite-rate mineral 
buffer, we have simulated the depletion of individual 
blocks and idealized reservoir zones in Larderello for 
different values of the rate constant ex in Eq. (2). 
Some results for depletion of matrix blocks are 
shown in Fig. 2. Predicted enthalpies and CO2 mass 
fractions are generally consistent with field data, but 
observed CO2 concentrations tend to be somewhat 
larger than the simulated values. This suggests that 
either the thermodynamic data used in obtaining 
CO2 partial pressures for Eq. (1) were somewhat 
inaccurate or that additional minerals may partici
pate in buffering CO2. 
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Effective Continuum Approximation for Fluid and Heat Flow in 
Fractured Porous Tuff 

K. Pruess, 1.S. Y. Wang, and Y. W. Tsang 

Assessing the performance of a hypothetical 
nuclear waste repository in the partially saturated 
tuffs at the Nevada test site requires the prediction 
of fluid and heat flow in an extremely complex 
hydrologic setting. The potential host formations 
possess both matrix and fracture permeability and 
porosity. In undisturbed natural conditions, forma
tion water is believed to reside solely in the tight 
rock matrix, where it is held by capillary and adsorp-
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tive forces. The highly permeable network of inter
connected fractures contains air and a small amount 
of water vapor. Because of the generally small frac
ture spacing, believed to be on the order of 20 cm, it 
is impractical to make a description of fluid and heat 
flow on the detailed scale of individual fractures and 
rock blocks. For the space and time scales of interest 
for performance assessment, it is necessary to 
develop approximations that, while greatly simplify-



ing the quantitative description of the phenomena, 
will nonetheless provIde a reasonably accurate pred
iction of fluid and heat flow. 

EFFECTIVE CONTINUUM 

The simplest possible approximation would 
attempt to represent the fractured porous medium as 
one single effective continuum. We have performed 
numerical simulations of fluid and heat flow near 
high-level nuclear waste packages in a fractured
porous-medium setting with idealized geometry (see 
Fig. I), the results of which suggested to us that 
under certain conditions an effective continuum 
approximation should in fact be feasible (Pruess et 
aI., 1985). Using the simulation results, we devised a 
simple procedure to account for fracture flow by 
means of effective relative permeabilities in the rock 
matrix, which can attain values larger than I. Where 
applicable, this simplification could reduce required 
computational effort by many orders of magnitude 
compared with explicit fracture calculations. Test 
calculations presented in Pruess et aI. (1985) indi
cated that the concept worked well in the two cases 
studied. Here we review more recent work directed 
toward the following objectives: (1) Develop a 
theoretical basis for an effective continuum approxi
mation. (2) Examine the possibility to extend the 
approximation over the entire range of liquid satura
tions, from fully saturated to partially saturated to 
dry. (3) Study the validity of the approximation for 
a range of parameters and processes. 
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LOCAL THERMODYNAMIC EQUILIBRIUM 

As a sufficient criterion for an effective contin
uum approximation to be valid, we propose the con
dition of approximate thermodynamic equilibrium 
between fractures and matrix blocks locally, i.e., on 
the scale of individual matrix blocks. If this condi
tion is satisfied, it is possible to derive the following 
expression for effective relative permeabilities kfJ of 
phase {3 (= liquid, gas): 

(I) 

Here, kfJ,m and kfJ! are the relative per~eabiliti~s for 
matrix and fractures, respectively, and k m and kf are 
the absolute (single phase) permeabilities of the 
matrix and fracture continua. Equation (I) is valid 
for the entire range of average liquid saturations 0 ~ 
Sf ~ l. It has to be evaluated subject to the con
straint of capillary equilibrium between matrix and 
fractures. As an example, Fig. 2 shows effective 
liquid and gas phase relative permeabilities obtained 
from Eq. (1) for fracture and matrix parameters used 
in previous modeling studies (Pruess et aI., 1985). 
The interplay of fractures and matrix produces a 
characteristic "double hump" shape for the effective 
liquid relative permeability. 

The validity of the effective continuum approxi
mation will depend upon formation parameters and 
process characteristics. In a general sense the 
approximation is expected to work well for 
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Figure 1. Effective relative permeabilities (left, liquid; right, gas) for a fractured porous medium. 
Parameters correspond to case I of Pruess et al. (1985). [left, XBL 8511-4792; right, XBL 8511-4791] 
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Figure 2. Idealized emplacement configuration. An 
infinite linear string of waste packages is intersected by 
fractures with O.22-m spacing. !XBL 847-9831] 

(a) "small" and "slow" perturbations of the flow sys
tem, (b) "small" fracture spacing, and (c) "suffi
ciently large" matrix permeability. A more specific 
quantitative evaluation of the validity of the effec
tive continuum approximation is possible by means 
of numerical simulations. 

NUMERICAL SIMULATIONS 

The simplest approach for evaluating the effec
tive continuum approximation is to compute a flow 
process of interest using both (a) an explicit discreti
zation of fractures and (b) an effective continuum 
description. By comparing the results obtained with 
the two methods, the validity of the effective contin
uum approximation can be evaluated. A straightfor
ward implementation of this approach is possible 
and was carried out with good results by Pruess et 
aI., (1985). A severe limitation of this approach, 
however, is that the explicit fracture calculations are 
so costly that an evaluation of the effective contin
uum approximation can be accomplished only for a 
time scale of a few months. For applications in per
formance assessment it is necessary to ascertain the 
validity of the approximation over much larger time 
scales. To accomplish this objective we proceeded as 
follows. We performed effective continuum calcula
tions for fluid and heat flow following waste 
emplacement for several thousand years. These cal
culations were halted at a number of intermediate 
times during the hydrologic cycle (heating-drying, 
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cooling-resaturation). The effective continuum 
results were then used to initialize several explicit 
fracture calculations at these intermediate times. By 
running each of the explicit fracture calculations for 
several months, it is possible to examine the accu
racy of the effective continuum approximation at 
any desired time. The initialization of the explicit 
fracture calculations was made on the basis of the 
principle of "local thermodynamic equilibrium" 
between matrix and fractures, and a special com
puter program was written for the required prepro
cessing of thermodynamic state variables. 

As an example of simulated results, Fig. 3 shows 
liquid flow rates (per waste package) and suction 
pressures for a flow system like that indicated in Fig. 
1 at a time of 5.52 years after waste emplacement. 
These results were obtained by running an effective 
continuum approximation out to 5 years and then 
reinitializing both an effective continuum and an 
explicit fracture calculation for an additional 0.52 
years. The agreement between both calculations is 
good, and matrix and fractures are generally seen to 
be in approximate local thermodynamic equilibrium. 
Satisfactory agreement between effective continuum 
and explicit fracture calculations was also obtained 
at other times and for different sets of formation 
parameters. 

CONCLUSION 

In this work we have developed a general con
ceptual basis for approximating multi phase fluid and 
heat flow in a fractured porous medium by means of 
an effective continuum approximation. Where 
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Figure 3. Liquid flow rates (per waste package) and suc
tion pressures at 5.52 years after waste emplacement as 
calculated with an explicit fracture model and an effective 
continuum approximation. !XBL 8511-12624] 



applicable, this approximation can reduce computa
tional work in flow modeling by many orders of 
magnitude, which is necessary in order for perfor
mance assessment calculations in a highly fractured 
medium to be feasible over large space and time 
scales. 

The validity of the effective continuum approxi
mation is dependent upon formation and process 
parameters. By means of simulation experiments, 
we have shown the approximation to be valid under 
conditions that are believed to be generally represen
tative of a potential high-level waste repository in 
the Yucca Mountain tuffs. 
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Preliminary Modeling of the Natural State of the Unsaturated Zone 
at Yucca Mountain, Nevada 

J.J. Rulon and G.s. Bodvarsson 

Yucca Mountain, located along the western edge 
of the Nevada Test Site, is a potential site for the 
construction of a geologic repository for high-level 
radioactive waste. Evaluation of the site requires 
that the hydrogeologic system be understood to the 
extent that reliable predictions can be made about 
the transport of radionuclides from the repository to 
the accessible environment. The hydrogeologic sys
tem at Yucca Mountain is extremely complex and 
poorly understood. The system is characterized by 
flow through heterogeneous, anisotropic, partially 
saturated fractured tuff in an arid environment. In 
this study, we used the numerical code TOUGH 
(Pruess, 1983) to examine the natural state of the 
system on the basis of the preliminary data. 

METHODOLOGY 

The discretized two-dimensional flow region 
shown in Fig. I includes the following hydrogeologic 
units: the Tiva Canyon welded unit (TCWU), the 
Paintbrush nonwelded unit (PNWU), the Topopah 
Spring welded unit (TSWU), the Calico Hills (vitric) 
nonwelded unit (CHV), and the Calico Hills (zeoli
tic) nonwelded unit (CHZ). The Topopah Spring 
welded unit is the proposed repository unit. In gen
eral, the welded units are ash-flow tuffs with high 
fracture densities, low matrix porosities, and low 
matrix permeabilities. The nonwelded units are bed
ded tuffs and ash-flow tuffs with low fracture densi-

128 

ties, high matrix porosities, and, in general, relatively 
high matrix permeabilities. In addition to these 
hydrogeologic units, a series of faults bounding 
Yucca Mountain to the east were grouped into an 
informal unit called the "fault zone" for the purpose 
of modeling. The fault zone is assumed to be highly 
fractured and transmissive in the vertical direction. 

The flow region is bounded below by the water 
table and above by the ground surface. The two vert
ical boundaries are assumed to be impermeable. 
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Figure 1. Discretized flow region used in the two
dimensional flow simulations. [XBL 852-10282] 



Table I. Absolute permeability of the units for the three types of simu
lations. 

Fracture-flow simulations, 
Matrix-flow simulations fracture-matrix-flow simulations 

Unit (ka )h (ka ),. (ka )h (ka ) .. 

TCWU 2.4 X 10-18 2.4 X 10-18 10-14 10-14 

PNWU 10-15 10-14 10-15 10-14 

TSWU 3.9 X 10-18 3.9 X 10-18 10-14 10-14 

CHV 5.0 X 10-16 5.0 X 10-15 5.0 X 10-16 5.0 X 10-15 

CHZ 9.3 X 10-18 9.3 X 10-18 9.3 X 10-18 9.3 X 10- 18 

Fault 
zone 5.0 X 10- 11 10-12 5.0 X 10- 11 10-12 

Note: (ka h = horizontal absolute permeability (m2); (ka)v = vertical 
absolute permeability (m2). 

Along the ground surface, a uniform flux was speci
fied to correspond with estimates of net infiltration 
made by Montazer and Wilson (1984). 

The simulations are of three general types: (1) 
the matrix simulations, in which steady-state flow 
through the highly fractured welded units is assumed 
to occur solely within the rock matrix; (2) the 
fracture-flow simulations, in which steady-state flow 
through the welded units is assumed to occur solely 
within the fractures; and (3) the fracture-matrix-flow 
simulations, in which flow may occur within both 
the fractures and the rock matrix. Table 1 lists the 
absolute permeabilities of the units for the three 
types of simulations. In the matrix-flow simulations, 
the absolute permeability of the welded units is rela
tively low compared with the fracture-flow and 
fracture-matrix-flow simulations. Measured mois
ture-retention curves were used to characterize flow 
through the rock matrix of the units. The van Genu
chten method was used to predict the corresponding 
relative-permeability curves. Theoretically derived 
characterisitic curves (Montazer and Harrold, 1986) 
were used to incorporate fracture-flow and fracture
matrix-flow conditions. Further details concerning 
the methodology and material properties are con
tained in Rulon et al. (1986). 
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RESULTS 

Figure 2 shows a typical vector plot of the mass 
flux at steady state for the matrix-flow simulations. 
Lateral flow occurs primarily within the PNWU and 
is attributed to the permeability contrast between the 
PNWU and TSWU, the anisotropy within the 
PNWU, and the dip of the units. Lateral flow above 
the repository unit is an important feature to estab
lish in the field, as it results in a reduction in flux 
through the repository horizon. Figure 3 shows the 
same type of plot for the fracture-flow and fracture
matrix-flow simulations. In contrast to the matrix
flow simulations, lateral flow occurs primarily at the 
base of the welded units, since the absolute permea
bility of the nonwelded units is assumed to be less 
than that of the welded units. Lateral flow at the 
base of the TSWU has important implications with 
regard to the flow paths available for solute transport 
and, hence, for travel-time calculations. 

Table 2 summarizes the results of the individual 
simulations. In all cases lateral flow is an important 
feature of the modeled flow system, even at very low 
infiltration rates (e.g., MX I). A comparison of MX 1 
and MX2 or FX 1 and FX2 shows that the lower the 
infiltration rate, the greater the amount of lateral 
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Figure 2. Typical vector plot of the mass flux at steady 
state for the matrix-flow simulations. [XBL 852-10284] 

flow above the repository unit. This is due to the 
reduced liquid permeabilities associated with lower 
infiltration rates in the Topopah Spring welded unit. 
A comparison of MX2 and FX2 indicates that, for 
the method used here to model fracture and matrix 
flow, the amount of lateral flow above the Topopah 
Spring welded unit is unaffected (within 10%) 
whether the flow through the welded units is res-
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Figure 3. Typical vector plot of the mass flux at steady 
state for the fracture-flow and fracture-matrix-flow simula
tions. [XBL 852-10285] 

tricted to the rock matrix or to the fractures. 
The fracture-matrix-flow simulations differed in 

the assumed air-entry values. In FXMX1, an air
entry value of -1.34 bars was assumed; in FXMX2, 
an air-entry value of -0.0134 bar was assumed. A 
comparison of the fracture-matrix-flow simulations 
indicates that lateral flow from the base of the 
TSWU is significantly reduced by a reduction in the 

Table 2. Summary of the results of the individual simulations. 

Simulation namea MXI MX2 FXI FX2 FXMXI FXMX2 

Infiltration rate (mm/year) 0.015 1.0 4.5 1.0 4.5 4.5 

Percentage of flow diverted 
laterally into fault zone 

From the TCWU 9 6 14 39 IS 12 

From the PNWU 48 42 5 0 5 

From the TSWU 0 0 24 25 24 5 

From the CHZ 0 0 0 0 0 

Total 57 48 44 64 44 18 

A verage flux in TSWU 
(mm/year) 0.0053 0.45 3.5 0.53 3.5 3.8 

Range of matric potential 
in TSWU (bars) -2 to -4 -2 -4 to -10 -4 to -16 -4 to -10 -0.05 

Range of matrix liquid 0.35-0.50 0.50-0.95 0.32-0.35 0.29-0.35 0.32-0.35 0.98 

aMX = matrix-flow simulation; FX = fracture-flow simulations; FXMX = fracture-matrix-flow simulations. 
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air-entry value. The reason for this is twofold: 
(1) the matric-potential gradient in FXMX2 is negli
gible beneath the PNWU, and (2) the flow paths are 
driven by the vertical gravity-potential gradient. 

The results shown in Table 1 can be compared 
with the preliminary field measurements of matric 
potential and liquid saturation. Field measurements 
indicate that the matric potential generally decreases 
with depth in the TSWU and ranges between - 1 
and - 10 bars (Montazer et aI., 1985). None of the 
simulations predicts a general decrease with depth in 
matric potential. However, all simulations except 
FX2 indicate that the matric potential varies 
between - 1 and -.10 bars. Field measurements on 
matrix samples indicate that the liquid saturation 
generally increases with depth and varies between 
0.30 and 0.80, with an average of 0.65 (Weeks and 
Wilson, 1984). MX2 provides the best match with 
the field data, as it predicts a depth-invariant liquid 
saturation with an average value of 0.6. Note, how
ever, that since the characteristic curves show 
increasing matric potential with increasing liquid 
saturation, the general trends in both sets of field 
data can never be matched simultaneously if the 
TSWU is modeled as a homogeneous unit. 

Simulations were performed to examine the 
influence of the absolute permeability of the fault 
zone on the occurrence of lateral flow and, hence, on 
the flux through the TSWU. By decreasing the per
meability of the fault zone by three orders of magni
tude, lateral flow above the TSWU becomes negligi
ble for fracture-matrix-flow conditions. 

The simulation results are considered prelim
inary because of uncertainties in our knowledge of 
the material properties and the mechanisms govern
ing fluid flow in unsaturated fractured rock. Much 
additional laboratory, field, and theoretical work is 
needed before reliable models of the natural state of 
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Yucca Mountain can be developed. This study was 
designed to provide the simplest possible representa
tion of the system using the available data. 
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Detailed Validation of a Mathematical Model Against Field 
Performance 

CF. Tsang and C Doughty 

In general, two requirements must be met before 
a numerical code can be accepted as a useful tool. 
First, it must be verified against analytical solutions 
to show (a) that the governing equations of the 
mathematical model have been correctly pro
grammed into the code and (b) that the numerical
solution algorithm works with adequate accuracy. 
Second, it must be validated against field data in 
order to check that the mathematical model used 
properly represents the physical processes taking 
place. 

A three-dimensional numerical code called PT 
has been developed at LBL (Bodvarsson, 1982) to 
calculate liquid and heat flow through a water
saturated porous or fractured porous medium using 
the integral finite-difference method. PT has been 
verified against a number of analytical solutions. 
This report summarizes a comprehensive field vali
dation study of the code (Tsang and Doughty, 1985). 

The field experiments were performed by 
Auburn University (Molz et aI., 1979, 1981, 
1 983a,b); they consisted of multiple cycles of injec
tion, storage, and production of hot water in a shal
low confined aquifer. The temperature field in the 
aquifer was monitored by a number of observation 
wells completed with thermistors at various depths. 
Five injection-storage-production cycles were carried 
out by Auburn University in close coordination with 
our modeling calculations. The validation of the 
code was done in several stages: 

1. History matching of the first and second 
cycles. All data from the experiment were available 
to the modelers. 

2. A double-blind prediction of the third and 
fourth cycles. Only the design parameters of the 
experiment were available to the modelers, not any 
results. During the course of the study, we were not 
informed of the experimental observations, nor were 
the experimenters informed of our calculated results. 
Calculated results were compared with field data 
only after each cycle had been completed. 

3. Optimization studies of alternative 
injection-production designs for the fifth cycle and 
subsequent comparison with experimental data of 
the fifth cycle. 

Progressing from each stage to the next provided 
a more stringent test of the numerical model, as the 
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code was used more and more as a predictive tool. 
In the course of the validation studies, we also car
ried out parameter sensitivity studies to identify 
which parameters affected the results of the experi
ment most significantly. 

HISTORY MATCH 

Each of the first two cycles lasted 6 months and 
involved the injection and recovery of about 55,000 
m3 of water heated to an average temperature of 
55°e. The groundwater temperature is 20°e. A 
quantitative measure of each cycle is the recovery 
factor, defined as the ratio of the energy produced to 
the energy injected when equal volumes have been 
produced and injected, with energies measured rela
tive to the groundwater temperature. The first-cycle 
recovery factor was 0.66, and the second-cycle 
recovery factor was 0.76. 

Well tests were conducted to determine the 
hydraulic properties of the aquifer, and laboratory 
tests were conducted on samples to determine ther
mal properties. An axisymmetric model was used 
for the calculation. After the calculation for each 
cycle, the calculated temperature distributions in the 
aquifer at various times were compared with meas
ured temperatures. Although the overall match is 
very good, the calculated temperature profiles appear 
to be sharper than the observed ones, indicating that 
the mathematical model underpredicts thermal diffu
sion. This is because the model does not include the 
heterogeneities of the real aquifer that cause finger
ing, leading to a diffuse front. By comparing the cal
culated temperatures with temperatures from obser
vation wells located in different directions from the 
injection-production well, some deviation from 
axisymmetry was noted also. However, the calcu
lated temperature of the produced water was found 
to agree very closely with the observed temperature, 
within about l°e. The production temperature pro
vides an integrated result of the cycle, because it is 
the average temperature of water from all directions 
around the injection-production well. The time 
average of the production temperature is propor
tional to the recovery factor. PT calculated recovery 
factors of 0.68 and 0.78 for the first and second 
cycles, respectively, as compared with experimental 
values of 0.66 and 0.76. This excellent agreement 



indicates that the small heterogeneities of the system 
tend to balance out and that, on the whole, an 
axisymmetric model of the system is appropriate. A 
parameter study indicated that the permeability 
anisotropy has an important effect on the results of 
the experiment. A mesh variation demonstrated the 
range of mesh spacing appropriate for this particular 
problem and showed that numerical dispersion may 
mimic physical dispersion caused by aquifer hetero
geneities. 

DOUBLE-BLIND PREDICTION 

The third and fourth cycles of the Auburn exper
iments were conducted in a new area of the aquifer. 
The average injection temperature was 59°e for the 
third cycle and 82°e for the fourth cycle. A fully 
penetrating injection/production well was used for 
the entire third cycle and for the injection period of 
the fourth cycle. During the fourth-cycle production 
period, the well was modified to withdraw water 
from only the upper half of the aquifer. 

The third-cycle calculation predicted a recovery 
factor of 0.61. After reporting this result to Auburn, 
along with calculated temperature distributions in 
the aquifer for various times and the production 
temperature curve, Auburn reported the experimen
tal results to us. The experimental recovery factor of 
0.56, although somewhat below the calculated value, 
indicates an acceptable prediction. However, the 
experimental temperature distributions in the aquifer 
at the end of the injection period are rather different 
from the calculated results, as can be seen in Fig. 1, 
where two experimental plots show perpendicular 
cross sections through the aquifer. Apparently, there 
is a high-permeability layer in the middle of the 
aquifer, into which the injected fluid preferentially 
flows. After some parameter studies, we chose to 
represent the system with a three-layer-aquifer model 
in which the middle layer has a permeability 2.5 
times that of the upper and lower layers. This 
three-layer-aquifer model reproduced the experimen
tal temperature distributions and production tem
perature quite well and predicted a recovery factor of 
0.58, much closer to the experimental value than 
that predicted by the previous one-layer-aquifer 
model. This is significant because layering is diffi
cult to detect through conventional well-test analysis, 
which typically gives a single average permeability 
value for a heterogeneous medium. 

The fourth-cycle predictive calculation also was 
made with the three-layer-aquifer model. This cycle 
involved injection of much hotter water, at 82°e, 
than had been used before, causing buoyancy flow in 
the aquifer to be a dominant effect for the first time. 
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Because of the large buoyancy flow, the expen
menters modified the production well to extract 
water only from the upper half of the aquifer. The 
calculated recovery factor was 0.42, as compared 
with the experimental value of 0.45. The match 
between the experimental and calculated production 
temperatures was acceptable, but the discrepancy was 
larger than for the previous cycles. 

OPTIMIZATION DESIGN STUDIES 

An optimization design study was done before 
the fifth cycle of the field experiment with the pur
pose of designing an experiment that would yield an 
optimal recovery factor for an 800 e cycle lasting a 
total of 3 months. A series of injection-production 
schemes using different well-screen open intervals 
were simulated (Doughty and Tsang, 1984). Three 
general approaches were taken to counteract buoy
ancy flow: (1) Simply inject into and produce from 
the upper portion of the aquifer, where most of the 
hot water would naturally flow because of buoyancy 
effects. (2) Attempt to maintain a compact shape for 
the injected fluid; buoyancy flow is counteracted by 
pumping from the bottom of the aquifer as hot water 
is injected into the top. (3) Inject into the upper por
tion of the aquifer, and while producing from the 
upper portion, produce (and discard) colder water 
from the lower portion of the aquifer through a 
"rejection well" located next to the injection
production well, thus eliminating any upward flow of 
cool water into the production well that would lower 
production temperature. 

In general, method (3) appeared to be most suc
cessful in yielding a high recovery factor. After the 
optimization design studies were completed, the fifth 
cycle was carried out, using 800 e water and an 
injection-production scheme patterned after method 
(3). Unfortunately, the duration of the fifth cycle 
and the volume stored differed substantially from 
the values used in the design studies, making a direct 
comparison of recovery factors impossible, although 
relative results of the design studies are applicable. 

CONCLUSIONS 

To demonstrate that a sophisticated numerical 
code is a useful and convincing tool requires consid
erable effort, but it is an important task in view of 
the increasing frequency with which numerical 
models are depended upon to yield results that criti
cally influence significant and costly decisions. A 
proper validation of a numerical code requires not 
only verification against analytical or semianalytical 
solutions, but also detailed field validation studies, 
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Figure 1. Temperature distribution after the third-cycle injection period. [XBL 8412-5401] 

as described in this report by means specific exam
ple. 

The history match is only the first stage of a vali
dation process. The goal is not a perfect match, but 
a match that meets the accuracy required for 
decision-making purposes, with discrepancies that 
are understood. A discrepancy can represent not 
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only an inaccurate solution procedure, but a failure 
of the basic formulation of the problem to include a 
certain physical effect. Sometimes a careful study of 
the discrepancy can point to new phenomena and 
open up new directions of research. The double
blind prediction studies ensure that there are no hid
den fitting parameters and avoid subconscious (or 



otherwise) influence of final results on the calcula
tions. Success in this effort gives confidence in the 
capability of the code to predict the future behavior 
of the system studied. Optimization studies demon
strate the flexibility of the code to address alternative 
scenarios and arrangements, and they yield results 
that are of practical importance to experimental 
design. 
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An Experimental Investigation of Two-phase Steam/Water Relative 
Permeability in an Unconsolidated Porous Medium 

A. Verma, K. Pruess, and P.A. Witherspoon 

The concept of relative permeability is the key to 
extending Darcy's law for the flow of a single-phase 
fluid through porous media to the simultaneous flow 
of two or more fluid phases. The simultaneous flow 
of steam and water is encountered in many engineer
ing processes, such as heat transfer using heat pipes, 
geothermal energy production, steam flooding of 
petroleum reservoirs, and chemical distillation. In 
the future it may even be encountered in repositories 
for the disposal of nuclear waste. Relative permea
bility functions (RPF) are known to have significant 
effects on predicted values of mass and energy flux 
in geothermal reservoirs (e.g., Sun and Ershaghi, 
1979; Bodvarsson et ai., 1980); Reda and Eaton, 
1980). However, these functions remain poorly 
known for two-phase steam and water flow in spite 
of the considerable theoretical and experimental 
efforts made to determine them during the last 
decade. It is found from experimental studies on the 
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flow of two-component, two-phase fluids, such as 
oil-water or immiscible gas-fluid, that the RPF for a 
given porous medium depends primarily on phase 
saturations but also on many other factors, such as 
(l) the viscosity ratio of the fluids; (2) the wetting 
characteristics of the two phases; (3) the interfacial 
tension, or, more generally, the capillary number; 
and (4) the saturation history. The RPF of single
component, two-phase flow, such as steam and 
water, is expected to be affected not only by the fac
tors mentioned above but also by phase transforma
tion in the flow channels. Since there is no 
comprehensive theory of relative permeability to 
explain the effects of all these bewildering factors, the 
elaboration of a quantitative definition of RPF will 
depend on experiments. This article summarizes 
such an effort. 

An experimental facility for the purpose of 
evaluating the RPF of steam/water flow has been 



designed and fabricated. Measurements made at this 
facility have yielded the relative permeability func
tions and the capillary pressure curve for concurrent, 
steady-state flow of steam and water through a 
packed bed of 100-llm particles. These data were 
subsequently used in a numerical model to simulate 
temperature, pressure, and saturation along the 
entire flow domain. Good agreement was found 
between the numerical results and the experimental 
data, thus confirming the RPF and the capillary pres
sure curve. 

When these results were compared with the 
curves obtained by other investigators (Osoba et aI., 
1951; Corey, 1954; and Johnson et aI., 1959) for gas 
and oil flow through porous media, it was found that 
although the liquid phase (also the wetting phase) 
relative permeabilities (krw) are nearly the same, the 
measured steam relative permeabilities (krv) are con
siderably larger than the gas (or oil) relative per
meabilities obtained in experiments on two
component flow. Moreover, the sum of the relative 
permeabilities (krv + krw) for steam and water is 
higher than that for gas-water and oil-water. Some 
of the phenomena that could cause these effects are 
discussed in this article, but further studies are 
needed before any definite conclusions can be drawn. 

EXPERIMENTAL APPROACH 

A schematic diagram of the experimental setup is 
presented in Fig. 1. The test cell consists of a high
temperature epoxy tube (7.5-cm I.D. X IOO-cm 
length) packed with 100-llm pyrex glass beads. The 
beads are held in place by an inlet head and an exit 
head mounted at opposite ends of the tube. The 
inlet head also serves as a boiling chamber, where a 
controlled fraction of incoming water is flashed by 
electrical resistance heaters to achieve a desired flow 
quality in the test section. The outer surface of the 
test cell is made adiabatic with the aid of guard 
heaters wrapped around it at regular intervals. 

Instrument ports are available at regular inter
vals for inserting temperature, liquid pressure, and 
vapor pressure probes. The pressures at the ports 
and the pressure drop between the two neighboring 
ports are measured with the aid of absolute pressure 
transducers and differential pressure transducers, 
respectively. Vapor pressure and liquid pressures at 
each cross section are measured in separate ports. 
The internal surfaces of all tubes connecting the 
vapor pressure transducers to the ports were made 
hydrophobic by coating them with Teflon, and both 
the tubes and the pressure transducers were main
tained at a temperature of I-2°C above the local 
vapor temperatures with the aid of guard heaters. 
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Figure 1. Schematic diagram of the experimental setup. 
Details are given in Verma et al. (1985). [XBL 851-10222] 

These precautions were taken to eliminate errors in 
vapor pressure measurements due to liquid conden
sation in the tubes and the pressure transducers. On 
the other hand, all tubes connecting liquid pressure 
transducers to the test sample were filled with cotton 
wicks in contact with the porous matrix. The tubes 
and the transducers were kept cooler than the satura
tion temperature to prevent evaporation in the unit 
that measures liquid pressure. The temperature 
readings were taken with the aid of copper
constantan thermocouples sheathed inside 1/16-in. 
stainless steel tubes. 

To avoid flow stratification, the test cell was 
mounted vertically on an indexing table capable of 
accurate vertical movement. Double-deionized 
degassed water was pumped into the inlet head with 
the aid of a dual-cylinder constant-flow-rate pump. 
Upon entering the chamber, a fraction of the water 
was flashed into steam by means of an electrical 
resistance heater, causing two-phase concurrent flow 
in the test column. Temperature, vapor pressure, 
and liquid pressure were measured at regular inter
vals along the column. Saturation readings at dif
ferent cross sections were taken with the aid of a ')'-



ray densitometer by moving the indexing table while 
the 'Y-ray source and the detector remained fixed to a 
rigid frame. Upon leaving the exit head, steam was 
condensed in a heat exchanger, and condensate was 
discharged through a constant-head tank to maintain 
constant exit pressure. The experimental data were 
used directly to compute the relative permeabilities 
and capillary pressure (Verma et aI., 1985). 

RESULTS AND DISCUSSION 

The experiment resulted in the set of relative 
permeability and capillary pressure curves shown in 
Figs. 2 and 3. As shown in Fig. 2, the measured 
values of the relative permeabilities can be 
represented as functions of effective saturation, Se: 

(1) 

and 

1.259 - 1.7615 Se + 0.5089 S}, (2) 

where 

(3) 

Here Sw represents the saturation of the wetting 
phase (liquid water), and S, and Sm represent, respec
tively, the saturation' at which the wetting phase is 
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Figure 2. Relative permeability curves. Data points indi
cate the experimental results; the solid lines indicate the 
best fit through them. The broken curve is the relative 
permeability of the non wetting phase according to the data 
of Brooks and Corey (1984). [XBL 851-10219) 
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Figure 3. Capillary pressure curve obtained experimen
tally. [XBL 851-10221) 

immobile and the saturation at which the wetting 
phase is fully mobile. Since the limits S, and Sm of 
the mobile saturation range are not measured in the 
present experiment but are obtained by curve fitting 
(S, = 0.2, Sm = 0.895), they should be considered 
approximate. The relative permeability and the 
capillary pressure curves obtained in this experiment 
were incorporated into the numerical code MUL
KOM (Pruess, 1983), and the experiment was then 
simulated. Figure 4 shows a comparison between 
the numerical and experimental results for a typical 
run. The simulated results agree well with the exper-
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Figure 4. Comparison of experimental data with numeri
cal results. The results of numerical simulation of a test 
run are represented as solid and broken curves. The exper
imental results (data points) compare well with the numer
ical results. [XBL 851-10220) 



imental data, thus confirming our analysis of those 
data. 

Brooks and Corey (1964) suggested that the rela
tive permeability of a well-sorted sand to the 
nonwetting phase could be represented by 

(4) 

However, upon comparing the experimental vapor 
phase relative permeability with Eq. (4) (Fig. 2), we 
find that the measured values are much larger than 
those given by Eq. (4). Similar differences are found 
upon comparing our experimental results with those 
of other investigators (e.g., Osoba et ai., 1951; John
son et ai., 1959). These comparisons are plotted in 
Fig. 5, which also indicates that, over the entire two
phase zone (0 < S w < 1), the sum of the relative 
permeabilities (krw + kr.nw) is larger in the case of 
steam and water flow, suggesting a more efficient 
advection of the two phases. Since enhancement of 
steam flux due to diffusion is negligible in this case 
(Verma et ai., 1985), it appears that the enhancement 
of steam relative permeability as compared with the 
nonwetting phase relative permeabilities of gas-oil 
and water-oil systems is caused by phase transforma
tion effects specific to single-component, two-phase 
systems. A quantitative evaluation of this effect is 
currently underway. 
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Figure 5. Comparison of our experimental results with 
those of Johnson et al. (1959) for oil-water and Osaba et 
al. (1951) for oil-gas. The wetting phase relative per
meabilities compare well, but the steam phase relative per
meabilities are higher than the nonwetting phase relative 
permeabilities obtained by the other investigators. 
[XBL 851-10218] 
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CONCLUSIONS 

Upon comparing our results with oil-water and 
gas-oil relative permeabilities reported in the litera
ture, we find an approximate agreement for the wet
ting phase relative permeabilities. However, the 
steam relative permeability is substantially larger 
than the nonwetting phase relative permeabilities of 
gas-oil and oil-water flows. We suggest that this 
enhancement of nonwetting phase permeability is 
caused by' phase transformation in water-steam flow. 
However, more studies are needed before conclusive 
quantitative results can be obtained. 
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Hydrologic Responses to Cycles of Pulse Infiltration Through 
Partially Saturated Fractured Porous Formations 

l.S. Y. Wang and T.N. Narasimhan 

If the fluid flow in a partially saturated fractured 
formation occurs mainly through the rock matrix 
and the fractures remain dry, the fractures will not 
contribute significantly to the transport of dissolved 
contaminants. The understanding of the hydrologic 
mechanisms governing fluid flow in partially 
saturated fractured porous media is important to the 
assessment of the suitability of Yucca Mountain, 
situated on and adjacent to the Nevada Test Site in 
southern Nevada, for a high-level nuclear waste 
repository. In the first phase of this work, we 
developed a conceptual model and constructed a 
general statistical approach for flow of water along 
the fractures and for flow between the matrix blocks 
and the fractures under partially saturated conditions 
(Wang and Narasimhan, 1985). We used the model 
to study the drainage response of a fractured tuff 
column, with the discrete fractures and the porous 
matrix explicitly taken into account. The column 
represents the densely welded unit of the Topopah 
Spring Member, which is one of the candidate rock 
units for a nuclear waste repository at Yucca Moun
tain. The results of the simulations for the fractured 
tuff column indicate that the nearly steady state fluid 
flow within the Topopah Spring Member occurs 
mainly through the rock matrix under partially 
saturated conditions with negative pressure. The 
simulations also indicated that the transient changes 
between fully saturated conditions and partially 
saturated conditions depend strongly on the hydrolo
gic properties of the fractures. 

In the second phase (Wang and Narasimhan, 
1986), we used extended column models to simulate 
the infiltration of water through alternating layers of 
welded and nonwelded units at Yucca Mountain 
under steady and transient conditions. The fluid 
flow field above the Topopah Spring Member deter
mines the net infiltration into the candidate reposi
tory formation. The fluid flow field below the Topo-
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pah Spring Member determines the travel times of 
water movement from the repository horizons to the 
water table. This report emphasizes the hydrologic 
responses to pulses of water across the interfaces 
between welded and nonwelded units. 

PULSE INFILTRATION WITH DISCRETE 
FRACTURE MODEL 

Yucca Mountain consists of alternating layers of 
welded and non welded tuff units. On the basis of 
geologic considerations, the vadose zone over most 
of Yucca Mountain can be divided into five units. 
On the top is the Tiva Canyon welded unit (TCw), 
followed by the Paintbrush nonwelded unit (PTn), 
the Topopah Spring welded unit (TSw), the Calico 
Hills nonwelded vitric unit (CHn-v), and the Calico 
Hills nonwelded zeolitic unit (CHn-z). Yucca Moun
tain is located in a very arid environment with low 
precipitation and high evaporation. The net infiltra
tion through the thick partially saturated units to the 
deep groundwater table is likely to be very low and is 
estimated to be in the range of 0.1-0.5 mm/year. 
Direct measurements of net infiltration and recharge 
have not been made at Yucca Mountain. The 
saturated hydraulic conductivity of the Topopah 
Spring Member is about 1 mm/year, and the in situ 
saturation is 60-80%. For the characteristics curves 
used in the calculations, the O.I-mm/year infiltration 
yields steady-state saturation values of approximate 
0.8 in the welded units. To study the responses of 
the fractured porous units to infiltration pulses of 
high rates and short durations, we will focus first on 
the upper layers in Yucca Mountain. We choose for 
detailed analysis a vertical section with 10 m of Tiva 
Canyon welded unit on the top, 38.1 m of the 
Paintbrush nonwelded unit in the middle, and 10 m 
of Topopah Spring welded unit on the bottom (Fig. 
1). In the analysis, we use a discrete-fracture 
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Figure 1. Multiple interacting continuum grids of 
discrete-fracture porous-matrix models. [XBL 865-1793] 

porous-matrix model for the welded units. The 
discrete model contains both vertical fracture grids 
and horizontal connections from the vertical frac
tures into the matrix. Each matrix block is parti
tioned into 10 nested equal-volume continua, ideal
ized with the multiple interacting continuum mesh 
generator. Vertically, the matrix continua of neigh
boring nodes are directly connected. The fracture 
continua and the matrix continua of the welded 
units are connected to the grid blocks of the 
non welded unit. 

For simulations involving infiltration pulses, the 
initial conditions correspond to the steady-state solu
tion with a constant infiltration source of 0.1 
mm/year in the top node of the Tiva Canyon welded 
unit and a sink of 0.1 mm/year in the bottom node 
of the Topopah Spring welded unit. The infiltration 
pulses are applied to the fracture continuum at the 
top. To study this problem systematically, we first 
fix the duration of pulse to 0.2 year, corresponding 
to a period of intense rainfall or snow melt. The 
pulses are applied periodically. The periods are 
chosen to be 1, 5, 5, 500, and 5000 years. For the 1-
year pulse, the intensity of the infiltration is 0.5 
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mm/year, which corresponds to 1 year X 0.1 
mm/year divided by 0.2 year. For the 5000-year 
pulse, the intensity of infiltration is 2500 mm/year, 
which corresponds to 5000 years X 0.1 mm/year 
divided by 0.2 year. For the case with a 5000-year 
pulse, all the infiltration in 5000 years is applied to 
the system within 0.2 year. After 0.2 year the infil
tration rate is zero until the start of the next period. 
The average infiltration rate over a period is the 
same as the constant infiltration rate of the initial 
steady-state condition. 

For the mild and frequent (1-, 5-, and 50-year) 
pulses the matrix was always found to remain par
tially saturated and the fractures dry. Repeated puls
ing does not change the capacity of partially 
saturated matrix to suck water by capillarity. For 
the SOD-year pulse, the intensity of the infiltration 
pulse (250 mm/year) is high enough to saturate the 
top 2 m of the Tiva Canyon welded unit. Figure 2 
illustrates the horizontal saturation profiles within 
the topmost matrix block of the Tiva Canyon welded 
tuff. The pulse is applied to the vertical fracture sur
rounding this matrix block. At time t = 0 the first 
(topmost) discrete fracture continuum node starts to 
receive all the water corresponding to 250 mm/year 
infiltration per unit surface area. Although the water 
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Figure 2. Horizontal saturation profiles within the top 
matrix block in response to infiltration of water in the 
fractures surrounding the matrix block. [XBL 865-1794] 



is in the fracture node first, the water does not accu
mulate in the fracture, and the fracture remains par
tially saturated. The water is quickly sucked into the 
matrix and distributed almost evenly over the whole 
matrix block, which is simulated with 10 nested 
nodes. The matrix saturations near the matrix
fracture interfaces (0.08S m, or half the vertical frac
ture spacing of the Tiva Canyon welded unit away 
from the matrix block center) are only slightly higher 
than the matrix saturations in the interior of the 
matrix block. At t = 0.08 year, the matrix block 
becomes fully saturated (S = 1). The amount of 
water infiltrated from t = 0 to t = 0.08 year is 
approximately equal to the initial available pore 
spaces, ct>(l - S), in the topmost matrix block. For 
the Tiva Canyon welded unit, with porosity ct> = 0.1 
and initial saturation S = 0.8, corresponding to a 
0.1 mm/year steady-state condition, the available 
pore space in the I-m-thick block will be filled in 
0.08 year [0.1 X (1 - 0.8) X 1 m divided by 2S0 
mmfyearj. As the matrix approaches full saturation 
and the pressure head approaches zero, the satura
tion in the fracture increases and water moves down 
to the next fracture node. The process of horizontal 
wetting of the second matrix block follows essentially 
the same fast-suction, even-wetting behavior of the 
first matrix block shown in Fig. 2. Since we can cal
culate the times required for each block to become 
fully saturated by the available pore volume and the 
intensity of pulse without resorting to detailed calcu
lations of the horizontal wetting and vertical sharp 
wetting front movements, we use the following pro
cedure to simplify the pulse calculations. As each 
block from the top downward becomes fully 
saturated, we apply the pulse to the fracture just 
below the block. For the SOO-year pulse the first 2 m 
of the Tiva Canyon welded unit will be saturated in 
0.16year, and we apply 2S0 mm/year at the third 
block from the top for the remaining 0.04 year to 
complete the 0.2-year pulse period. After the pulse 
period the infiltration stops, and the fractured porous 
medium evolves as water redistributes under capil
lary and gravitational forces. With this treatment we 
approximate the sharp front movements and model 
the responses of the system to high-intensity tran
sient pulses. 

The results for the first cycle of the SOO-year 
pulse are shown in Fig. 3. Changes in saturation 
occur mainly in the 10-m section in the Tiva Canyon 
welded unit. Full saturation occurs only in the 
upper part of the Tiva Canyon welded unit during 
the infiltration period. The pulse effects penetrate 
slightly into the upper part of the Paintbrush 
non welded unit and do not reach the Topopah 
Spring welded unit. 
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Figure 3. Saturation profiles for the first cycle of 500-
year X 0.1 mm/year transient pulse infiltration. 
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PULSE INFILTRATION WITH LATERAL 
FLOW ESTIMATES 

Instead of the discrete-fracture, porous-matrix 
model, we also use the composite-medium model to 
represent all welded and nonwelded units from the 
surface to the water table. In the composite-medium 
model the permeability is the volume-weighted sum 
of the fracture permeability and the porous-matrix 
permeability. The pressure in the fractures is 
assumed to be equal to the pressure in the porous 
matrix. This assumption is approximately valid 
from the results of discrete-fracture, porous-matrix 
simulations. We use the composite-medium model 
to study the SOOO-year pulse cases. In the SOOO-year 
X 0.1 mm/year pulse case we also use a fixed
gradient approximation to estimate the lateral flows 
in the Paintbrush nonwelded unit and the vitric Cal
ico Hills unit associated with the eastward tilting of 
the bedding planes of Yucca Mountain. In the 
fixed-gradient approximation each node in the 
nonwelded units is allowed to leak water laterally. 
The magnitude of the leakage flux from each node is 
the product of the partially saturated hydraulic con
ductivity, the lateral gravity gradient, and the area of 
cross section on the east side of the grid block. We 
choose a fixed gradient of 6% in the calculations 



corresponding to the average slope of the beds. We 
also assume that the Paintbrush non welded unit is 
anisotropic with a 100-fold high-permeability layer 
embedded in the middle one-tenth of this unit. 

The results of the transient profiles of saturation 
for the third cycle of a 5000-year X 0.1 mm/year 
pulse (10,000-15,000 years) are shown in Fig. 4; 
these results are similar to those of the first two 
cycles. The damping of the pulse and the penetra
tion of the transient effects for this composite
medium all-unit simulation agree with the earlier 
discrete-fracture upper-unit results with finer meshes. 
The effects of the pulsing reach the top of Topopah 
Spring welded unit in 1000 years and penetrate the 
upper part of the Topopah Spring welded unit. Most 
of the damping of the pulse occurs in the Paintbrush 
non welded unit. A large 5000-year pulse can 
saturate the matrix, initiate fracture flow, and gen
erate a complex flow field in the Tiva Canyon 
welded unit. When the transient effects move into 
the Paintbrush non welded unit, its large pore volume 
and highly nonlinear unsaturated characteristics can 
effectively accommodate and absorb the highly tran
sient and intense water pulses. Only mild perturba
tions reach the Topopah Spring welded unit. 
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Figure 4. Saturation profiles for the third cycle of 5000-
year X 0.1 mm/year transient pulse infiltration with 
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Figure 5 illustrates the propagation and damping 
of the pulse in the Paintbrush non welded unit. It 
also compares the change of the lateral flow versus 
the change in downward infiltration flow. The large 
mass flux passing through the top Tiva Canyon
Paintbrush interface at 100 years is damped out as it 
moves down the Paintbrush non welded unit. Some 
of the water moves out of the column laterally. The 
total lateral mass flux increases slightly at 1000 
years. With this increase, the mass flux passing the 
lower Paintbrush-Topopah Spring interface decreases 
slightly. However, at later times around 2000 years, 
the mass flux at the lower interface increases by a 
larger amount than the increase in the total lateral 
flow. As the pulse of water passes through the 
Paintbrush non welded unit, it increases the satura
tion and conductivity locally node by node. The 
increases in conductivity values will, in turn, 
enhance the lateral flow magnitudes in the fixed
gradient approximation. However, the competing 
process of moving downward can also benefit from 
the local saturation increases. The local saturation 
increases will enhance the saturation gradient. The 
saturation gradient, together with the gravity gra
dient, drives the water downward into the Topopah 
Spring welded unit. 
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SUMMARY AND DISCUSSION 

All the simulations in this study use one set of 
representative matrix and fracture properties for the 
welded and nonwelded units. For this particular set 
of parameters of the alternating layer system, the 
transition from partially saturated conditions to fully 
saturated conditions and the onset of fracture flows 
occur only in the Tiva Canyon welded unit when the 
total amount of infiltration water within a period of 
up to 5000 years is applied to the column within 0.2 
year. As the water moves down into the Paintbrush 
nonwelded unit, the large pore and nonlinear unsa
turated characteristics of this unit can effectively 
damp out the transient infiltration pulses during the 
first few thousand years. The Topopah Spring 
welded unit remains partially saturated, with. small 
changes in saturation, pressure head, and potential 
from the steady-state values. 

The column models used in the steady-state and 
pulse infiltration simulations discussed here do not 
take into account the lateral variations in the flow 
field and the effects of the fault zones on the boun
daries. We use a fixed-gradient approximation to 
estimate the lateral flows in the Paintbrush 
nonwelded unit and the vitric Calico Hills unit. The 

. fixed-gradient approximation estimates the lateral 
flows by using the tilting angle of the bedding planes, 
together with the partially saturated conductivities 
and the vertical thicknesses of the nodes in the 

nonwelded units. This approximation is applicable 
if the estimated lateral flows are smaller than the 
vertical flows so that there will be no substantial 
redistribution of saturation in the lateral direction. 
For the cases with a steady-state infiltration of 0.1 
mm/year, the lateral flows estimated by the fixed
gradient approximation are indeed small, even when 
we replace the isotropic Paintbrush unit with an 
anisotropic unit that has a high-permeability layer in 
the middle. In the corresponding transient pulse 
cases, the pulses prefer to move downward with a 
small fraction of water removed laterally out of the 
main downward infiltration paths. For higher fluxes 
wider regional cross-sectional models are needed to 
simulate both the vertical and lateral variations in 
the flow field to determine the lateral flows of this 
fractured porous alternating layer system. 
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The Role of Bedrock Groundwater Flow in the Stability of 
Colluvium-Filled Bedrock Hollows 

c.J. Wilson, T.N. Narasimhan, and w.E. Dietrich 

In many steep, soil-mantled landscapes, debris 
flows emanate from colluvium-filled hollows that 
form a network of unchannelized valleys in catch
ments. The hollows are sites that experience infre
quent but recurrent evacuation of colluvium by 
landsliding, followed by long periods of colluvium 
accumulation. Topography causes soil material to 
converge into the axis of the hollow, where the collu
vium becomes several meters thick, as shown in 
Fig. 1 (Dietrich et aI., 1986). The thick deposits pro
duce large rapid debris flows that cause damage to 
property and loss of life (Brown, 1984; Reneau et aI., 
1984). Many of these hollows have gradients lower 
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than that necessary to cause instability of the collu
vium at saturation unless pore pressures exceed the 
hydrostatic condition. Two mechanisms may be 
responsible for the generation of these high pore 
pressures: (1) convergence of shallow subsurface 
storm flow toward the axis of the hollow and 
(2) relief-driven groundwater flow in the bedrock. 

The TRUST program (Narasimhan et aI., 1978) 
was used to examine how bedrock discharge affects 
pore pressures along the axis of a hollow in which 
colluvium had failed, producing a debris flow in 
1974 (Lehre, 1982). Results of this model were used 
to determine the instrumentation scheme for a 



Figure 1. Diagram of an unchannelized basin with a 
colluvium-filled bedrock hollow. The broken line encloses 
the zone of deposition in the basin, where soils are several 
meters deep on the average. The colluvial deposit extends 
almost to the ridge crest and narrows downslope to the 
channel head. [XBL 865-1940] 

nearby hollow that was observed through a winter 
storm in March of 1985, where pore pressures 
observed in bedrock near the base of the hollow were 
similar to those predicted by the TRUST program. 
The agreement between predicted and observed pore 
pressures suggests that relief-driven discharge of 
bedrock groundwater flow plays an important role in 
the generation of landslide-inducing pore pressures. 

RESULTS FROM THE TRUST PROGRAM 

The landslide scar shown in Fig. 2 is the result of 
a debris flow that occurred during a large winter 
storm at Mount Tamalpais State Park in Marin 
County, California (Lehre, 1982). Although the ori
ginal failure plane was approximately 2 m below the 
soil surface, subsequent gullying has exposed bedrock 
along the length of the scar. The profile of the 
bedrock topography and colluvium thickness shown 
in Fig. 3 was constructed from a survey of exposed 
bedrock and hand auger boring data (Reneau et aI., 
1984). Standing-head permeability tests performed 
in the field gave values that decreased with depth 
from 3 X 10-3 cm/s at the top of the colluvium to 
3 X 10-4 cm/s near the base of the colluvium. 
Bedrock permeabilities between 10- 5 cm/s and 10- 6 

cm/!> were measured in a nearby hollow. 
Humphrey (1982) had shown that a concave 

longitudinal bedrock profile caused a thickening of 
the saturated zone in the lower portion of the hol
low, but he did not address the problem of topo
graphically induced excess pore pressure. With this 
in mind, the initial TRUST experiments were per
formed with a 180-node mesh to model shallow sub
surface storm flow in the colluvial deposit. Infiltra
tion and return flow were allowed at the surface of 
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Figure 2. Topographic map of a landslide scar in a 
colluvium-filled hollow at Mount Tamalpais State Park in 
Marin County, California. The scar is centered along the 
axis of the deposit, which reaches a maximum thickness of 
4.5 m. The hollow has an average gradient of 0.3 and is 
approximately 100 m long. The TRUST modeling runs 
are based on the geometry and hydrologic characteristics of 
this site. [XBL 865-1941] 
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Figure 3. TRUST mesh showing groundwater flow in 
highly permeable colluvium (K = 10-3 cm/s) and less 
permeable underlying bedrock (K = 10-5 cm/s. Total 
potential contours in meters. The vertical no-flow boun
dary is appropriate when the model basin faces an identi
cal basin across the channel at B. [XBL 865-1942] 



the colluvium, and flow was restricted to the highly 
permeable (10- 3 cm/s), long (100 m) but shallow 
« 5 m), lens-shaped deposit. Despite the concave 
outward profile of the bedrock hollow, which served 
as the basal impermeable boundary, the potential 
contours in the colluvium indicated that pore pres
sures essentially remained hydrostatic, even when 
the no-flow boundary was imposed at the base of the 
hollow instead of the common condition of a 
seepage face at a channel head. 

The inability to generate topographically induced 
excess pore pressure with shallow subsurface storm
flow led to a second set of TRUST experiments 
designed to examine how bedrock groundwater circu
lation affected pore pressures in the colluvium. The 
depth of the flow region was extended to include 
groundwater circulation in the less permeable 
bedrock that underlies the colluvium. Figure 3 
shows the mesh used for these simulations and the 
potential contours resulting from steady-state 
recharge and discharge under saturated conditions. 

To examine the magnitude of the pressures driv
ing water out of the base of the hollow, the flow 
regime was separated into two regions. Pore pres
sures in the first region equal or exceed the hydros
tatic condition. Pore pressures in the second region 
are less than the hydrostatic condition. Where the 
surface of the colluvium falls in the first region, flow 
is directed outward as discharge. Recharge takes 
place in the second region. Figure 4 shows these 
regions for three bedrock configurations. 
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Figure 4. Diagram of pressure regions for three flow 
regimes of different geometries. The region shown by the 
solid line represents basin and bedrock geometry described 
in Fig. 3. The regions shown by broken or wavy lines are 
appropriate when impermeable bedrock units restrict 
bedrock groundwater circulation. Pressures in the right
most regions for each regime are less than hydrostatic. 
Pressures to the left of the solid, broken, or wavy lines are 
greater than or equal to hydrostatic. [XBL 865-1943] 
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The solid-line configuration is appropriate for 
the case of a hillslope facing a valley with a slope of 
comparable size and gradient on the opposite side. 
The configurations shown by the broken lines and 
wavy lines represent cases where an impermeable 
unit limits the depth of bedrock groundwater circula
tion. These cases were modeled to account for the 
presence of a sharp break in slope marked by an 
outcropping unit that dips into the hillslope across 
several adjacent hollows, all of which show evidence 
of landsliding. Pressures at the bottom of the slope 
are lower for both of these cases, but pressures at the 
point further upslope, where the gradient of the 
collovium/bedrock boundary changes, increase as the 
depth of the flow region is decreased, reaching a 
maximum excess of 1.1 m in the case of the horizon
tal impermeable unit. 

The large excess pore pressures generated at the 
base of the flow region for the first case (solid line) 
are largely a result of the vertical downslope no-flow 
boundary .• Figure 5 shows that pressure reduces sig
nificantly 25 m upslope of this boundary. These 
results suggest that high pore pressures in bedrock 
observed near the channel head (Dunne, 1980) con
tribute to the headward advance of the channel into 
the hollow, and stability calculations for our debris 
flow site show that the presence of a channel-head 
scarp enhances the possibility of landsliding in the 
upslope colluvium. 

It has been proposed that the channel head 
begins where excess pore pressures are high enough 
to cause shallow failures that erode the colluvium 
that would otherwise bury the channel (Dietrich 
et aI., 1986). Observations of hollows in central and 
southern California and Oregon show that where 
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Figure 5. Changes in pressure head with gradient for 
slope lengths of 100, 150, and 200 m at two positions 5 m 
and 25 m upslope. [XBL 865-1944] 



bedrock structure is not the controlling factor, the 
drainage-area/axial-gradient product for a basin that 
supports a channel is constant, implying that the 
excess pore pressures at the channel head of a large, 
low-gradient basin should be similar to those at the 
channel head of a smaller, high-gradient basin with 
the same area-slope product (Dietrich et ai., 1986). 
Therefore, we expect that the pore pressures at the 
base of a hollow should increase with length and gra
dient of the hollow. Figure 5 (Dietrich et ai., 1986) 
shows the variation in the pressure head at 2 m 
below the surface at positions 5 m and 25 m upslope 
from the downslope boundary for slopes with lengths 
of 100 m, 150 m, and 200 m and gradients of 0.125, 
0.25, and 0.5. Pressure can be seen to vary with 
both length and gradient, as expected. 

RESULTS OF THE FIELD STUDY 

On March 26, 1985, a winter rainstorm dropped 
6.6 cm of rain over a 2-day period, and pore pres
sures were observed at the instrumented site. 
Piezometers and tensiometers were installed at one 
of the sites to depths ranging from 1 m in colluvium 
to 1.75 m in bedrock. Peak pore pressures occurred 
near the channel head on the fourth day after the 
storm. Figure 6 shows that an excess pressure head 
of 0.5 m was observed in piezometer 15, which is 
installed at a depth of 0.75 m in fractured bedrock. 
The observed pressure gradient near the channel 
head indicates that flow is directed upward from the 
bedrock toward the surface of the colluvium. An 
infinite-slope factor-of-safety calculation for the base 
of the hollow, with a gradient of 0.2, an internal 
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Figure 6. Peak water levels at the base of the instru
mented hollow on the fourth day after the storm. The 
stippled region represents bedrock. Piezometers I, 12, 8, 
II, 15, and 3 show activity through the dry summer 
months; the mid-slope wells go dry between storms and 
throughout the summer. The lowermost piezometers indi
cate excess pressure. [XBL 865-1945] 
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angle of friction equal to 45°, and no cohesion, 
predicts that the colluvium will become unstable 
when excess pressure heads in the basal colluvium 
exceed 0.9 m. Our field observations show that 
excess pressure heads of this magnitude are likely to 
occur near the channel head during very large rain
storms. 

CONCLUSION 

Initial simulations of the hydrologic response of 
hillslopes to rainstorms with the TRUST program 
pointed to bedrock groundwater flow as an impor
tant mechanism for producing excess pore pressures 
at the base of hollows. These pressures are strong 
enough to maintain a channel head and cause 
landslides. Our model predicted excess pressures on 
the order of 1 m near the channel head for saturated 
flow under steady-state conditions on a hillslope with 
a gradient of (0.20) (-11°). This result compared 
well with excess pressures on the order of 0.5 m 
observed in the field after a rainstorm with a I-year 
recurrence interval (Hersh field, 1961). Although the 
model was very simple and represented a "worst 
case" rainstorm, it predicted a reasonable pore pres
sure response relative to field observations and will 
be useful in examining how three-dimensional shal
low subsurface storm flow contributes to the high 
pore pressures that cause landslides in colluvium
filled bedrock hollows. 
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Hydrology of Brine Disposal in Cap rock of Barbers Hill Salt Dome, 
Chambers County, Texas 

P.A. Witherspoon and 1. Javandel 

The Barbers Hill salt dome in Chambers County, 
Texas, is the largest LPG storage facility in the 
world, with 137 solution-mined chambers and a total 
storage capacity of 155,522,000 bbl (24,726,000 m\ 
These storage operations require an efficient system 
to dispose of the excess brines. A method of dispo
sal has been developed whereby brines flow by grav
ity into lost-circulation zones in a caprock 1000 ft 
(305 m) thick at the top of the salt dome. 

The east-west cross section in Fig. 1 shows the 
irregular configuration of the caprock and the thick 
section of uplifted sediments that rest on the flanks 
of the dome and have been a prolific source of oil. 

WEST 

The Burkeville layer (the shaded layer in the figure) 
is important because it separates the shallow Chi cot 
and Evangeline aquifers, which contain fresh and 
slightly saline waters from the saltwater sands 
beneath. The Burkeville is principally a clay section 
and acts as a confining layer at the base of the 
Evangeline aquifer. The caprock plunges from a 
relatively flat surface in the central part of the dome 
down very steep slopes to depths varying from 2000 
to 6500 ft (607 to 1980 m). 

The total storage space in the cap rock is 
estimated to be about l.4 X 109 bbl (2.2 X 108 m3), 

and the volume of brine that has already been 
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Figure 1. An east-west cross section of Barbers Hill salt dome and adjacent formations. [XBL 857- 10653) 
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injected into the caprock is well over a billion bbl 
(1.6 X 108 m3). As the static fluid levels in the 
boreholes of caprock wells have not changed signifi
cantly since the start of disposal operations, it would 
appear that the caprock must be in hydraulic contact 
with a much larger underground flow system. It is 
therefore important to learn where the brine goes 
after entering the caprock and what the impact is of 
large-scale brine-disposal operations on the freshwa
ter aquifers in the vicinity of the dome. A detailed 
investigation of the hydrologic properties of the 
caprock has been carried out to address these prob
lems. 

One of the first investigations on the hydrology 
of the caprock was to measure the effects of the brine 
disposal on fluid levels in the caprock system. 
Several months of observation proved that disposal 
anywhere on the dome had an almost immediate 
effect on water levels in any given observation well, 
indicating that the lost-circulation zones within the 
caprock are hydraulically connected. 

FIELD INTERFERENCE TESTS 

A more quantitative investigation of the 
hydraulic properties and boundary conditions of the 
lost-circulation zones was carried out using field 
interference tests. It was assumed that the aquifer 
system within the caprock could be taken as having a 
circular shape, and the first question was whether a 
hydraulic test would reveal the boundary conditions 
that were controlling fluid movement. A solution 
for flow within a circular closed boundary with off
centered injection and observation wells was 
developed from the work of Carslaw and Jaeger 
(1959). Because the solution depends on well loca
tion, it was necessary to develop a set of type curves 
for the special case of brine injection and observa
tion of the pressure effects at two available wells. 
Depending on the magnitude of a, the radial distance 
to the closed boundary, the pressure changes at the 
observation well follow the well-known Theis curve 
for longer and longer periods of time as the size of 
the circular system increases. Thus the point at 
which the data deviate from the Theis curve in an 
injection test is indicative of the size of the system. 
If the boundary is closed, each of the curves will 
reach a unit slope regardless of the size of the sys
tem. 

The first interference test was carried out with an 
injection rate of 1130 bbljhour (0.050 m3/s). To 
measure the effects, a sensitive quartz pressure gauge 
was placed in the fluid column in an observation 
well 1740 ft (530.4 m) away. Pressure buildup data 
were collected every 5 s for the first few minutes, 
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and the results are plotted in Fig. 2. It may be seen 
that for the first 2 min, the data in Fig. 2 compare 
very favorably with the Theis curve. After 2 min the 
data deviate significantly from the Theis solution, 
indicating that a boundary has been reached. Com
parison with the type curves suggested that the case 
for a = 8000 ft (2438 m) gives the best match with 
the field results. It may also be seen that after the 
data depart from the Theis curve, their slope is 
about 30°, well below 45°, the line that would indi
cate a closed boundary. This means that the highly 
permeable lost-circulation zones in the caprock are 
communicating through a leaky boundary to an 
outer region of lower permeability. 

From the match point shown in Fig. 2, we 
obtained a transmissibility of 4.4 X 104 darcy·ft (1.3 
X 104 darcy·m) and a compressibility factor of 1.5 
X 10- 5 ft/psi (6.6 X 10- 7 m/kPa). Such a high 
transmissibility is consistent with field observations 
that disposal rates of up to 10,000 bbljhour (0.44 
m3/s) have been possible in single wells for short 
periods under gravity flow. 

Later it was decided that the investigation should 
be expanded to include the whole dome. A second 
interference test was carried out with an injection 
rate of 2690 bbljhour (0.117 m3/s). Fluid levels were 
measured at two observation wells, one at 1740 ft 
(530 m) and the other at 7100 ft (2164 m) from the 
point of injection. 

In view of the leaky boundary condition that had 
been confirmed during the first interference test, it 
was necessary to develop type curves that could take 
into account the effect of the outer region on pres
sure changes within the caprock. Larkin (1963) has 
developed an analytical solution for this kind of 
problem that was modified for this study. Two sets 
of type curves were prepared for the analyses of data 
from the above interference test, one for each obser-
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Figure 2. Comparison of results from interference test 
with the type curve for a = 8000 ft. [XBL 857-10650] 



vation well. Comparison of the field data with these 
type curves revealed that the ratio of the transmissi
bility of the caprock to that of the outer reglOn is 
about 10. 

U sing the results of the previous tests, a 
mathematical model was developed to predict the 
fluid level response over large time periods. To vali
date the model, a 50-day controlled-injection test 
with variable flow rate was carried out. The 
observed data from this long-term test matched the 
predicted results satisfactorily. 

DISCUSSION AND CONCLUSIONS 

The results of this work confirm what the indus
trial operators at Barbers Hill have known for a long 
time: the lost-circulation zones in the caprock of the 
salt dome provide an excellent disposal system. Not 
only do these zones accept high rates of disposal 
under gravity flow, but the caprock must be con
nected to an extensive system of permeable sands of 
enormous capacity. There is no evidence that the 
system is filling up, because there is no indication 
that present fluid levels have changed significantly 
from what they were 25 years ago. 

The disposal system in the caprock has such a 
high permeability that the effect of the relatively less 
permeable formations outside the leaky boundary 
causes water levels everywhere to rise and fall 
together. The leaky boundary acts like a dam sur
rounding an open reservoir of water. Injection at 
any point within the reservoir will cause water levels 
to rise almost immediately everywhere. 

The indicated radius of 8000 ft (2438 m) for the 
leaky boundary of the caprock should be taken only 
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as an approximation of the size of the inner region. 
. However, it is important to realize that this distance 

from the center of the dome places the location 
where brine leaves the caprock far out on the flanks 
of the structure. This means that once brines start 
moving through the caprock, they flow down the 
steep flanks and out into the very thick section of 
sediments beneath the Burkeville (Fig. 1). This 
being the case, the natural paths of migration would 
tend to divert the brines away from the freshwater 
aquifers above the Burkeville. 

The field tests have shown that barring mechani
cal failures, it should be possible to control the brine 
disposal system to avoid undesired environmental 
effects. Fortunately, an important characteristic of 
this disposal system is the immediate reaction of the 
fluid levels to a change in injection rate. This 
characteristic of rapid recovery means that control
ling fluid levels at or below some desired level is a 
straightforward matter of operating procedures. By 
setting up a permanent system for continuous depth 
measurements in one or two brine disposal wells, 
fluid levels can be monitored and maintained at safe 
levels. 
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GEOCHEMISTRY 

The geochemical research summarized here covers to some extent the 
interaction between subsurface aqueous fluids and the surrounding rock and 
soil. In these rock-water interactions fluids dissolve and transport considerable 
quantities of material. Such transport and deposition are matters of principal 
concern in planning for the disposal of toxic and radioactive wastes, and this 
concern about the security of the waste products-both chemically and 
physically-has led to extensive modeling of ion migration and chemical 
interactions of fluids and rocks. In addition, the surface chemistry of minerals 
and repository barrier materials is studied, as are the thermodynamics of 
radionuclide species and the thermochemical properties of aqueous chemical 
species. The scope of waste investigations has been widened to include the 
occurrence and migration of selenium in agricultural drainage and groundwater 
of the San Joaquin Valley. 

Work continues on the distribution and abundance of naturally occurring 
radioelements, which produce most of the heat in the Earth's crust. These ele
ments form the natural baseline upon which the radiological effects of nuclear 
power production and nuclear waste storage are superimposed. 

Experimental results obtained at low temperatures allow the prediction of 
properties of solids in regions that are presently experimentally inaccessible. 
Thus we continue to investigate the thermodynamic properties of high
temperature brines that occur in geothermal systems and that emanate from 
mid-ocean ridges and of silicate liquids that might occur in the Earth's lower 
crust and upper mantle. 
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Thermochemical Properties of the Aluminum Hydroxides and the 
AI(OH)4 - Aqueous Species 

l.A. Apps 

During the last 20 years, thermochemical data 
for mineral phases have been evaluated, compiled, 
and progressively refined. Inconsistencies between 
independent sets of experimental data have been 
highlighted, serving to influence the direction of 
further research. More recently, integrated and 
simultaneous evaluations of all acceptable experi
mental data have been made using multiple regres
sion analysis or linear programming techniques, 
thereby facilitating the development of internally 
consistent data bases. 

Because of their internal consistency, these data 
bases are of potential value in computing the compo
sition of the aqueous phase coexisting with various 
mineral assemblages. However, with the exception 
of the silica polymorphs, few mineral solubilities 
have been measured with sufficient precision over 
the wide range of temperatures, pressures, and elec
trolyte concentrations normally encountered in geo
logic environments. Thus it is difficult either to vali
date the thermochemical data bases or to test the 
electrolyte models used to relate aqueous species 
concentrations with the chemical components of the 
participating minerals. 

Because most of the common rock-forming 
minerals are aluminosilicates, their aqueous solubili
ties can be estimated only if the thermochemical pro
perties of the aluminum species in the aqueous phase 
are known. Considerable uncertainty attends this 
matter, as can be noted from discussions in several 
recent papers. 

The aluminate ion, AI(OH)4 -, is the dominant 
aqueous aluminum species in most geologic environ
ments. Quantification of its thermodynamic proper
ties is therefore an a priori requirement, without 
which aqueous aluminosilicate mineral solubilities 
cannot be predicted. Conversely, chemical analyses 
of groundwaters, hydrothermal solutions, or fluid 
inclusions cannot be interpreted in relation to coex
Istmg primary and secondary aluminosilicates 
without knowing the properties of the aluminate ion. 

Fortunately, a substantial body of literature 
describing the alkaline aqueous solubility of alumi
num hydroxides has been published during the last 
60 years, mainly in support of the Bayer process for 
refining bauxitic aluminum ores. These papers, and 
a few others unrelated to the aluminum industry, 
provide a wealth of information suitable to the 
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evaluation of the thermochemical properties of the 
aluminate ion when used with the calorimetrically 
derived properties of gibbsite, AI(OHh, boehmite, 
AIOOH, diaspore, AIOOH, and corundum, A120 3. 

Furthermore, the thermochemical properties of these 
participating minerals can also be refined con
currently. 

The evaluation was accomplished using available 
data on the s.olubilities of gibbsite, boehmite, and 
diaspore in alkaline solutions at temperatures rang
ing from 20 to 350°C and on experimental phase 
equilibria measurements of the univariant reaction 
between diaspore and corundum: 

(1) 

The thermodynamic properties of these minerals 
have been determined either in part or completely by 
calorimetric measurements, thereby permitting calcu
lation of the Gibbs free energy of formation, 6.Gf 0, 
of the aluminate ion when used in conjunction with 
published thermodynamic properties for water, the 
hydroxyl ion, OH-, and the equilibrium constant of 
the solubility equation for gibbsite, 

AI(OHh + OH- = AI(OH)4 - (2) 

or the corresponding constants of the solubility equa
tion for boehmite and diaspore, 

ALOOH + H20 + OH- = AI(OH)4 - (3) 

Gibbsite, boehmite, and diaspore solubility 
measurements at various temperatures, taken from 
19 papers and previously unpublished studies at the 
Lawrence Berkeley Laboratory and elsewhere, were 
used to calculate the solubility product quotients 
corresponding to Eqs. (2) and (3) as a function of the 
ionic strength. Graphical extrapolation of these quo
tients to zero ionic strength yielded the relevant solu
bility product constants. 

Initial attempts to obtain consistent values of 
6.Gr ° of the aluminate ion met with failure. This 
suggested that either some error in the published 
thermochemical properties of one or more of the 
solid phases or some characteristic involving the dis
solution of the solid phases had not been taken into 
account. It was finally concluded that the published 



value of the entropy of boehmite or the published 
values of the heat capacity for this phase are incon
sistent with those based on boehmite solubility 
measurements. After allowing for this discrepancy, 
the cause of which has still not heen determined, 
consistent values of the ~Gf 0 of the aluminate ion 
were obtained over the temperature range of interest. 

It was also found that the published thermo
chemical properties of gibbsite and corundum could 
be reconciled, in contrast to earlier published 
interpretations, and that the thermodynamic proper
ties of diaspore, based on solubility measurements, 

are in reasonable agreement with those determined 
from phase equilibrium measurements. 

Although the project goals have been attained, 
further refinements will be made in the analysis of 
the aluminum hydroxide solubility data. The ther
mochemical properties of all participating phases and 
aqueous species will be optimized using linear pro
gramming techniques. Finally, independent checks 
will be made to verify the thermochemical data of 
gibbsite and corundum. This study will be described 
in detail in a forthcoming report (LBL-21482). 

Numerical Simulation of Thermodynamically Coupled Transport 
Processes 

CL. Carnahan and J.s. Remer 

Thermodynamically coupled transport processes 
can occur during flow of water and solutes through 
porous or semipermeable media exposed to gradients 
of thermodynamic potentials. The coupled processes 
can create flows of heat, volume, solutes, and electri
city that must be added vectorially to the flows 
created by the "direct" processes described by the 
classical laws of Fourier, Darcy, Fick, and Ohm. For 
example, flows of volume can be driven by a gra
dient of temperature (thermal osmosis), by indivi
dual gradients of solute chemical potentials (chemi
cal osmosis), and by a gradient of electric potential 
(electro-osmosis), as well as by a gradient of 
hydraulic potential (Darcy's law). Diffusive flows of 
one solute can be driven by a gradient of tempera
ture (thermal diffusion), by a gradient of hydraulic 
potential (ultrafiltration), by a gradient of electric 
potential (electrophoresis), and by gradients of chem
ical potentials of other solutes (coupled chemical dif
fusion), as well as by the gradient of the solute's own 
chemical potential (Fick's law). The magnitudes of 
the coupled processes, relative to each other and to 
the direct processes, depend not only on the magni
tudes of their driving forces but also on the proper
ties of the materials in which they occur. In general, 
osmotic and electrokinetic processes can be dom
inant in materials that behave as semipermeable 
membranes, whereas in porous, noncohesive materi
als thermal diffusion may be the only significant cou
pled process. 
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The coupled processes are known to occur in 
geologic materials. Chemical osmosis has been 
observed in argillaceous rocks and sediments and has 
been suggested as the cause of anomalous groundwa
ter flows and pressures (e.g., Young and Low, 1965; 
Letey and Kemper, 1969; Greenberg et aI., 1973; 
Marine and Fritz, 1981). Thermal osmosis has been 
observed in kaolinite (Srivastava and Avasthi, 1975), 
and thermal diffusion has been observed in pelagic 
clay (Thornton and Seyfried, 1983). 

Our previous work (Carnahan, 1984, 1985) has 
shown that coupled processes may be significant con
tributors to flows of fluids and solutes in natural 
groundwater flow systems, including geothermal sys
tems, as well as in certain energy-related engineered 
systems, including repositories for nuclear wastes, 
uranium mill tailings ponds, and toxic waste disposal 
sites. Currently, we are developing a numerical 
simulator of the temporal and spatial evolution of 
systems affected by the coupled processes. The 
objectives of this work are improved capabilities for 
understanding and predicting the effects of coupled 
processes on both natural and engineered systems. 

FORMULA TrON OF THE PROBLEM 

The phenomenological equations relating flows 
to driving forces are formulated in the framework of 
the thermodynamics of irreversible processes: each 
flow is postulated to be linearly related to all forces 



acting on the system. If the flows and forces are 
defined correctly, pairwise equality can be assumed 
between coefficients for the coupled processes in the 
phenomenological equations (Onsager's reciprocal 
relations) (Groenevelt and Bolt, 1969). In our 
present formulation the driving forces are the gra
dients of temperature, pressure, and the chemical 
potentials of solutes. The flows are those of heat, 
volume, and solute masses; these flows are used in 
balance equations for temperature, pressure, and 
solute masses. An equation of state relates mass 
density of water to temperature and pressure. The 
balance equations for temperature and pressure were 
derived from entropy balances in order to account 
explicitly for the presence of irreversible processes. 

The problem formulation described in the previ
ous paragraph is expressed by a system of coupled, 
nonlinear partial differential equations. Approximat
ing the space derivatives by finite differences leads to 
a system of coupled, nonlinear algebraic equations. 
The N-dimensional Newton's method (also· known 
as the Newton-Raphson method) is used to solve the 
system (Ortega and Rheinboldt, 1970). The elements 
of the Jacobian matrix required by Newton's method 
have been calculated analytically to ensure second
order convergence. 

Each iterative step of Newton's method results in 
a block tridiagonal system of linear equations. The 
linear system is solved using a set of subroutines 
written by A.C Hindmarsh (1977). The method 
used in these routines is LU-factorization, in which 
the coefficient matrix of the linear system is factored 
into upper triangular and lower triangular matrices. 
The solution of the matrix equation is achieved by 
back substitution involving the upper triangular 
matrix followed by forward substitution using the 
lower triangular matrix. 

USE OF NMFECC CRA Y X-MP COMPUTER 

The numerical method of solution has been 
incorporated into a computer code named TIP. The 
TIP code, written in FORTRAN, was developed to 
run on the Cray X-MP computer at the National 
Magnetic Fusion Energy Computer Center at 
Lawrence Livermore National Laboratory. The pro
gram has been written carefully to make full use of 
the high-speed vector and floating-point functional 
units of the Cray X-MP. In addition, extensive use 
has been made of Cray FORTRAN utility pro
cedures and Cray optimized routines for calculating 
frequently needed functions such as dot products and 
vector sums (Cray Research, Inc., 1985). Using the 
Cray procedures and routines somewhat limits the 
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portability of the code but helps to speed up the 
computationally intensive portions of the program. 

CAPABILITIES OF THE TIP CODE 

Both one-dimensional and radial geometries 
have been incorporated into the TIP code. At the 
inner boundary, the boundary conditions are based 
on the phenomenological equations; values of heat, 
solute, and solvent flows must be specified. The 
outer boundary conditions may be either constant 
values or constant gradients of temperature, pressure, 
and solute concentrations. 

The initial temperature and pressure distribu
tions may be specified in one of three ways: (1) a 
constant value of temperature (pressure) may be 
given, (2) the initial temperature (pressure) at the 
inner boundary and a temperature (pressure) gra
dient may be given, or (3) the temperature (pressure) 
at the inner and outer boundaries may be given. In 
(2) and (3) the program uses input values to calculate 
the initial temperature (pressure) values at the nodes 
of the finite-difference grid. The initial solute con
centrations are specified by giving constant values. 
The initial mass density of the solvent (water) is cal
culated from an equation of state, using the initial 
temperature and pressure distributions. 

Output consists of temperatures, pressures, and 
concentrations and flows of water and solutes at 
points in space corresponding to finite-difference 
nodes at specified times after commencement of a 
simulation. Contributions of individual processes to 
each total flux are listed separately. 

The TIP code currently is undergoing verifica
tion testing. Upon completion of testing, the code 
will provide a unique capability for the simulation of 
systems affected by coupled transport processes. 

REFERENCES 

Carnahan, CL., 1984. Thermodynamic coupling of 
heat and matter flows in near-field regions of 
nuclear waste repositories. Mat. Res. Soc. 
Symp. Proc., v. 26, p. 1023-1030. 

Carnahan, CL., 1985. Thermodynamically coupled 
mass transport processes in a saturated clay. 
Mat. Res. Soc. Symp. Proc., v. 44, p. 491-498. 

Cray Research, Inc., 1985. CFT, the CRAY-l FOR
TRAN Compiler. National Magnetic Fusion 
Energy Computer Center, Publication SR-0009 
Lawrence Livermore National Laboratory. ' 

Greenberg, J.A., Mitchell, J.K., and Witherspoon, 
P.A., 1973. Coupled salt and water flows in a 
groundwater basin. J. Geophys. Res., v. 78, p. 
6341-6353. 



Groenevelt, P.H., and Bolt, G.H., 1969. Non
equilibrium thermodynamics of the soil-water 
system. J. HydroI., v. 7, p. 358-388. 

Hindmarsh, A.e., 1977. Solution of block-
tridiagonal systems of linear equations. 
Lawrence Livermore National Laboratory 
Report UCIO-30 150. 

Letey, J., and Kemper, W.O., 1969. Movement of 
water and salt through a clay-water system: 
Experimental verification of On sager reciprocal 
relation. Soil Sci. Soc. Am. Proc., v. 33, p. 
25-29. 

Marine, I. W., and Fritz, S.J., 1981. Osmotic model 
to explain anomalous hydraulic heads. Water 
Resour. Res., v. 17, p. 73-82. 

Ortega, J.M., and Rheinboldt, W.e., 1970. Iterative 
Solution of Non-Linear Equations in Several 
Variables. Academic Press, New York. 

Srivastava, R.e., and Avasthi, P.K., 1975. Non
equilibrium thermodynamics of thermo-osmosis 
of water through kaolinite. J. HydroI., v. 24, p. 
111-120. 

Thornton, E.e., and Seyfried, W.E., Jr., 1983. Ther
modiffusional transport in pelagic clay: Implica
tions for nuclear waste disposal in geological 
media. Science, v. 220, p. 1165-1158. 

Young, A., and Low, P.F., 1965. Osmosis in argilla
ceous rocks. Am. Assoc. Pet. Geoi. Bull., v. 49, 
p. 1004-1008. 

Numerical Simulation of Chemically Reactive Solute Transport 
Under Conditions of Variable Temperature 

c.L. Carnahan 

Coupling of temperature with chemical reactions 
can affect the transport of chemically reactive solutes 
in saturated geologic media through the influence of 
changing temperature on chemical reaction rates and 
equilibria. The coupling will be especially significant 
in near-field regions of nuclear waste repositories, 
where strong gradients of temperature will exist 
within packing and surrounding geologic materials 
and where mixing of waste-bearing fluids of differing 
temperatures and compositions will occur. Predic
tion of migration of wastes and assessment of com
pliance of a repository with regulatory standards 
require the ability to account for effects of interactive 
coupling between chemistry, temperature, and fluid 
flow. 

In recent years considerable progress has been. 
made in the development of thermodynamically 
based computer codes that incorporate chemical 
reactions, under the assumption of chemical equili
brium, into the solution of multicomponent solute 
transport equations. This has been accomplished, in 
general, by use of either of two methods. The "two
step" method first solves the transport equations and 
then separately solves the usually nonlinear algebraic 
equations of chemical equilibrium at each time step 
(e.g., Grove and Wood, 1979; Theis et aI., 1983). A 
variant of this method iterates between the two solu
tion sets within the same time step until consistent 
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solution sets are obtained (Cederberg et aI., 1985). 
The "direct" method solves both the transport and 
the chemical equations simultaneously at each time 
step (e.g., Rubin and James, 1973; Valocchi et aI., 
1981; Miller, 1983; Miller and Benson, 1983; Kirkner 
et aI., 1985). These methods provide strong coupling 
of chemical reactions to the solute transport equa
tions. However, the current methods provide only 
weak coupling to temperature in the sense that tem
perature can be varied from simulation to simulation 
but not within a single simulation. 

A computer code (named THCC) incorporating a 
variable temperature field in the framework of a 
multicomponent, thermodynamically based reactive 
chemical transport model has been developed (Car
nahan, 1985). The starting point for this develop
ment was the CHEMTRN code (Miller and Benson, 
1983). The THCC code is being used to gain insight 
into temperature-dependent effects on transport of 
reactive solutes that cannot be provided by isother
mal codes. 

DESCRIPTION OF THE CODE THeC 

In the code THCC it is assumed that heats of 
chemical reactions do not affect the temperature 
field, that the temperature field does not affect the 
(constant) fluid flow field, and that effects arising 



from thermodynamic coupling between flows of heat 
and matter are absent. These assumptions allow the 
calculation of heat transport to be done indepen
dently of the calculations of solute transport and 
chemical equilibria. 

All partial differential equations of transport, 
written in one dimension or in radial coordinates, 
are converted to finite-difference form. In the active 
heat transport mode, the heat transport equation is 
solved and temperatures assigned to each spatial 
node at each new time. Alternatively, fixed tempera
tures can be assigned on the basis of a specified con
stant gradient of temperature across the spatial 
domain. Values of equilibrium constants for all 
chemical reactions at all nodes are calculated using 
these temperatures. The temperatures and equili
brium constants are invariant during the subsequent 
solution of the solute transport equations and the 
chemical equilibrium equations at the current simu
lated time. 

The solute transport equations and the chemical 
equilibrium equations are solved by the direct 
method in a manner generally similar to that of the 
CHEMTRN code (Miller and Benson, 1983) but 
with several differences in detail. In the THCC 
code, the primary unknowns, found by Newton
Raphson iteration, are concentrations of basis species 
and solids; concentrations of aqueous complexes are 
secondary unknowns and are replaced in the numeri
cal solution by mass-action relations. Other features 
of the THCC code are that (I) Jacobian matrix ele
ments are calculated explicitly rather than by divided 
differences, and the parts of the elements that 
depend only on invariant quantities are calculated 
only once during each simulation; (2) the Crank
Nicolson method is used in the finite-difference 
approximations of the transport equations; and (3) a 
simpler algorithm for reversible precipitation/ 
dissolution of solids is used. 

The present version of THCC treats formation of 
complexes in the aqueous phase and reversible 
precipitation/dissolution of solid phases and uses 
activity coefficients in calculations involving thermo
dynamic mass-action relations. Three types of tran
sport problems involving variable temperature can 
be simulated by the present version of THCe. In 
the first type a fluid of constant composition and 
temperature flows into a one-dimensional porous 
medium saturated by a fluid of initially different 
composition and temperature. In the second type 
heat and solutes diffuse from a boundary held at 
constant temperature and composition into a porous 
medium saturated by an initially different fluid. In 
the third type a constant gradient of temperature is 
imposed on the medium with a given initial compo-
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sition, and solutes diffuse between boundaries having 
constant compositions and temperatures. The code 
also can be run isothermally with either constant
concentration or constant-flux boundary conditions. 

TWO EXAMPLES 

Described here are two examples of simple 
chemical transport problems involving variable tem
peratures that have been simulated by the THCC 
code. Although the code is capable of treating more 
complicated chemical systems, the examples 
described here have been kept simple chemically in 
order to emphasize the effects of variable tempera
tures. 

Diffusion of Silica Along a Gradient of 
Temperature 

A linear temperature gradient is imposed on a 
finite one-dimensional domain with fixed tempera
tures at the boundaries. Initially, the domain con
tains a given total concentration of silica distributed 
between the aqueous species (silicic acid) and the 
solid phase (amorphous silica) according to the value 
of the solubility of amorphous silica along the tem
perature gradient. The solubility decreases with 
decreasing temperature. After the initial equilibra
tion, diffusion is allowed to occur, with concentra
tions of silicic acid at the boundaries fixed at their 
initial values. Because the silicic acid concentrations 
must remain invariant in time throughout the spatial 
domain, diffusion of silicic acid along its own con
centration gradient (created by the temperature gra
dient) results in a steady accumulation of amorphous 
silica in the system. At any point in the system the 
amount of amorphous silica increases linearly with 
time, and the rate of accumulation increases toward 
the colder end of the domain, where the solubility 
decreases. Thus the gradient of temperature has 
caused a transport of amorphous silica from the hot 
to the cold end of the domain with no change in the 
concentration of silicic acid in the fluid phase. This 
process could lead to filling of pores and decreased 
permeability in the cold region. The results of the 
numerical simulation have been verified by an 
analytical solution of this problem. 

Mixing of Two Fluids Equilibrated with 
Uraninite 

A one-dimensional porous medium is saturated 
initially with a neutral solution equilibrated with 
uraninite at a given temperature. Another solution, 
at a higher temperature, also neutral and equilibrated 
with uraninite, flows into the first solution at the 



inner boundary. The total concentrations of aqueous 
U(lV) species plus uraninite are equal in the two 
solutions. Dissolution of uraninite is assumed to be 
controlled by the reversible reaction with water to 
form the neutral aqueous complex, uranium(IV) 
tetrahydroxide. This complex reacts reversibly with 
hydroxide ion to form the negatively charged aque
ous complex, uranium(lV) pentahydroxide, which is 
the dominant uranium species in solution. The con
centration of the tetrahydroxide complex in equili
brium with uraninite decreases with decreasing tem
perature, as does the ion product of water, and the 
thermodynamic formation constant of the pentahy
droxide complex increases rapidly with decreasing 
temperature. These opposing effects result in con
centrations of the pentahydroxide complex that are 
relatively high near the hot (inlet) end of the system, 
remain almost constant for some distance down
stream, and then decrease with decreasing tempera
ture. Uraninite dissolves at the hot end to support 
the pentahydroxide concentration and precipitates 
when that concentration decreases in the down
stream direction. The result is a pulse of uraninite 
that moves downstream at a rate about equal to the 
rate of motion of the thermal front. This rate is less 
than the rate of motion of the fluid, because heat 
carried by the fluid phase must be expended in heat
ing the solid phase. Thus the motion of the thermal 
front has mobilized and transported the stable solid 
phase, uraninite. 

CONCLUSION 

The THCC code has been used to demonstrate 
the possibility of strong coupling between transport 
of reactive chemical species and the thermal environ
ment in which the transport takes place. Both 
steady-state gradients of temperature and transient 
flows of heat can control migration of solutes in the 
aqueous phase and can mobilize stable solid phases 
that might otherwise be considered immobile. 
THCC provides a capability to account for such ther
mochemical coupling in the prediction of behavior 
of reactive chemical transport systems in thermally 
varying environments. 
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Geochemistry of Selenium at Kesterson Reservoir and Possible 
Remedial Measures 

0. Weres, A.F. White, H.A. Wollenberg, and A. W. Yee 

Kesterson reservoir, situated at the terminus of 
the San Luis Drain, became the focus of attention in 
1983, when a high incidence of deaths and deformi
ties was noted in the young of several species of 
birds that breed there. Part of the Central Valley 
Project, the San Luis Drain was built to carry away 
mineral-laden waters flushed from drainage systems 
in the irrigated farmlands on the west side of the San 
Joaquin Valley. The original plan was that the drain 
would transport waste water north to the delta above 
San Francisco Bay. Objections to that plan, how
ever, resulted in the conversion of a "controlling 
reservoir" at Kesterson into a combined waste water 
terminus and national wildlife refuge (Fig. 1). 

Water began flowing to Kesterson in 1978, 
mostly surface runoff at first. By. 1981 the subsur
face drainage systems that farmers had installed in 
their fields were connected to the San Luis Drain, 

Figure 1. Location map of Kesterson reservoir and the 
San Joaquin drainage system. [XBL 859-1073 I] 
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and the water flowing to the new refuge was now 
laden with salts. A year later all the game fish were 
gone; two years later the plight of the birds became 
front page news. Investigations had by then revealed 
that selenium is present in high concentrations in the 
reservoir, where it enters the food chain. Selenium 
was also determined to be present in relatively high 
amounts in the soils of the irrigated lands of the 
Panoche fan on the west side of the San Joaquin Val
ley. 

Studies were urgently needed to find ways to 
remove the threat to the area's wildlife and to deter
mine whether continued storage of the toxic drainage 
waters would pose a threat to the groundwater in the 
aquifer beneath the reservoir. In cooperation with 
U.S. Bureau of Reclamation personnel, we have 
visited the reservoir to study the problem and to 
recommend solutions. To date, we have analyzed 
approximately 40 water samples taken from the San 
Luis Drain, the reservoir, an adjacent slough, and a 
number of observation wells. Details of these activi
ties are included in a report by Weres et al. (1985), 
from which this article is in large part extracted. 

THE SETTING OF KESTERSON 
RESERVOIR 

The reservoir at Kesterson consists of 12 ponds 
that cover an area of approximately 1200 acres. The 
ponds are separated from one another by earth 
berms constructed by excavation in the poorly con
solidated Quaternary basin sediments of the west 
side of the San Joaquin Valley. The reservoir is bor
dered immediately on the west by Mud Slough, a 
freshwater channel that drains marshland and emp
ties into the San Joaquin River. Salt Slough, a simi
lar channel that also empties into the San Joaquin 
River, lies approximately 1/2 mile east of the reser
VOIr. 

A layer of mud 1/2 to 2 feet thick and rich in 
organic matter covers the bottom of these ponds. 
Beneath the mud is a clay layer that varies from less 
than 2 to more than 8 feet in thickness. This shal
low layer of clay probably extends laterally well 
beyond the reservoir. It overlies the so-called upper 
aquifer, which consists of about 200 feet of bedded 
and lenticular clays, sands, and gravels. The Cor
coran Clay, an impermeable layer about 50 feet 



thick, separates the upper aquifer from a lower 
aquifer that is several hundred feet thick. Water 
from the upper aquifer is used locally for irrigation 
and livestock watering; water from the lower aquifer 
is fit for human consumption. 

The San Luis Drain delivers to the reservoir 
about 8000 acre-feet of drainage water per year from 
about 8000 acres of farmland. Of this amount, 
about half percolates through the reservoir bottom 
sediments into the upper aquifer; the other half is 
lost by evaporation and by transpiration from plants 
growing in the reservoir. The water in the reservoir 
ponds contains 200 to 300 parts per billion (ppb) of 
selenium; water taken from wells at the top of the 
upper aquifer beneath the reservoir generally con
tains less than 5 ppb of selenium. (For comparison, 
the EPA drinking water standard for selenium is 10 
ppb.) In its salinity and major ion composition, the 
groundwater is similar to the water in the reservoir, 
indicating that the groundwater is derived from 
reservoir water that has percolated down through the 
sediment at the bottom of the reservoir. Apparently, 
chemical or microbial processes remove the selenium 
from the water as it percolates through the bottom 
sediment. Appreciable selenium has been found in 
the groundwater in places where the clay layer 
beneath the reservoir is less than 2 feet thick or is 
completely absent, suggesting rapid percolation .. 

The water in the reservoir is in contact with air 
and contains dissolved oxygen. Consistent with an 
oxidizing environment, most of the selenium in the 
reservoir water is in the form of highly soluble selen
ate ion (SeOi-). No oxygen is present in the bottom 
sediment, where microbial decomposition of organic 
matter produces a strongly reducing environment. 
In the reducing environment of the sediment, micro
bial processes reduce the selenium in the water to 
lower oxidation states, all of which are much less 
soluble than selenate. The selenium is thereby 
removed from the water and converted to some mix
ture of elemental selenium, organic selenium com
pounds, and selenium substituted for sulfur in sul
fide minerals (e.g., pyrite). 

METHODS AND RESULTS 

A principal goal of our field program was to 
characterize the oxidation/reduction state of contam
inated water and,determine the effects on selenium 
solubility and transport. Chemical parameters meas
ured in the field therefore included pH, Eh, dissolved 
oxygen (D.O.), Fe2+ and Fe3+, and HS-. 

The chemical analyses were used together with 
other major element and metal data in computer 
models to determine inorganic selenium speciation 
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and to simulate chemical mixing between Kesterson 
reservoir water and groundwater. The oxidation/ 
reduction potentials (pe) of surface and groundwaters 
were calculated on the basis of dissolved oxygen, 
Fe2+ /Fe3+, SeOi-/SeOl-, and Hs-/soi- using the 
FORTRAN EQ3NR/EQ6 code and are plotted in 
Fig. 2. Also plotted is aqueous speciation of Kester
son water as a function of progressively more reduc
ing conditions, simulating oxygen depletion in the 
reservoir bottom sediments as calculated by the 
FOR TRAN PHREEQE code. Figure 3 shows the 
degree of saturation of this water with respect to 
selenium minerals that could precipitate out in the 
bottom sediments. 

PRELIMINARY FINDINGS 

1. Surface waters at Kesterson reservoir contain 
high concentrations of selenate· and relatively low 
concentrations of selenite. The SeOi-/SeOl- ratio 
in surface water is in apparent equilibrium with 
atmospheric oxygen saturation. 

2. The much lower total Se in the groundwater 
consists predominantly of SeOl- species, as would 
be predicted on the basis of low D.O., Fe2+ /Fe3+ 
ratios, and measurable HS-. 

3. High salinity and high concentrations of such 
mobile contaminants as Band Mo in conjunction 
with low total Se in the groundwater indicate that 
reservoir water infiltrates the groundwater but that 
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significant amounts of selenium become bound at 
shallow depths beneath the reservoir. 

4. In situ platinum electrode measurements 
reveal that conditions are most strongly reducing in 
the upper several feet of clay and organic-rich sedi
ments beneath the reservoir. Groundwater sampled 
from the sandy aquifer beneath the sediment is less 
strongly reducing. 

5. A few wells show significant selenium in the 
groundwater. These wells are located in areas where 
the clay under the reservoir is relatively thin. It is 
possible that the clay layer in this area was scraped 
thin or removed by earth-moving activities associ
ated with the construction of levees, allowing rapid 
percolation of reservoir water into the sandy aquifer 
below. Natural leaks in the clay layer may also be 
present. Elevated selenium was also found in a 
monitoring well on the northwest side of the reser
voir, another area where the clay layer is thin or 
absent. 

6. Reservoir water infiltrating the bottom sedi
ments will remain undersaturated with selenite 
mineral phases but will become supersaturated with 
iron and manganese selenides. Pyrite will also pre
cipitate under these strongly reducing conditions. 
Rather than forming a separate phase, iron selenide 
probably coprecipitates as a trace substituent in 
pyrite. 
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7. The reducing conditions in the sediment are 
caused by the decomposition of organic matter 
derived from the vegetation growing in the reservoir. 
The partial reduction of sulfate to sulfide is a 
biochemical reaction, mediated by anaerobic bacteria 
that live in the organic-rich sediments. The reduc
tion of selenate is probably mediated by the same 
orgamsms. 

These findings suggest that a remedial manage
ment program should be established that incor
porates the following points: 

1. Stop adding selenium to the reservoir, prefer
ably by treating the drainage water to remove 
selenium before it reaches the reservoir. Continue to 
add selenium-free water to the reservoir. 

2. Leave the selenium that has already reached 
the reservoir right where it is-immobilized in the 
sediment. 

3. Maintain the sediment in its reducing state by 
not disturbing it and not creating a vadose zone
that is, a region where air penetrates into the sedi
ment. 

4. Ensure that the selenium now contained in 
the ponded water becomes immobilized in the reduc
ing bottom sediment by allowing the ponded water 
to continue percolating into the sediment while 
selenium-free water gradually replaces it in the 
ponds. 

5. If necessary, modify the ecosystem and geo
chemistry of the reservoir to increase the isolation of 
the selenium-contaminated sediment from the bio
sphere. 

CONCLUSION 

Kesterson is a portent of problems to come, but 
it is also an opportunity to demonstrate the neces
sary solutions. The methods developed to remedy 
the problem at Kesterson will ultimately find broad 
application. Finding an effective and environmen
tally acceptable solution to the problem at Kesterson 
reservoir will restore the public trust needed to 
address the much larger drainage problems yet to be 
faced in the San Joaquin Valley and elsewhere in the 
United States. 
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Radiogenic Heat Production of Crustal Rocks: An Assessment 
Based on Recent Geochemical Data 

H.A. Wollenberg and A.R. Smith* 

Appreciable data exist, primarily in the geochem
ical literature, describing the distribution and abun
dance of uranium, thorium, their decay products, 
and potassium-40 in the Earth's upper crust. A sur
vey of the literature and a compilation of unpub
lished geochemical data have resulted in the catalog
ing and characterization of natural radioelements 
and their associated rock types. A data base has 
been assembled that incorporates radioelement infor
mation classified according to rock type (Wollenberg 
and Smith, 1985). 

The primary impetus for this work was to help 
in the planning and interpretation of airborne mul
tispectral gamma radiation surveys to assess the radi
ation environment in the vicinity of planned and 
operating nuclear power reactors and other nuclear
energy-related sites. A useful adjunct of this investi
gation is the applicability of radioelement data to the 
study of terrestrial heat flow. One-fourth to one
third of the heat flow observed near the Earth's sur
face comes from decay of radioelements in the 
Earth's crust. In this respect, formulas relating 
radioelement content to radiogenic heat production 
have been applied to these data, permitting a 
categorization of radiogenic heat production by rock 
type. 

The U, Th, and K concentrations .compiled from 
the geochemical literature were classified according 
to rock type using a data base that now consists of 
2522 entries for U, 2510 for Th, and 2079 for K. 
Rates of radiogenic heat production were calculated 
using modified versions of the formulas of Birch 
(1954): 

1 heat-production unit (HPU; 1 X 10- 13 ca1!cm3·s) 
= 0.63 times the U concentration in ppm, 
= 0.17 times the Th concentration in ppm, 

*Engineering Division, Lawrence Berkeley Laboratory. 
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and 

= 0.97 times the K concentration in percent. 

Results are listed in Table 1. 

Table 1. Radiogenic heat production (l 0- 13 cal/cm3·s). 

Symbol Rock class Mean S.D. 

AE Acid extrusives 9.8 6.5 

AI Acid intrusives 11.5 6.8 

IE Intermediate extrusilles 4.6 2.3 

II Intermediate intrusives 6.2 3.8 

BE Basic extrusives 1.7 1.0 

BI Basic intrusives 1.8 1. 9 

UB Ultrabasics 0.7 0.5 

Alkalic feldspathoidal 

Range 

2.8-39 

\.7-59 

1.5- I3 

0.2-28 

0.1-5.8 

0,\-10 

0.\-2.7 

intermediate extrusives 48.4 19.8 11.1-81 
AI 

Alkalic feldspathoidal 
intermediate intrusives 30.4 28.9 2.1-239 

Alkalic basic extrusives 5.2 5.0 2.0-24 
AB 

Alkalic basic intrusives 

CS Chemical sedimentary 
rocks" 

CARB Carbonates 

OS Detrital sedimentary 
rocksb 

CL Clays 

SH Shales 

4.7 3.5 1.0-11 

3.5 5.7 0.1-27 

1.4 1.0 0.1-4.0 

7.2 8.5 0.2-95 

4.6 8.5 1.1-22 

9.9 3.5 2.3-65 

n 

124 

569 

57 

271 

77 

109 

24 

35 

61 

27 

8 

38 

32 

298 

29 

126 

SS Sandstones and 
Conglomerates 5.4 6.4 0.28-86 143 

MI 

MS 

Metamorphosed 
igneous rocks 

Metamorphosed 
sedimentary 
rocks 

"Includes carbonates. 

7.5 10.0 0.6-109 

6.0 4.2 0.2-42 

blncludes clay. shale. sandstone. and conglomerate. 
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Figure 1 shows the general variation of heat pro
duction within the igneous rocks. The systematic 
increase of heat production with Si02 is evident in 
the series ultrabasic - basic _ intermediate_ 
acidic (silicic) rocks. Anomalous in this variation 
are the alkaline intermediate rocks, the nepheline 
syenites, which often contain relatively high concen
trations of U, Th, and K but are low in Si02. Alka
line basic rocks, predominantly nepheline basalts, are 
also somewhat anomalous in this respect. These 
alkaline rocks make up a small percentage, probably 
not more than I %, of all igneous rocks (Barker, 
1974). 

Figure 2 illustrates the range of heat-production 
rates in the sedimentary and metamorphic rocks. 
Within the sedimentary rocks, shale has the highest 
mean heat production; somewhat lower values occur 
in sandstone and conglomerate, clay, and the chemi
cal sediments; carbonate rocks are significantly 
lower. 

Radioelement relationships are illustrated by the 
triangular diagram (Fig. 3) relating abundances of U, 
Th, and K. Figure 3 shows that, with the exception 
of the alkaline intermediate rocks, there is a general 
separation between the sedimentary and igneous 
rocks, with U generally more prevalent in the sedi
mentary rocks. The propensity of U to associate 
with the sedimentary rocks may be due to the 
element's mobility as U6+ in oxidizing environments, 

100.---------------------------~ 

10 

A' AcidiC 
I. Intermediate 

B Basic 
UB' Ultra basic 
AI Alkaline Intermed. 

AB: Alkaline Basic 

0.1 +------.-----..----~----~-~--___l 
30 40 50 60 70 80 90 

Si02 (%) 

Figure 1. Variation of radiogenic heat production with 
silica content of the igneous rocks. [XCG 8411-13432] 
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Radiogenic Heat Production, Sedimentary and Metamorphic Rocks 

- Chemical Sediments - ..... ..---..., 

1-----...... 0__-1 Carbonates 

-------Detritel Sediments - ...... 0__--1 

- Sandstone and Conglomerate ---.---1 

Shale ~ 

Clay I • 

----Meta-Igneous • 

Meta-Sedimentary • 

O.t 10 tOO 

H.P.U. 

Figure 2. Radiogenic heat production of sedimentary 
and metamorphic rocks; error bars express standard devia
tions of the means. [XCG 8411-13433] 

such as occur in shallow groundwater regimes m 
igneous terranes that may serve as source regions. 
Uranium may then be deposited in reducing 
environments afforded by organic material and sul
fide minerals in sedimentary rocks. Potassium and 
Th, predominant in feldspar and accessory minerals, 
respectively, in igneous and sedimentary rocks, are 
much less mobile than U6+. Therefore, there is little 
difference between the relative abundances of K and 
Th in the sedimentary and igneollsrocks. 

Th 

60 

Relative Abundance 
Of Heat-Producing 

Elements 

50 

u 

Figure 3. The relative abundances of U, Th, and K 
(symbols correspond to those in Table I). The shaded area 
encompasses the sedimentary rocks. [XCG 8411-13435] 



HEAT PRODUCTION OF CONTINENTAL 
ROCKS 

Knowing the mean values of radiogenic heat pro
duction associated with the various rock types, one 
can estimate the overall mean heat production gen
erated by rocks of the upper continental crust. This 
was done for each rock type by multiplying the pro
portion of the continental crust occupied by a partic
ular rock type by that rock type's heat production 
and then summing the products. The results of this 
calculation are summarized in Table 2. The 
weighted overall continental heat production is -7 
HPU. 

Multiplication of U, Th, and K concentrations 
for individual rock types by their proportions in the 
upper continental crust yields weighted mean abun
dances of 4 ppm, 14 ppm, and 2%, respectively, for 
continental rocks (Table 3). This is in general agree
ment with Taylor's finding (1977) that the overall 
composition of the upper continental crust and its 
radiogenic heat production is approximately that of 
granodiorite. 

Table 2. Radiogenic heat production and composition 
of upper continental crust. 

Percent 
occupied" H.P.U. S.D. 

Granite 15 11.5 6.8 

Granodiorite-diorite 17 6.2 3.8 

Alkalic igneous rock 0.6 22.1 16.9 

Ultramafic rock 0.3 0.7 0.5 

Gabbro 3 1.8 1.9 

Rhyolite 9.8 6.5 

Andesite 4 4.6 2.3 

Basalt 6 1.7 1.0 

Sandstone and conglomerate 3 5.4 6.4 

Carbonates and evaporites 3 1.4 1.0 

Shale and clay 6 7.2 3.2 

Gneiss 32 7.5 10.0 

Schist 8 6.0 4.2 

Marble 1.4 1.0 

Weighted mean 6.9 6.0 

"Data after Ronov and Yaroshevskiy (1967). 
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Table 3. Comparison of radioelement concentrations 
and radiogenic heat production. 

This study, weighted mean 
of upper continental crust 

This study, mean of 
intermediate rocks 
(exemplified by 
granodiorite) 

A verage upper continental 
crust (Taylor, 1977) 

CONCLUSIONS 

u Th K 
(ppm) (ppm) (%) H.P.U. 

3.9 14.1 2.2 6.9 

3.2 12.2 2.1 6.2 

2.5 10.5 2.7 6.0 

This compilation of natural radioelement con
centrations of the various rock types indicates that 
the radiogenic heat production of the igneous rocks 
generally varies with the silica content of the rocks. 
Exceptions are the high-radioactivity alkaline rocks, 
which are generally low in Si02 but high in Na and 
K. Shale has the highest heat production of the sedi
mentary rocks, with lower values in sandstone and 
conglomerate, clay, and the chemical sediments; car
bonate rocks are significantly lower. The weighted 
mean radiogenic heat production of the upper con
tinental crust is -7 X 10- 13 cal/cm3·s. 
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Thermodynamics of High-Temperature Brines 

K.s. Pitzer and J.M. Simonson* 

Extremely concentrated brines, including those 
miscible to fused salts, occur at high temperature and 
are important in several geologic and industrial sys
tems. They are also of theoretical interest in physi
cal chemistry, since they have not been studied 
extensively in the past. An industrial application 
concerns the salt accumulation in crevices in nuclear 
steam generators. Indeed, the present theory and 
equations are currently being applied by Weres and 
Tsao (1985) to that problem. This article summar
izes a theoretical paper (Pitzer and Simonson, 1985) 
and a report on a prototype multicomponent system 
LiN03-KNOr H20 (Simonson and Pitzer, 1985). 

THEORY AND EQUATIONS 

For a miscible system the appropriate measure of 
composition is a mole fraction, but for an ionic sys
tem one may either recognize or ignore the ioniza
tion of the salt. Although much of the literature uses 
nonionized mole fractions for salts, it is both theoret
ically and empirically preferable to recognize the ion
ization. Indeed, this is necessary to avoid ambiguity 
for mixtures without common ions. Thus the mole 
fraction of the jth, species (ion or neutral) is 

(1) 

where n/ is the number of moles of the ith species, 
including neutrals, cations, and anions. The ideal 
entropy and Gibbs energy of mixing are 

Llm SI / R = - ~ n/ In(x/ / xi), (2) 

(3) 

where xi is the mole fraction before mixing, which is 
1.0 for a neutral species but is 0.5 for eaeh ion in a 
salt MX. 

The total Gibbs energy of mixing can be written 
as a sum of ideal and excess terms, and the excess 
Gibbs energy can be further divided into terms for 
short-range and for long-range interparticle forces: 

LlmG = LlmG I + G E 
= Llm G I + GS + G DH . 

(4) 

*Present address: Oak Ridge National Laboratory. 
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Here the symbols are I for ideal, S for short-range 
forces, and DR (for Debye and Huckel) for the 
long-range-force term. Often it is more convenient 
to consider these energies per mole of particles, i.e., 
by division by ~ n/. Thus, for the short-range term, 

(5) 

Effects of Short-Range Forces 

It has been shown for concentrated ionic systems 
that the interionic forces are screened from the long
range R-2 law to a short-range pattern, whereupon 
they may be combined with the various short-range 
forces between neutral particles and between ions 
and neutrals. Although there are various theories for 
the excess Gibbs energy arising from disordered 
(liquid) systems of particles interacting with short
range forces, one of the simplest and most effective 
is that of Margules. This is a power series with 
binary products of mole fractions for binary interac
tions, etc., 

gS / RT = ~ ~ aijx/xi 
i i 

+ ~~~ a1jk xixixk + ... , 
i i k 

where the a's with all suffixes equal are zero. 

(6) 

The requirement of electroneutrality must be 
introduced. Some other rearrangements also are 
convenient, which lead to the following general equa
tion and definitions: 

gS/RT = ~~Xixi[wij + uij(xi-xi)] 
i>1 

+ ~~~XixixkCik - gsa /RT, 
k>i>1 

Uii = (3/2)(aiii - aijii), 

x (aiii + aiii + aiik + aikk + aiik + aikk). 

(7a) 

(7b) 

(7c) 

(7d) 



Here g50 is the total for the same material in the 
reference states before mixing; the values are zero for 
neutral species but not for ions, where terms involv
ing WMX remain for a pure fused salt MX. 

For particular types of two- and three
component systems, working equations are derived 
with further combinations of parameters. This 
shows the extent to which parameters measured for 
binary systems determine the properties of more 
complex systems. Thus, for a system with one neu
tral and two ionic components (MX and NX) with 
mole fractions Xl> Fxf, and (J - F)Xh respectively, 
one obtains 

+ XI [FUt,MX + (1 - F)Ut,NX 

+ F( I - F)Qt,MX,NX J} 
+ xl F(I - F) [ WMX,NX + xl(2F - I)UM,N J/2, 

(8) 

The W's, V's, and Q are defined as combinations of 
w's, u's, and C. Only the three-suffix parameter 
QI.MX,NX remains to be determined from the three
component system. All of the two-suffix parameters 
are determined from the corresponding two
component systems. 

Debye-Huckel Effect 

In dilute solutions the distribution of ions 
changes from a random pattern at extremely low 
concentration to one of alternating positive and 
negative charges. The latter pattern extends from 
relatively moderate concentrations to the fused salt. 
Debye and Huckel gave the basic theory for this 
effect. The important variable is the ionic strength, 
which, in mole fraction units, is Ix = (I /2) ~ Xi Z?, 

where Zi is the charge on the ith ion. Then the 
excess Gibbs energy contribution is 

where I; is Ix for pure fused salt, p is a parameter 
related to the hard-core repulsive collision diameter, 
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and Ax is the Debye-Hiickel parameter on a mole 
fraction basis, 

where d], MJ, and D are the density, molecular 
weight, and dielectric constant of the solvent, and 
where NA is Avogadro's number, k is Boltzmann's 
constant, and fO is the permittivity of free space. 
The value of D is taken from Bradley and Pitzer 
(1979); p is assigned the value 14.9. 

Activity Coefficients 

The activity coefficients of neutral or ionic com
ponents are obtained from appropriate derivatives of 
the excess Gibbs energy. The result for the activity 
coefficient of the neutral species, and with two salts 
present, is 

In)'t = x/ {FWt,MX + (I - F) Wt,NX - F(\ - F)WMX,NX/2 

+ F(I - F) Qt,MX,NX ] + xIF(I - F)(\ - 2F) UMN} 

PROTOTYPE MUL TICOMPONENT 
SYSTEM 

(II) 

The water vapor pressure was measured in this 
research for the three-component system 
LiNOr KNOr H20 and the two-component system 
KNOr H20 over a range of temperature. There are 
literature data for the two-component systems 
LiNOr H20 (Braunstein and Braunstein, 1971) and 
LiNOr KN03 (Kelley, 1960; Bergman and Nogoev, 
1962). It is found that the theory presented above 
can be fitted to all of the data with good agreement. 
Each parameter is assumed to vary linearly with 
temperature over the range 373-436 K; i.e., the 
parameter Pi is expressed as 

Pi = ai + bi (T - 373.15 K), (12) 

The resulting parameters are given in Table I; Fig. 1 
compares individual measurements in the range 
423-436 K with the calculated curves. The agree
ment is excellent for all aqueous systems at other 
temperatures as well as that shown in Fig. I. For the 
anhydrous system LiNOr KN03 the experimental 



Table I. Fit parameters and uncertainties. 

Parameter a 

Wl.lvlX -3.582 (±0.017) 1.156 (± 0.041) 

UUIX 0.759 (± 0.050) 0.5 (±O.IO) 

W 1.NX 0.688 (± 0.0 19) -1.007 (±0.044) 

U 1.NX 0.899 (± 0.070) 

WMX.NX - 2.865 (± 0.073) 0.253 

QI.MX< NX -1.88 (±O.ll) 

~r-----------------------------~ 

Figure 1. The activity of H20 in the system KN03-H20, 
upper curve; LiNOr KNOr H20 (equimolal Li+-K+), 
middle curve; and LiNOrH20, lower curve. Curves are 
calculated; points are experimental (see text for sources). 
[XBL 865-1875[ 
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data are less precise, but the agreement is also satis
factory. 

There are no measurements of salt activity for 
the aqueous systems, but this information can be cal
culated with confidence in view of the excellent 
agreement for water activity over very wide ranges of 
composition. 
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Thermodynamic and Physical Properties of Silicate Materials 

I.s.E. Carmichael, R. Lange, G. Lux, D.A. Snyder 

The main emphasis of our research program is 
the measurement of the thermodynamic and physical 
properties of silicate minerals, liquids, and glasses. 
We continue to do this by means of equilibrium 
melting experiments, calorimetry, wet chemistry, and 
other techniques. Currently, our research focuses on 
the solubility of the noble gases in silicate liquids, 
the oxidation state of mid-ocean ridge basalts 
(MORBs), the solubility and speciation of sulfur in 
silicate melts, and high-temperature drop calorim
etry. 

THE SOLUBILITY AND DIFFUSION OF 
NOBLE GASES IN SILICATE LIQUIDS 

Studies of the solubility of noble gases in terres
trial and extraterrestrial silicate melts are an impor
tant source of information for formulating and con
straining geo- and cosmochemical models for the for
mation and evolution of the Earth and other objects 
in the solar system. Despite this, our understanding 
of the behavior of noble gases in natural silicate 
melts is incomplete. An area of particular interest is 
the solubility of noble gases in samples that have 
undergone melting in a surrounding gas phase. Our 
study has investigated the solubility of He, Ne, Ar, 
Kr, and Xe at 1 atmosphere total pressure in a range 
of natural silicate melts as a function of temperature 
and noble gas partial pressure. Diffusion coefficients 
for the five noble gases in a tholeiite basalt at 1350°C 
were also determined. 

Samples of andesite, leucite-basanite, tholeiite 
basalt, alkali-olivine basalt, and ugandite were each 
equilibrated in small platinum crucibles with a noble 
gas mixture (49.97% each Ar and He; 0.02% each Ne, 
Kr, and Xe) and varying amounts of oxygen and 
nitrogen over the temperature range 1275-1500°C. 
After equilibration (72 hours) the melts were 
quenched to glass and analyzed for their noble gas 
concentrations using a Reynolds (1956) type mass 
spectrometer. The results for all melts indicate that 
solubility obeys Henry's law: 

where Xi = equilibrium concentration of gas i in 
solution, K = Henry's constant, and Pi = concentra
tion of gas species i for all gases within the experi
mental error. The results of the solubility measure-
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ments for the five compositions at 1350°C are given 
in Fig. I. 

Two major conclusions can be drawn from these 
results. The first is that solubility is a strong func
tion of composition and the physical properties of 
the liquids. Solubility of all five gases decreases in 
the sequence andesite, leucite-basanite, tholeiite 
basalt, alkali-olivine basalt, ugandite. Composition
ally, this sequence displays increasing MgO and 
decreasing Si02. Other properties of these liquids 
that vary with measured Henry's constants are 
viscosity, which decreases from andesite to ugandite, 
and density and melting temperature, which 
increase. Both viscosity and density show a linear 
correlation with Henry's constant over their ranges 
in these melts. Since the density of silicate liquids 
increases with increasing pressure, the solubility of 
noble gases in natural silicate liquids will be lowered 
with pressure. Another point to note is that the rela
tive change in solubility with density increases from 
He to Xe. Pressure, therefore, will have a more pro
nounced effect on the solubility of the heavier gases 
than the lighter. 

The second major conclusion is that equilibrium 
solubility is greatest for the light gases. According to 
a model developed by Uhlig (1937), noble gas solu
bilities can be fit to the equation 

Ki = a exp( - br/), 

oo~rr--,,---''----------rr---------,,~ 

60 

40 

X 20 

22Ne .oAr B4Kr '29xe 

Figure 1. Henry's constants determined from equili
brium melting experiments for the noble gases in five 
natural silicate samples. [XBL 861-105401 
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where a and b are constants and ri is the gas kinetic 
radius. Figure 2 illustrates that the results from this 
study show such a correlation. The slope of the line, 
b, for four melts becomes increasingly more negative 
from the leucite-basanite to the ugandite, implying 
that the relative solubility of the light noble gases 
increases as their overall solubility decreases. 

The effect of temperature on noble gas solubility 
was studied over the range 127S-1S00°C at 7YC 
intervals in three of the liquids. The results indicate 
that the temperature dependence for the five noble 
gas solubilities is weak, yielding small, positive 
enthalpies of solution. 

The results of the preliminary diffusion experi
ment in the tholeiite basalt at 13S0°C show that dif
fusion obeys more or less the same linear relation 
with r2 as does solubility. The diffusion coefficients, 
D, differ only by a factor of about 20 between He 
and Xe at this temperature, whereas at 900°C they 
differ by 8 orders of magnitude (Hiyagon, 1984). 
Therefore, above liquidus temperatures, relative 
values of D among the noble gases do not differ by 
several orders of magnitude, as was previously 
believed. 

The results of these experiments can be applied 
to geochemical models that characterize noble gas 
mantle reservoirs on the basis of elemental abun
dance patterns in marine basalts. The incorporation 
of noble gases in igneous rocks is affected by various 
phenomena (e.g., crystal/liquid distribution, degree 
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Figure 2. The linear relationship between the natural log 
of Henry's constant and the gas kinetic radius for each 
noble gas is consistent with Uhlig's (1937) model: K; = 

a exp( - br~). The slope of the line, b, for four melts 
becomes more negative from the leucite-basanite to the 
ugandite, implying that the relative solubility of the light 
noble gases increases as the overall solubility of the noble 
gases decreases. [XBL 865-1869] 
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of partial melting, gas loss, contamination with 
atmospheric gases) whose effects are superimposed 
on the original pattern inherited from the source 
region. An obvious question is whether simple 
equilibrium solubility alone can account for the 
observed trends in the marine basalts described 
above. A basalt in equilibrium with a planetary 
reservoir yields dissolved gas compositions (Fig. 3) 
that generally agree with the measured basalt trend, 
although Ne is a bit low. Liquids equilibrated with 
solar or atmospheric gas reservoir compositions 
show substantial disagreement for the heavier gases. 
Thus, for this simple model, in which the observed 
basalt patterns are related to a single parent gas by 
equilibrium solubility, the best agreement is obtained 
for a planetary reservoir. However, the scatter exhi
bited by the data requires either mixing of additional 
gas reservoirs or the occurrence of fractionation 
processes. 

FERRIC/FERROUS RATIOS AND OXYGEN 
FUGACITIES OF MORB GLASSES AND 
LAVAS 

The ferric-ferrous ratio in natural silicate glasses 
is often used as an index of a magma's oxidation 
state prior to eruption. In previous equilibrium 
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Figure 3. A plot of noble gas concentrations in marine 
basalts relative to planetary, atmospheric, and solar gas 
reservoirs. The best agreement is obtained for the equili
bration of marine basalts with a planetary reservoir. 
[XBL 865-1870] 



melting experiments, Carmichael et al. (1983) deter
mined an expression that relates the ferric-ferrous 
ratio in natural silicate glasses to oxygen fugacity, 
temperature, and bulk composition. This empiri
cally derived equation, 

is used in our current study of MORB glasses and 
lavas. We have analyzed more than 70 hand-picked 
glasses and lavas from three oceans for their Fe203 
and FeO concentrations using wet chemical tech
niques. The aim is to contribute to the understand
ing of the oxidation state of the mantle, to determine 
whether oxidation state varies with geochemical pro
vince, and to determine whether mid-ocean ridge 
basalt crystallization is closed or open with respect to 
oxygen. 

The results of the analyses indicate that 
Fe3+ j(Fe2+ + Fe3+) ratios in the glasses are more uni
form and more reduced than most previous data sug
gest (x = 0.074 ± 0.006 (2 sigma mean». The rela
tive oxygen fugacity values (log f 0, (sample) - log 
f 0, (Ni-NiO buffer) = LlNNO) duster around -2.0, 
more than one order of magnitude below the 
quartz-fayalite-magnetite buffer. Some values over
lap the intrinsic oxygen fugacity measurements on 
minerals from the Skaergaard Upper and Middle 
Zones (Sato and Valenza, 1980). The Fe3+ j 
(Fe2+ + Fe3+) ratios correlate inversely with MgO 
content, nearly doubling from 0.06 at 9.0 wt% MgO 
to 0.11 at 5.0 wt% MgO. This suggests that MORB 
crystallization is closed to oxygen exchange. There is 
a large discrepancy between our data and reports 
suggesting that MORBs show regional differences in 
f 0, (Dmitriev et aI., 1984). Our samples cover most 
of the chemical and geographic range examined by 
other workers, and we find no evidence thus far for 
large variations in f 0,. However, rocks from the 
Kane fracture zone area, reported by Dmitriev et al. 
(1984) and Bryan et al. (1981) to be highly oxidized, 
have yet to be analyzed. 

A curious result of our study lies in the com
parison of LlNNO values between MORB lavas and 
glasses. MORB lava samples consist of glass plus 
olivine phenocrysts, whereas MORB glass samples 
consist only of hand-picked glass from the lava sam
ples. The glasses are consistently more reduced than 
the lavas (Figs. 4 and 5), which is surprising, as the 
only difference between the lavas and glasses are 
olivine phenocrysts, which should have a lower ferric 
iron concentration relative to the surrounding glass 
phase. Handling, preparation, and analysis tech
niques of both lava and glass samples were identical. 
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Figure 4. A histogram of the relative oxygen fugacities of 
Atlantic MORB glasses indicates that they cluster approxi
mately two log units below the Ni-NiO buffer. [XBL 
865-1871] 

THE SOLUBILITY AND SPECIATION OF 
SULFUR IN SILICATE LIQUIDS 

Measurements of the solubility and speciation of 
sulfur in natural silicate liquids are underway. Sul
fur is an important volatile component in magmatic 
systems and can dissolve in silicate liquids as both 
sulfate and sulfide complexes. To understand fully 
the extent to which dissolved sulfur influences the 
physical and chemical properties of magmas, it is 
essential to quantify the variables that control its 
speciation. Therefore, we have begun a series of 
experiments designed to measure the solubility and 
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Figure 5. A histogram of the relative oxygen fugacities of 
Atlantic MORB lavas indicates that they are more oxi
dized than the corresponding glass samples. [XBL 865-
1872] 
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specIatIon of sulfur in natural silicate melts as a 
function of composition, temperature, oxygen fuga
city, and sulfur fugacity. 

HIGH-TEMPERATURE DROP 
CALORIMETRY 

Work continues on our high-temperature drop 
calorimeter, which will extend the region of accurate 
calorimetry to 2700 K. Mechanical assembly is 
nearly complete. Integration of the various systems 
and calibration of the receiving vessel are underway. 
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Effects of Temperature on the Solubility and Speciation of Selected 
Actinides 

H. Nitsche 

The storage of high-level radioactive waste 
(HLW) in repositories located in deep geologic for
mations is one possible means of permanent disposal 
in the United States. The waste embedded in several 
solid containments would be emplaced in the under
ground repository, where multiple engineered bar
riers would increase confidence in the long-term per
formance of the facility. Criteria for overall reposi
tory performance are given by the U.S. Nuclear 
Regulatory Commission (NRC) and the Environ
mental Protection Agency (EPA) (NRC, 1983; EPA, 
1983). 

Although the likelihood of waste form failure is 
significantly reduced by the use of multiple barriers, 
the migration of contaminated groundwater must be 
considered as one principal mechanism for the tran
sport of radionuclides from the storage location to 
the environment. The magnitude of the groundwa
ter contamination will be controlled by a variety of 
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factors. Some of the major controls are the dissolu
tion rate of the waste package, the formation of solu
bility controlling solids, and the formation of soluble 
species. The nature of the compounds and solution 
species formed will depend on a variety of parame
ters. , They include the oxidation state of the 
radionuclide, the nature and concentration of the 
precipitating ions and complexing ligands, and the 
conditions of the surrounding geologic host medium, 
i.e., pH, Eh, and temperature. 

To develop the information and technology 
necessary to meet the requirements for licensing a 
repository, predictions are required on the solubility 
of actinide elements and the speciation of the solu
tion complexes they will form with the groundwater. 
The significance of radionuclide solubility and speci
ation for the assessment of an HLW repository is 
outlined in detail by an NRC technical position 
report (NRC, 1984). 



The solubility and specIatIOn predictions for 
actinide waste elements are made by utilizing ther
modynamic solution data. However, since radiation
induced heat is expected to generate elevated tem
perature conditions in the repository vicinity (Press 
1982), the temperature dependence of the thermo
dynamic constants must also be known. The oxida
tion state distribution in solution, the solubility pro
duct, and the formation constants are all functions of 
temperature and can be expected to vary with tem
perature in a rather complex way. Unfortunately, 
the literature contains little or no information on 
thermodynamic solution data at temperatures above 
25°C. One common way to overcome this lack of 
data is to extrapolate thermodynamic functions to 
elevated temperatures from available data or reason
able estimates for 25°C (Criss and Cobble, 1964a,b; 
Helgeson, 1969; Baes and Mesmer, 1976, 1981; 
Lemire and Tremaine, 1980; Turner et aI., 1981; 
Phillips et aI., 1985). 

OBJECTIVE 

The objective of this study is to determine exper
imentally the trends of the temperature dependence 
of the solubilities and speciation of neptunium, plu
tonium, and americium. In groundwaters hydroxide 
and carbonate anions are considered to playa most 
important role in the formation of insoluble precipi
tates and soluble complexes of actinides (Allard, 
1982; NRC, 1984). Therefore, to limit the task to 
hydroxide and carbonate complexation, solubility 
measurements are made up to steady-state condi
tions in noncomplexing perchlorate solution at pH 
6.0 and 8.5 at 25°C and 60°C. The overall carbonate 
concentration for each case is held constant at 120 
ppm, a value close to that found in some groundwa
ters. 

A comparison of the results at the two tempera
tures will demonstrate the importance of solubility 
measurements at elevated temperatures and should 
help the NRC to decide whether modeling alone can 
supply satisfactory information on the solubility and 
speciation of actinide elements at elevated tempera
tures or whether measurements at higher tempera
tures should be made. 

RESULTS 

The experimental results are summarized in 
Table 1. A more detailed description of the experi
ments can be found in a topical report (Nitsche, 
1985). The following conclusions can be drawn from 
the Se results. 
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1. Neptunium: 
a) The solubility of NpOt was slightly 

enhanced at pH 6 and 8.5 when the temperature 
increased from 25T to 60°C. 

b) Regardless of the temperature in both pH 6 
solutions, the soluble neptunium at steady state was 
uncomplexed NpOt. The oxidation state did not 
change from the initial conditions. 

c) At pH 8.5 the complexing of carbonate 
increased with temperature. Approximately 40% of 
the soluble neptunium at 25°C was present as car
bonate complex, whereas at 60°C nearly all Np was 
complexed. 

d) The neptunium solids formed were crystal
line, with the exception of the one for pH 6, 25°C. 
Their chemical composition could not be identified. 
The two precipitates formed at 60°C appeared to 
contain carbonate, but the ones at 25°C did not. 

2. Plutonium 
a) At pH 6 the solubility of plutonium, initially 

added to the solution as Pu4 +, decreased by one 
order of magnitude as the temperature changed from 
25°C to 60°C. At pH 8.5 no significant change in 
concentration with temperature occured at steady 
state. 

b) At pH 6 the soluble plutonium at steady state 
was present as Puot and PuO?+. At 2YC the 
Puot: puOr ratio was approximately 1: I, and it 
increased to 2: 1 at 60°C. 

c) At pH 8.5 and 60°C half of the initial Pu4+ 
remained in the +4 state. The other half was oxi
dized to Puot. It appears that the lower oxidation 
state becomes stabilized with increasing temperature. 

d) The precipitates from the 25°C series 
remained unidentified; they were crystalline at pH 6 
and amorphous at pH 8.5. The high-temperature 
solids formed at both pH values were Pu(IV) colloid 
or partially crystalline hydrous oxide (Pu02·xH20). 

3. Americium: 
a) No conclusion about the temperature depen

dence of the americium solubility could be drawn, 
since no steady-state values for 60°C at either pH 
value were obtained within 69 days. At pH 6 the 
concentration increased steadily with time; at pH 8.5 
the concentration increased and decreased with time 
seemingly at random by up to 1.5 orders of magni
tude. The americium solutions at pH 8.5 contained 
dissolved solids, which may be the cause for the 
sporadic change in concentration with time. 

b) At 60T AmOHC03 was the stable solid phase 
for the solutions at pH 6 and pH 8.5. At 2YC the 
solid phases were identical and crystalline for both 
pHs, but they remained unidentified. 



Table 1. Summary of results for solubility experiment on Np, Pu, and Am in 0.01 M NaCI04, 120 ppm total car
bonate concentration, at pH 6 and 8.5, and at 2YC and 60°C. 

Log steady-state 
concentration/M 

Oxidation state in 
supernatant solution Solid phase 

2YC 60°C 2YC 60°C 25°C 60°C 

Np 

pH 6 -(2.66 ± 0.08) -(2.31 ± 0.09) V = 100% V = 100% amorphous crystalline 
unidentified 

pH 8.5 -(4.02 ± 0.13) -(3.80 ± 0.08) V = 100% V = 100% crystalline crystalline 
unidentified unidentified 

Pu 

pH 6 -(7.72 ± 0.18) -(8.88 ± 0.28) V = (56 ± 5)% V=(59 ± 21)% crystalline Pu(IV) colloid or 
VI = (44 ± 5)% VI = (30 ± 18)% unidentified PU02· xH20 

pH 8.5 -(8.77 ± 0.20) -(8.92 ± 0.24) undetermined IV = (50 ± 8)% amorphous Pu(IV) colloid or 

Am 

pH 6 -(4.51 ± 0.04) did not III = 100% 
reach steady 

pH 8.5 -(9.21 ± 0.80) state after III = 100% 
69 days 

"Crystal structures are identical at pH 6 and pH 8.5. 

Recently Silva (1984) has published modeling 
calculations on the solubilities of U, Np, Pu, and Am 
utilizing the computer code MINEQL. As input, 
data bases were generated that contained the various 
solubility product, hydrolysis, carbonate complexa
tion, and redox constants for the four actinides for 
25°C, 60°C, 100°C, and 150°C. The equilibrium con
stants for a reaction at a given temperature were 
approximated from known or estimated values of the 
entropy changes for the reactions at 25°C and from 
the average values of the heat capacity changes for 
the reactions between 25°C and the higher tempera
ture (Criss and Cobble, 1964a,b; Helgeson, 1969; 
Baes and Mesmer, 1976, 1981; Lemire and 
Tremaine, 1980; Turner et aI., 1981; Phillips et aI., 
1985). The stable solid phases and solution species 
formed were calculated as a function of pH (6 to 9) 
and Eh (-0.22, 0.0, +0.22 V) for an ionic strength of 
0.01 M and a total fixed carbonate concentration of 
120 ppm (all species). The results of the calculations 
for Np, Pu, and Am at an Eh value of 0.22 V are 
shown in Figs. 1 to 3. 
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V = (32 ± 20)% unidentified PU02 . xH20 

III = 100% crystalline" AmOHC03 

unidentified 
III = 100% crystalline" AmOHC03 

unidentified 

The parameters for this experimental determina
tion of the solubilities for Np, Pu, and Am were 
chosen to match as closely as possible those used in 
Silva's calculations. The carbonate concentrations 
and the ionic strength of the solutions are identical; 
the pHs 6 and 8.5 lie within his pH range of 6 to 9. 
The Eh in the experiment is determined by the aver
age oxygen pressure of 100 ppm in the inert
atmosphere glove box. The Eh at 25°C is defined 
(Stumm and Morgan, 1980) as 

0.059 
Eh = 1.23 + -4-log Po, - 0.059 pH. 

At the experimental oxygen level, the solution at pH 
6 and pH 8.5 would have Eh values of 0.82 V and 
0.67 V, respectively. However, experiments have 
shown (Rai et aI., 1982; Allard, 1982) that the use of 
an operational Eh, which accounts for the "irreversi
ble oxygen potential," seems to describe the condi
tions more realistically. It is defined as 
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Figure 1. Sums of the calculated concentrations of Np 
(all species, curves are labeled with controlling solid phase) 
for 0.01 M ionic strength, Eh = 0.22 V, and total fixed car
bonate (all species) concentration of 120 ppm as a function 
of pH and temperature (from Silva 1984, with permission 
of the author). Also included are experimentally deter
mined data points from this study. [XBL 862- I 06 I 4] 

0.059 
Eh - (0.8-0.7) + -4-log Po, - 0.059 pH. 

Using this equation, Eh values of 0.39-0.29 V and 
0.24-0.14 V are calculated for pH 6 and pH 8.5, 
respectively. For this reason Silva's calculations for 
an Eh of 0.22 V seem to simulate the experimental 
conditions the closest. However, it is emphasized 
that no primary Eh control was maintained during 
the experiment. The electron potential of the solu
tions is controlled primarily by the potentials of the 
actinide complexes and compounds present. The 
experiment has shown that many of the complexes 
and compounds formed are unknown, and as a 
consequence their reduction potentials are also 
unknown. From this argument it seems questionable 
that an Eh value of +0.22 V describes the experimen
tal solution with sufficient accuracy. 

Also included in Figs. 1 to 3 are the experimen
tal results for pH 6 and 8.5 at 25°C and 60°C. For 
neptunium (Fig. 1) the experimental solubilities are 
substantially larger (- 3 orders of magnitude for pH 
6 and -1.5 orders of magnitude for pH 8.5) than the 
calculated values. The model predicted Np02 as 
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Figure 2. Sums of the calculated concentrations of Pu 
(all species, curves are labeled with controlling solid phase) 
for 0.01 M ionic strength, Eh = 0.22 V, and total fixed car
bonate (all species) concentration of 120 ppm as a function 
of pH and temperature (from Silva 1984, with permission 
of the author). Also included are experimentally deter
mined data points from this study. [XBL 862- I 06 13] 

solid phase, whereas the precipitates from the experi
ment were not Np02 but nevertheless remained 
unidentified. At both pHs and 60°C the solids con
tained carbonate, but the 25°C solids were carbonate 
free. For plutonium (Fig. 2) the discrepancy between 
the theoretical calculations and the experimental 
results are even more significant: At pH 6 the experi
mental solubility values were about 3-4 orders of 
magnitude larger and at pH 8.5 approximately 3 ord
ers of magnitude larger than the calculated values. 
At 2YC and both pHs the solids remained unidenti
fied. At 60°C the solids formed at both pH values 
were Pu(lV) colloid or partially crystalline hydrous 
oxide (Pu02·xH20), which is different from the 
modeling predictions based on crystalline PU02. For 
americium (Fig. 3) the theoretical calculations appear 
to agree rather well with the experimental findings; 
at 25°C the model predicted the solubility to be close 
to the experimental values, although the solid 
formed in the experiment is not AmOHC03, as was 
assumed for the calculation. At 60°C no steady-state 
solubility values were obtained from the experiment, 
but the solid phase formed was AmOHC03, as was 
predicted by the model. 



~-7 

c 
o 

".;:: 
e c 
Q) 
u 

" c 8 -8 

c 

~ 
E 
<l 

8' 
-1 -9 

-10 
6 

Americium 
-022V ~ Eh ~ +022V 150o~ 

,-

~Q r>-~\'P~:;'16()"s, 
~ -- '" 

\...' --- " 
o -<.Jo 

AmOHC03 -- Experimental 
Am(OH)3 --- Results: 

• = 25° C 

7 8 9 

pH 

Figure 3. Sums of the calculated concentrations of Am 
(all species, curves are labeled with controlling solid phase) 
for 0.01 M ionic strength, Eh = 0.22 V, and total fixed car
bonate (all species) concentration of 120 ppm as a function 
of pH and temperature (from Silva 1984, with permission 
of the author). Also included are experimentally deter
mined data points from this study. !XBL 852-10315] 

This comparison of experimentally determined 
values with solubility predictions gained from 
modeling calculations done under similar conditions 
demonstrates very clearly the shortcomings of 
attempts to predict solubility by calculations alone. 
The experimental reality appears to be far more 
complicated and interconnected than the description 
provided by an often limited or even incorrect set of 
thermodynamic equations serving as input for the 
model. Many solid phases and solution species 
formed in the experiment are still unknown, and 
therefore no equation set describing the thermo
dynamic properties is available for input in the data 
base. 

CONCLUSIONS 

The results of this work show the need to study 
radionuclide solubility experimentally in groundwa
ters from a prospective HL W repository site to 
predict accurately the maximum tolerable concentra
tions of radioactive materials that might migrate 
from the storage location to the accessible environ
ment. Furthermore, solubility studies must be made 
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at elevated temperatures to approximate repository 
conditions. Efforts should be made to increase the 
data base on thermodynamic solutions to improve 
the results of geochemical modeling. An increased 
effort to acquire experimental data and to improve 
the quality of theoretical knowledge should lead to 
an agreement between modeling predictions and 
experimental solution data. When consistent results 
can be obtained by these two approaches, a high 
degree of confidence can be placed in the data on 
radionuclide solubility and speciation that are 
required to license a nuclear waste repository. 
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Electronic and Spectroscopic Properties of Covellite and Chalcocite 

D.L. Perry 

Of all the different binary compounds of copper 
and sulfur, two of the most important are chalcocite 
(CU2S) and covellite (CuS). Both minerals are 
important ores of copper and represent an interesting 
contrast in solid-state bonding environments of 
copper where only sulfur ligands are present. Addi
tionally, the difference in the Cu:S ratio, coupled 
with the differences in bonding, allows one to 
observe changes that might be manifested in the 
spectra of the two materials. 

The purpose of the work reported here has been 
to determine whether these two natural, non synthetic 
copper sulfides can be differentiated by x-ray pho
toelectron and x-ray-induced Auger spectroscopy. 
Nakai et al. (1978) were first to use x-ray photoelec
tron spectroscopy to study these materials. Their 
work was based exclusively on the binding energies 
of copper and sulfur; no Auger studies were con
ducted. Moreover, two studies of CU2S have been 
reported using different instruments and different 
samples (Wagner, 1977; Mieldzarski and Suoninen, 
1984). The work done on these two compounds here 
at Lawrence Berkeley Laboratory (LBL) includes 
studying the typical spectral parameters, such as 
binding energies of photoelectron lines and kinetic 
energies of Auger lines, measuring the line separation 
of the copper 2p3/2 and sulfur 2p3/2 core levels, and 
calculating the copper Auger parameters. The use of 
x-ray photoelectron spectroscopy in conjunction with 
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Auger spectroscopy allows a more comprehensive 
spectroscopic picture to be obtained. The same 
instrument is used to perform measurements on both 
materials; this ensures that the data have been meas
ured using identical experimental conditions and are 
directly comparable in terms of their spectroscopic 
properties. 

RESULTS AND DISCUSSION 

Although several binary compounds of copper 
and sulfur have been reported in the literature, many 
of them are either nonstoichiometric, high
temperature phases (such as high-temperature digen
ite, CU2-xS) or mixtures of copper sulfide and amor
phous sulfur. Two of the most stable and common 
compounds, however, are CU2S and CuS. The struc
ture of CU2S is based on a hexagonal sulfur close 
packing scheme (Buerger and Wuensch, 1963), and 
the compound is exactly what its stoichiometry sug
gests, i.e., a copper(I) sulfide in which the mono
valent copper can be considered to exhibit a diamag
netic [Ar] 3d10 electronic configuration. However, 
CuS is not so straightforward; although the 
stoichiometry would imply that the copper is in the 
divalent state, such is not the case. The structure of 
the compound is one in which four of the six sulfur 
atoms in the unit cell are part of two disulfide 
groups, with the other two sulfur atoms being iso-



lated. Four of the six copper atoms have tetrahedral 
coordination, and the other two have trigonal coordi
nation. Such a configuration indicates that all the 
copper ions are reduced to the copper(l) state, and 
this has been verified by magnetochemical measure
ments that have shown that CuS is diamagnetic. 

The x-ray photoelectron data shown in Table 1 
confirm that the copper in CuS is, like that in CU2S, 
in the Cu(I) state. The binding energies for the 
copper 2p3/2,1/2 photoelectron lines are virtually 
identical to one another, and the copper binding 
energies are in excellent agreement with those previ
ously reported (Nakai et al., 1978) for these minerals 
and other copper(l) compounds (Gaarenstroom and 
Winograd, 1977). Very weak satellite structure 
appears on the high-binding-energy side (- 945 eV) 
of the copper 2PI/2 peak in the spectra of both CuS 
and CU2S, the intensity being consistent with that of 
a similar "shakeup" for other diamagnetic species 
(Brisk and Baker, 1975). True paramagnetic 
copper(II) compounds exhibit satellites that are of 
much greater intensity (Scrosso', 1979) than those 
observed here at LBL. Another observation is that 
the copper 2p line widths are quite narrow, in agree
ment with a diamagnetic copper(I) state; for a 
paramagnetic copper(II) sulfide, the copper line 
would be much broader because of multiplet splitting 
(Vernon et al., 1976). 

The copper L3 VV Auger transitions are 917.3 
and 917.9 eV for CU2S and CuS, respectively. This 
represents a greater separation in values for the two 
copper sulfides than the copper 2p photoelectron 
lines, an observation that is somewhat useful in dif
ferentiating the two solid phases spectroscopically. 
The difference in the Auger kinetic energies is not 

surprising, since it has been shown that Auger energy 
shifts are more sensitive many times to subtle 
changes in bonding environments than are the core 
photoelectron lines for the same element (Madden, 
1981). The L3 VV line shapes for the two sulfides are 
identical to one another as well as being identical to 
those reported previously for other copper com
pounds (Klein et al., 1983). 

The numerical sum of the copper 3p3/2 line and 
the copper L3 VV line represents a value referred to 
as the Auger parameter (Wagner et al., 1979; Wagner 
and Taylor, 1982) for the two copper sulfides. Since 
this parameter is a composite of the chemical shift of 
the copper photoelectrons and Auger electrons, its 
numerical value, which can be related to the extra
atomic relaxation energy of different states (Wagner 
and Taylor, 1982), should be unique for each chemi
cal state of an element and, it is hoped, be suffi
ciently different from those of other compounds. 
Unfortunately, in the case of CU2S and CuS, the 
Auger parameters for the two compounds shown in 
Table 1 are only 0.4 eV apart. Taking into account 
the experimental error in determining the line posi
tions makes it clear that the difference is not really 
enough to differentiate the two sulfides unequivo
cally. The Auger parameters shown in Table I, how
ever, are in excellent agreement with those reported 
previously: 1849.9 for CU2S (Wagner, 1977) and 
1850.5 for synthetic reagent grade CuS (Klein et al., 
1983). 

Real, distinct spectroscopic differences, however, 
are exhibited with respect to the sulfur 2p lines of 
CuS and CU2S. Figure 1 clearly shows a difference in 
the line shapes, along with a difference in the bind
ing energies of 0.8 eV. The spectrum of covellite is 

Table 1. X-ray photoelectron and Auger data for chalcocite and 
covellite.",b 

Cu 2P3/2 Cu 2P1/2 
a*d /:;.e 

Cu2S 161.7(2,2) 932.6( 1. 9) 952.3(2.3) 917.3 1849.9 770.9 

CuS 162.5(2.8) 932.4(1.9) 952.2(2.3) 917.9 1850.3 769.9 

"All spectra referenced to C Is at 285.0 eV. 

bNumbers in parentheses next to the copper and sulfur 2p binding energies 
represent the full width at half maximum (FWHM) of those photoelectron 
lines. 

CKinetic energies for the Auger lines were determined from their apparent 
binding energies (KE = hv - BE). 

dModified Auger parameter for copper (see Wagner et aL, 1979). 

eThe differ~nces in binding energies between the Cu 2P3/2 and S 2P3/2 pho
toelectron hnes. 
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Figure 1. The copper 2p3/2,1/2 and sulfur 2p3/2,1/2 x-ray 
photoelectron spectra of natural chalcocite (CU2S) and 
covellite (CuS), [XBL 846-8955[ 

considerably broader than that of chalcocite, and it is 
also more complex. This is in agreement with the 
previously documented structural aspects of the two 
sulfides (Buerger and Wuensch, 1963), which show 
chalcocite to consist of only S2- ligands but covellite 
to consist of both S2- and si- ligands. As a result 
the covellite sulfur 2p spectrum is a composite of a 
doublet of doublets (the 2p spectrum of sulfur con
tains both the 2p3/2 and 2Pl/2 lines separated ~y 
about 1.2 eV, reflecting the two sulfur states). ThIs 
is in agreement with findings by Nakai et al. (1978), 
who have reported two overlapping lines for CuS. 
The binding energy for the sulfur 2p3/2 line observed 
here agrees with that reported by the same research
ers. The sulfur 2P3/2,1/2 binding energies of CU2S and 
CuS reported in Table 1 are also in good agreement 
with those published for other sulfides (Lindberg, 
1972; Perry, 1981). 

Another distinctive feature involving the sulfur 
2p3/2 spectrum is its separation from t~e co~per 2p3/2 
line. The difference of one full volt in thIS separa
tion (see Ll in Table I) is a substantial one and is in 
excellent agreement with the 1.l-eV difference 
reported by Nakai et al. (1978) for the two minerals. 
The value of 770.9 eV for [Cu 2p3/2 - S 2p3/2] 
reported here for CU2S is also virtually identical to 
that of 770.8 eV observed by Mielczarski and 
Suoninen (1984). 
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APPENDIX A: ABSTRACTS OF JOURNAL ARTICLES 

Ahn, J., Chambre, P.L., and Pigford, T.H., 1985 
Transport in multiply fractured rock by superposition 
Trans. Am. Nucl. Soc., v. 50, p. 139-140 (LBL-19850) 
Groundwater contaminants in fractured porous rock undergo advective 

transport in the fractures, influenced by diffusion of contaminant into and 
out of the porous rock matrix. Analytical solutions for one-dimensional 
transport in single fractures have shown the importance of matrix diffusion 
in affecting the space-time-dependent transport. In some instances, the con
taminant penetrates so deeply into the rock matrix that concentration fields 
from adjacent fractures overlap, requiring consideration of multiple frac
tures in predicting contaminant transport. Exact solutions for concentra
tions in multiple parallel fractures were obtained by Sudicky and Frind, but 
they require summation of infinite series and multiple integrations. We 
present a simplified analytical method for multiple-fracture transport that 
superposes single-fracture solutions. 

Bodvarsson, G.S., Pruess, K., and O'Sullivan, MJ., 1985 
Injection and energy recovery in fractured geothermal reservoirs 
Soc. Pet. Eng. J., v. 2, no. 2, p. 303-312 (LBL-15344) 
Numerical studies of the effects of injection on the behavior of produc

tion wells completed in fractured two-phase geothermal reservoirs are 
presented. In these studies the multiple-interacting-continua (MINC) 
method is employed for the modeling of idealized fractured reservoirs. 
Simulations are carried out for a five-spot well pattern with various well 
spacings, fracture spacings, and injection fractions. The production rates 
from the wells are calculated using a deliverability model. The results of 
the studies show that injection into two-phase fractured reservoirs increases 
flow rates and decreases enthalpies of producing wells. These two effects 
offset each other so that injection tends to have small effects on the usable 
energy output of production wells in the short term. However, if a suffi
ciently large fraction of the produced fluids is injected, the fracture systems 
may become liquid-filled and an increased steam rate is obtained. Our stu
dies show that injection greatly increases the long-term energy output from 
wells because it helps extract heat from the reservoir rocks. If a high frac
tion of the produced fluids is injected, the ultimate energy recovery will 
increase many-fold. 

Brittain, H.G., Ansari, P., Toivonen, J., Niinisto, L., Tsao, L., and Perry, 
D.L., 1985 

Photophysical studies of uranyl complexes. 8. Luminescence spectra of 
UOzS0.· 3-1/2H,O and two polymorphs ofbis(urea) uranyl sulfate 
J. Solid State Chem., v. 59, p. 259-264 (LBL-21066) 
The photoluminescence spectra of hydrates and anhydrous uranyl sul

fates have been studied under conditions of high resolution at cryogenic 
temperatures. All uranyl sulfate systems were found to yield nonequivalent 
spectra: the energies for the electronic and vibronic origins were found to 
vary with the system, and certain uranyl vibrational frequencies exhibited a 
dependence on environment. These differences must reflect the various 
ways in which the uranyl centers are linked by the bridging sulfate groups, 
as this linking is the main difference between the various structures. 

Bunge, A.L., and Radke, CJ., 1985 
The origin of reversible hydroxide uptake on reservoir rock 
Soc. Pet. Eng. J., v. 25, no. 5, p. 711-718 (LBL-21262) 
When reservoir solids reversibly consume hydroxide, the impact on 

alkaline-waterflood performance can be significant. Only recently has this 
reaction been recognized as a principal factor influencing oil recovery rates 
and chemical-pulse depletion. 

This paper considers the origin of the reversible hydroxide uptake to be 
ion exchange of sodium for hydrogen ions. Using a simple, mass-action 
equilibrium model, we describe the alkali exchange isotherm. Because 
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hydronium and hydroxide concentrations in water are never zero, hydrox
ide uptake must be reported relative to a reference pH and salinity. With 
the recognition of a reference state and with the mass-action model, we 
predict qualitatively the effects of pH, salt concentration, and temperature 
on the measured hydroxide uptake isotherms for the Wilmington, Ranger
zone sand. 

Mineral sites that exchange ions of sodium for hydrogen may also 
exchange calcium for hydrogen or for sodium. Using simple mass-action 
equilibria again, we demonstrate that reversible hydroxide uptake depends 
on hardness concentration and that calcium/sodium exchange is pH depen
dent. 

Halfman, S.E., Lippmann, MJ., and Gilreath, J .A., 1985 
Cerro Prieto case history: Use of wireline logs to characterize a geother
mal reservoir 
Soc. Pet. Eng. J., v. 25, no. 6, p. 793-803 (LBL-17374) 
The Cerro Prieto geothermal field is located in Baja California, Mexico, 

in the Salton Trough-a rift basin filled mainly with Colorado River sedi
ments. A comprehensive wireline log analysis was undertaken as part of a 
multidisciplinary study of this geothermal system. It established (I) the 
physical properties of the various sedimentary units; (2) tlie depositional 
environment and hydrothermal alteration of the units; (3) the location, atti
tude, and displacement of faults; and (4) the subsurface circulation of the 
geothermal fluids. 

Presented are the methodology that was used and the application of the 
results to further exploration and development of this high-temperature 
geothermal resource. 

Johnson, L.R., and Lee, R.C, 1985 
Extremal bounds on the P velocity in the Earth's core 
Bull. Seismol. Soc. Am., v. 75, no. I, p. 115-130 (LBL-2l263) 
Global travel-time data from the ISC Bulletin were used to determine 

the function r(p) for core phases. Estimates were obtained for the AB, Be, 
DE, and EF branches of the PKP phase and also for the SKS and SKKS 
phases. The data were all analyzed in a uniform manner to yield 31 esti
mates of r(p) and its uncertainty at the 99.9 per cent confidence level in a 
range of p which covers most of the core. The effects of the mantle were 
removed with the PREM velocity models. 

The extremal bounds on the P velocity in the core were estimated at the 
joint confidence level of 97 per cent. The average width of the velocity 
bounds is about 0.6 km/sec, with the major source of uncertainty coming 
from the SKS and SKKS data. The outer core-inner core transition zone is 
well constrained, and the results favor a simple fairly abrupt increase in 
velocity. 

Kang, CH., Chambre, P.L., and Pigford, T.H., 1985 
One-dimensional advective transport with variable dispersion 
Trans. Am. Nucl. Soc., v. 50, p. 140-141 (LBL-19849) 
Analytical solutions for the space-time-dependent concentration of 

radionuclide chains in groundwater undergoing one-dimensional advective 
transport through infinite sorbing media have assumed a constant value of 
the longitudinal dispersion coefficient. However, field data show that the 
dispersion coefficient increases with distance. We describe a new analytical 
solution for the radionuclide-chain concentration in one-dimensional tran
sport with variable dispersion and compare the numerical results for a two
member decay chain with those for constant dispersion. The new analytical 
solution can replace the one-dimensional transport solutions in current use 
in the waste repository programs, and it can be used to establish bounds of 
validity of the current constant-dispersion solutions. 



Karzulovic, A., and Goodman, R.E., 1985 
Determination of principal joint frequencies 
Int. J. Rock Mech. Min. Sci. Geomech. Abstr., v. 22, no. 6, p. 471-473 
(LBL-2l264) 
In jointed rock the block sizes are controlled largely by the distributions 

of spacings for the discontinuities. This paper shows how to combine data 
from nonparallel boreholes and skanlines to produce a redundant set of 
simultaneous equations for the principal joint set spacings, and develops a 
least-squares algorithm for its solution. An example is presented, using syn-
thetic data, and a computer program is appended. . 

Kim, c.L., Chambre, P.L., and Pigford, T.H., 1985 
Radionuclide release rates as affected by container failure 
Trans. Am. Nucl. Soc., v. 50, p. 136-137 (LBL-1985l) 
The U.S. Nuclear Regulatory Commission (NRC) requires that the 

yearly release rate of a radionuclide from waste packages in a geologic 
repository be no greater than IO-s times the 1000-yr inventory of that 
radionuclide at 1000 yr, whichever is larger. We have earlier presented 
equations that predict the rates at which radionuclides can be released by 
diffusive-convective mass transfer from the waste package surface into sur
rounding saturated porous material and have shown that these equations 
can be used to predict bounding values of the release rates for individual 
radioelements, given experimental data on saturation concentrations and 
diffusion coefficients. These predictions are useful if the NRC criteria are 
to be applied to each waste package. However, if the NRC criteria are to be 
applied to the entire ensemble of waste packages in a repository, the statisti
cal distribution of waste package container failure can affect the average 
release rates for the repository. We present a new method for predicting 
average release rates from analytical solutions of single-package release rates 
and failure probabilities, and we illustrate the results for IllCS. 

Lee, K.H., and Morrison, H.F., 1985 
A numerical solution for the electromagnetic scattering by a two
dimensional inhomogeneity 
Geophysics, v. 50, no. 3, p. 466-472 (LBL-17856) 
A numerical solution for electromagnetic scattering from a two

dimensional earth model of arbitrary conductivity distribution has been 
developed and compared with analog model results. A frequency-domain 
variational integral is Fourier transformed in the strike direction, and a 
solution is obtained using the finite-element method for each of a finite 
number of harmonics or wavenumbers in transform space. The solution is 
obtained in terms of the secondary electric fields. Principally due to the 
inaccuracy associated with numerical derivatives of electric fields, the 
secondary magnetic field is computed by integrating over the scattering 
currents in harmonic space and is then inverse Fourier transformed. 

Lee, K.H., and Morrison, H.F., 1985 
A solution for TM-mode plane waves incident on a two-dimensional 
inhomogeneity 
Geophysics, v. 50, no. 7, p. 1163-1165 (LBL-17857) 
Quantitative interpretation of magnetotelluric (MT) surveys depends at 

present on the availability of an efficient forward modeling algorithm. To 
date, two major numerical techniques have been used to obtain the scat
tered fields from buried inhomogeneities in plane-wave fields: methods 
solving the governing differential equation which generally uses a fl'nite
element or finite-difference approach, and methods which solve an 
integral-equation formulation of the problem. 

For two-dimensional (2-D) inhomogeneities a solution for incident 
fields with the electric field parallel to the strike of the inhomogeneity (TE 
mode solution) was developed by Hohmann using the integral-equation 
approach. For a perfect conductor an integral formulation, for surface 
scattering currents, for the TM mode (magnetic field parallel to the strike of 
the inhomogeneity) was developed by Parry. General 2-D solutions in the 
presence of an arbitrary mode plane wave (mixed TE-TM) were obtained by 
Ryu, Swift, and Rijo using either a finite-element or finite-difference tech
nique. 

To our knowledge, the TM integral-equation solution for the general 
case has not been presented. The solution presented here thus completes 
the analysis for the scattering of arbitrary mode plane waves from 2-D inho
mogeneities using the integral equation approach. Apart from significant 
computational advantages in forward modeling of simple geologic bodies 
for MT analysis, this solution is important for evaluating the results of 
alternate numerical methods used for more complicated geologic models. It 
is becoming evident that, for many of the current numerical modeling 
schemes, there are no convincing checks on the accuracy of the solution. It 
is imperative, therefore, that several solutions be obtained by different 
methods and that they be compared until confidence is attained in these 
solutions. 
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Lippmann, M.J., and Bodvarsson, G.S., 1985 
The Heber geothermal field, California: Natural state and exploitation 
modeling studies 
J. Geophys. Res., v. 90, no. Bl, p. 745-758 (LBL-17572) 
Using numerical simulation techniques and an axisymmetric model of 

the Heber geothermal field, the natural (preexploitation) state of the system 
and its response to fluid production are analyzed. The results of the study 
indicate that the Heber geothermal anomaly is sustained by the upflow of 
hot water through a central zone of relatively high permeability. The best 
model suggests that in its natural state the system is recharged at depth by a 
l5-MW (megawatts thermal) (reference temperature O°C) convective heat 
source. The existence of an axisymmetric convection pattern, whose axis 
coincides with the center of the Heber anomaly, is also suggested. At the 
lower part of the ascending hot water plume the deep recharge water mixes 
with colder water moving laterally toward the axis of the system. In the 
upper part the rising plume spreads radially outward after reaching the bot
tom of the cap rock, at about 550 m depth. The model results suggest that 
the so-called cap rock is quite permeable (5 X IO- IS m') with convection 
controlling its temperature distribution. The results also show reduced per
meability (lOX IO- IS m') of the upper zones in the outer region of the sys
tem that may be due to mineral precipitation. In modeling the exploitation 
of the field the generation rate is allowed to build up over a period of 10 
years; after that, 30 years of constant power production is assumed. Full 
(100%) injection of the spent brines is considered; the fluids being injected 
2250 m ("near injection") or 4250 m ("far injection") from the center of the 
system .. The study shows that a maximum of 6000 kg/s (equivalent to 
approximately 300 MW, (megawatts electric) of fluids may be produced for 
the near injection case but only 3000 kg/s (equivalent to approximately 150 
MW,) for the far injection case. The results indicate that the possible 
extraction rates (generating capacity) are generally limited by the pressure 
drop in the reservoir. The average temperature of the produced fluids will 
decline 10°-18°C over the 40-year period. 

Long, J.C.S., and Witherspoon, P.A., 1985 
The relationship of the degree of interconnection to permeability in frac
ture networks 
J. Geophys. Res., v. 90, no. B4, p. 3087-3098 (LBL-18446) 
The problem of determining the permeability of a rock mass containing 

a system of finite fractures is highly dependent on both the degree of inter
connection between fractures and the heterogeneity of individual fracture 
characteristics. This paper examines how degree of interconnection affects 
both magnitude and nature of the fracture permeability. The interconnec
tion between given fracture sets is a complex function of (I) fracture den
sity, i.e., the number of fractures per unit volume, and (2) the fracture 
extent or size. Unfortunately, neither the density nor the extent of fractures 
is easily determined from borehole data. However, fracture frequency can 
be directly measured in a borehole because it is simply the number of frac
tures intersected per unit length of the borehole. The frequency is a meas
ure of the product of fracture density and size because the probability of a 
fracture intersecting a borehole is proportional to this product. The effect 
of the degree of interconnection was investigated by numerically simulating 
flow in fracture networks where fracture size and density varied inversely, 
while the product of these two parameters was held fixed. Directional per
meabilities of a number of such networks were determined, and the 
hydraulic behavior of each fracture system was compared to that of an ideal 
porous medium. The permeability of the rock matrix between the fractures 
was assumed to be low enough to be negligible. The results show that as 
fracture length increases, the degree of interconnection increases. Thus, for 
a given fracture frequency as measured in a borehole, the permeability of 
the system increases as fracture length is increased, and density is propor
tionally decreased. Also, fracture systems with shorter but more dense frac
tures behave less like porous media than do systems with longer but less 
dense fractures. Knowledge of fracture frequency and orientation alone is 
inadequate when determining permeability or deciding the important ques
tion of whether a given system behaves like a porous medium. For many 
cases where these parameters can be measured in the borehole it is critical 
to know fracture length in order to predict the degree of fracture network 
interconnection. However, for certain cases where fractures are larger than 
some critical size, it may not be necessary to know fracture lengths exactly. 

Long, J.C.S., Gilmour, P., and Witherspoon, P.A., 1985 
A model for steady fluid flow in random three-dimensional networks of 
disc-shaped fractures 
Water Resour. Res., v. 21, no. 8, p. 1105-1115 (LBL-19517) 
A model for steady fluid flow in three-dimensional, random networks of 

fractures has been developed. In this model the fractures are disc shaped 
discontinuities in an impermeable matrix. The fracture discs can be arbi
trarily located within the rock volume and can have any desired distribu
tion of aperture, radius orientation, and density. Thus where the disc 



model is appropriate it is possible to calculate flow through fracture net
works which are statistically similar to those that occur in nature. After the 
boundary conditions and the desired fractures are specified, the intersec
tions (nodes) between these discs (elements) are identified. Then steady 
flow through the network is calculated using a mixed analytical-numerical 
technique. In each fracture, analytic equations for flow into or out of each 
node as a function of the average head at each node are developed. The 
equations are based on image theory and the assumption that each node is 
a source (or sink) of uniform strength. A set of mass balance equations is 
constructed which equate flow into a node from one of its associated frac
tures to flow out of the node into the other associated fracture. These equa
tions are solved for the average head at each node, and flux between frac
tures can then be calculated by substituting the average head values back 
into the analytical equations. The model has been successfully checked 
against analytical results for several cases of two and three intersecting 
fractures. We plan to use these techniques to measure the permeability of 
fracture networks. 

Majer, E.L., and McEvilly, T.V., 1985 
Acoustic emission and wave propagation monitoring at the Spent Fuel 
Test: Climax, Nevada 
Int. J. Rock Mech. Min. Sci. Geomech. Abstr., v. 22, no. 4, p. 215-226 
(LBL-17546) 
For more than 3-1/2 years, transient acoustic emission events together 

with P- and S-wave velocities and amplitudes were monitored by a 15-
station I-10kHz bandwidth seismographic network in a heated under
ground test repository. Automated seismic processing analyzed the tran
sient events for location and source· properties, while daily pulsing of a 
piezoelectric reference source provided precise measurement of changes in 
velocity and amplitude. The site was a spent fuel repository test facility 
420 m below ground in the Climax Stock quartz monzonite in Nevada, 
where spent fuel assemblies and heaters simulated repository conditions. 
Temperatures in the rock reached only 80°C, but produced abundant acous
tic emission events and large changes in S-wave amplitudes. P-wave veloci
ties and amplitudes were not affected by the heating or cool-down process. 
The effects seen are postulated to be due to crack closure and dewatering of 
the rock mass. 

Myer, L.R., 1985 
Electro-servo control system for thermomechanical properties testing 
Geotech. Test. J., v. 8, no. 4, p. 171-178 (LBL-19179) 
The main features of a system for pseudo-static thermomechanical 

triaxial rock testing system are discussed. The system emphasizes ease of 
control and versatility in performing complex load/deformation paths 
required in many testing applications in the temperature-pressure range of 
20 to 200T and atmospheric pressure to 70 MPA. The pressurization sys
tem, utilizing electric motor-driven pumps and a computer-aided data 
acquisition/motor control system is described in detail. Example results are 
given of the application of the test system in determination of thermoelastic 
properties of a quartz monzonite rock. 

Narasimhan, T.N., 1985 
Geometry-imbedded Darcy's law and transient surface flow 
Water Resour. Res., v. 21, no. 8, p. 1285-1292 (LBL-17814) 
The traditional interpretation of Darcy's experiment views it as a valu

able means for setting up the partial differential equation of transient or 
steady state subsurface fluid flow. In the present work, Darcy's observa
tions are viewed from a different perspective, enabling the statement of 
transient subsurface fluid flow in terms of an equation defined over finite 
domains of space and time. Two new notions, namely, geometry imbed
ding and location of average, are introduced. The equation describes tran
sient flow along a flow tube with arbitrarily varying cross section, consisting 
of materials with properties dependent on fluid potential. This equation, 
based on its own postulates, is fully consistent within itself and exists 
independently of the classical partial differential equation. This technical 
note presents preliminary ideas on what appears to be a promising new line 
of inquiry that departs from the traditional approach based on continuum 
mechanics. Further work is in progress. 

Noorishad, J., and Witherspoon, P.A., 1985 
Can injection tests reveal the potential for fault movements? 
J. Pure Appl. Geophys., v. 122, p. 608-618 (LBL-16781) 
The role of fluids in faulting mechanism and triggering earthquakes is 

widely accepted. The effective stress law is the basis for the postulated 
theories. Using a generalized version of this law, applicable to both contin
uum and discontinuities, hydro mechanical behaviour of a horizontal frac
ture in a hypothetical fluid-injection problem is investigated. In this prob
lem the increasing intake flow rates, unpredictable by the traditional fluid-
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flow solutions, brings out another significant aspect of the role of the fluid 
pressure in rocks. By reducing the magnitude of the compressive effective 
stresses the fluid pressure causes elastic recovery in fractures. Simple rheo
logic models are used to demonstrate this fact. Such effects may lead to 
permeability increases in the rock mass, depending on the magnitude of the 
fluid pressure. Such variations in permeability, however, are governed by 
the path dependency of the fracture-deformation response. Therefore, a sig
nificant increase in permeability is an indication of comparability of the 
state of stress and the applied fluid pressure. 

This index may reveal the potential of hydroactivation of faults, as may 
arise in the regions of dam reservoirs, underground waste injections, and 
known faults, for certain ranges of working pressures relevant to each of the 
above-cited situations. Fluid-injection tests under constant working pres
sures are suggested as a means revealing the likelihood of movement on the 
faults. 

O'Sullivan, M.J., Bodvarsson, G.S., Pruess, K., and Blakeley, M.R., 1985 
Fluid and heat flow in gas-rich geothermal reservoirs 
Soc. Pet. Eng. J., v. 25, no. 2, p. 215-226 (LBL-16329) 
Numerical simulation techniques are used to study the effects of non

condensable gases (CO,) on geothermal reservoir behavior in the natural 
state and during exploitation. It is shown that the presence of CO, has a 
large effect on the thermodynamic conditions of a reservoir in the natural 
state, especially on temperature distributions and phase compositions. The 
gas will expand two-phase zones and increase gas saturations to enable flow 
of CO, through the system. During exploitation, the early pressure drop 
primarily results from "degassing" of the system. This process can cause a 
very rapid initial pressure drop, on the order of megapascals, depending on 
the initial partial pressure of CO,. The flowing gas content from wells can 
provide information on in-place gas saturations and relative permeability 
curves that apply at a given geothermal resource. Site-specific studies are 
made for the gas-rich, two-phase reservoir at the Ohaaki geothermal field in 
New Zealand. A simple lumped-parameter model and a vertical column 
model are applied to the field data. The results obtained agree well with 
the natural thermodynamic state of the Ohaaki field (pressure and tempera
ture profiles) and a partial pressure of 1.5 to 2.5 MPa [217 to 363 psi I is cal
culated in the primary reservoirs. The models also agree reasonably well 
with field data obtained during exploitation of the field. The treatment of 
thermo physical properties of H,O/CO, mixtures for different phase compo
sitions is summarized. 

Paulsson, B.N.P., Cook, N.G.W., and McEvilly, T.V., 1985 
Elastic-wave velocities and allenuation in an underground granitic repo
sitory for nuclear waste 
Geophysics, v. 50, no. 4, p. 551-570 (LBL-21265) 
The behavior of a quartz monzonite rock mass subjected to a thermal 

load from emplaced canisters with electric heaters simulating high-level 
nuclear waste was monitored by a cross-hole seismic technique in a drift 
340 m below the surface in the Stripa mine facility in Sweden. Traveltimes 
and amplitudes of 20 to 60 kHz ultrasonic compressional (P) and (S) waves 
were measured over the experiment duration of 750 days, on 2 to 4 m paths 
between four diamond-.drilled boreholes around a heater. The signals were 
transmitted between the boreholes in six different directions and at different 
depths. Path-averaged P- and S-wave velocities were obtained from the 
times of flight of pulses of acoustic waves between separate P- and S-wave 
piezoelectric transmitter and receiver crystals. The attenuation fZ' was 
obtained by a spectral ratio technique. When the heater was turned on, the 
P- and S-wave velocities increased to 4 and 10 percent, respectively, and 
stabilized at the elevated values. The P-wave velocities along a particular 
profile were found to increase linearly with the mean temperatures in the 
profiles sampled. These mean temperatures increased 25° to 55T during 
the course of the experiment. When the heater was turned off after 398 
days of heating, the velocities decreased with temperature and finally 
reached levels in most cases below those observed prior to heating the rock. 
The highest thermal stress close to the heater was estimated at 55 MPa. Q. 
values increased throughout the heating interval, reaching changes of up to 
60 percent shortly after turning off the heater. The Q values reveal no 
direct correlation with temperature or the closely associated thermal stress, 
although these phenomena clearly are driving the variation in Q. There is 
strong evidence relating attenuation properties to fracture closure and pore 
pressure changes associated with drainage of the rock mass. 

Perry, D.L., 1985 
Detection of uranium in aqueous media using x-ray photoelectron spec
troscopy 
Spectroscopy, v. I, p. 38-39 (LBL-20584) 
A method has been developed to use x-ray photoelectron spectroscopy, 

normally used for solid samples, to detect uranium in aqueous samples in 
which uranium is present at concentration levels of 10-' M or higher. Con-



taminants in natural water samples did not interfere with XPS analysis of 
uranium at this concentration. 

Peterson, J.E., Paulsson, B.N.P., and McEyilly, T.V., 1985 
Applications of algebraic reconstruction techniques to crosshole seismic 
data 
Geophysics, v. 50, no. 10, p. 1566-1580 (LBL-18434) 
Tomographic imaging techniques were applied to two crosshole data 

sets to determine the velocity structures and the reliability and resolution of 
the algorithms on real data. The experiments were carried out at the Rets
off salt mine in New York and at the underground radioactive waste study 
site at the Stripa mine facility in Sweden. The traveltimes at Restoff were 
high quality and were obtained over raypaths of up to 500 m in length. 
The structure was quite complicated with velocity contrasts up to 50 per
cent. The Stripa site was in granitic rock with velocity contrasts of only a 
few percent. The dimensions of the experiment were small with maximum 
ray lengths of just over 10 m. The data at this site were collected with very 
high accuracy, source and receiver locations were measured to better than 
1.0 mm, and traveltimes were read to 0.001 ms. A number of algorithms 
similar to the algebraic reconstruction techniques (ART) used in medical 
imaging have been applied to the data. Some modifications of the algo
rithms, such as the application of weighting schemes, damping parameters, 
and curved raypaths, were performed. The resulting velocity fields were 
compared to the known fields and with each other to determine an optimal 
method. The algorithms were found to be a rapid, reliable means of recon
structing the slowness field of real data. Low-velocity zones were recovered 
with accuracy in location and value. It was also found that great care was 
necessary in application of the techniques to ensure that proper damping 
parameters are used and the proper number of iterations taken; otherwise 
poor reconstructions will result. 

Pruess, K., and Narasimhan, T.N., 1985 
A practical method for modeling fluid and heat flow in fractured porous 
media 
Soc. Pet. Eng. J., v. 25, no. I, p. 14-26 (LBL-21274) 

A multiple interacting continua (MINC) method is presented, which is 
applicable for numerical simulation of heat and multiphase fluid flow in 
multidimensional, fractured porous media. This method is a generalization 
of the double-porosity concept. The partitioning of the flow domain into 
computational volume elements is based on the criterion of approximate 
thermodynamic equilibrium at all times within each element. The thermo
dynamic conditions in the rock matrix are assumed to be controlled pri
marily by the distance from the fractures, which leads to the use of nested 
gridblocks. The MINC concept is implemented through the integral finite 
difference (IFD) method. No analytical approximations are made for the 
coupling between the fracture and matrix continua. Instead, the transient 
flow of fluid and heat between matrix and fractures is treated by a numeri
cal method. The geometric parameters needed in a simulation are prepro
cessed from a specification of fracture spacings and apertures and the 
geometry of the matrix blocks. 

The numerical implementation of the MINC method is verified by 
comparison with the analytical solution of Warren and Root. Illustrative 
applications are given for several geothermal reservoir engineering prob
lems. 

Rundle, J.B., Elbring, G.J., Striker, R.P., Finger, J.T., Carson, CC, Walck, 
M.C, Ellsworth, W.L., Hill, D.P., Malin, P., Tono, E., Robertson, M., Kuhl
man, S., McEvilly, T., Clymer, R., Smithson, S.B., Deemer, S., Johnson, R., 
Henyey, T., Hauksson, E., Leary, P., McCraney, J., and Kissling, E., 1985 

Seismic imaging in Long Valley, California, by surface and borehole 
techniques: An investigation of active tectonics 
Eos, Trans. Am. Geophys. Union, v. 66, no. 18, p. 194-200 (LBL-
21266) 
The search for silicic magma in the upper crust is converging on the 

Long Valley Caldera of eastern California, where several lines of geophysical 
evidence show that an active magma chamber exists at mid- to lower
crustal depths. There are also other strong indications that magma may be 
present at depths no greater than about 5 km below the surface. In this 
paper, we review the history of the search for magma at Long Valley. We 
also present the preliminary results from a coordinated suite of seismic 
experiments, conducted by a consortium of institutions in the summer and 
fall of 1984, that were designed to refine our knowledge of the upper extent 
of the magma chamber. 
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Shi, G.-H., and Goodman, R.E., 1985 
Two-dimensional discontinuous deformation analysis 
Int. J. Numer. Anal. Methods Geomech., v. 9, p. 541-556 (LBL-19262) 
This paper explains a novel "back-analysis" scheme to determine rock 

mass behaviour modes from an array of deformational measurements. The 
input is the set of coordinates describing the locations of data points and 
the corresponding displacement vectors measured at these points. The 
input also must include description of the locations and orientations of 
planes of discontinuity and the blocks they determine. The output, drawn 
by the computer, is the set of block displacements, rotations, and strains 
that determine the behavioural mode of the rock mass. The method gives a 
direct solution of an inverse problem of importance in observational rock 
mechanics, as well as in other fields where one observes the results of an 
unknown deformation of a discontinuous system. 

Soo, H., and Radke, CJ., 1985 
Flow of dilute, stable liquid and solid dispersions in underground porous 
media 
Am. Inst. Chern. Eng. J., v. 31, no. II, p. 1926-1928 (LBL-18447) 
Transport of fines is important in many underground processes such as 

enhanced oil recovery. With water-sensitive reservoirs, abrupt decreases in 
salinity can lead to solid particle entrainment with subsequent plugging and 
loss of fluid injection rates. Likewise, oil-in-water emulsions may form 
inadvertently in steam flooding or chemical flooding, or they may be 
injected to improve sweep efficiency. These applications call for an 
improved understanding of the flow of both liquid and solid aqueous 
dispersions in porous media where the pore and particle sizes may be com
parable. 

This work investigates the flow behavior of stabilized dispersions of 
liquid and solid particles in porous media under conditions where the two 
types of suspension have, as closely as possible, identical physical and 
chemical characteristics. That is, liquid droplets and solid particles of the 
same particle size and shape, same bulk density, and about the same surface 
charge density are suspended in aqueous solution at identical volume con
centrations and injected into a porous medium of known pore size distribu
tion. We find that both the solid and liquid suspensions follow deep-bed 
filtration principles, but they flow in distinctly different fashions. 

Tokunaga, T.K., 1985 
Porous media gas difJusivi/y from a free path distribution model 
J. Chern. Phys., v. 82, no. II, p. 5298-5299 (LBL-19020) 
The free path probability distribution has been used in a variety of stu

dies on gas diffusion in porous media. In this note a model for the effective 
diffusivity in porous media D, is developed from simple considerations of 
the effects of gas-solid surface collisions on the free path distribution. This 
derivation is analogous to those used in free path models for electron and 
phonon diffusion in solids. The well known Bosanquet formula for D, 
obtained from various approaches also results from this model. 

Vasco, D.W., 1985 
Extremal inversion of vertical displacements, Long Valley Caldera, 
California 1982/1983 
J. Geophys., v. 57, p. 178-183 (LBL-20416) 
Vertical displacement data from August 1982 and August 1983 leveling 

surveys in Long Valley Caldera are examined relative to a 1975 datum. 
These uplifts are hypothesized to be due to the inflation of a magma 
chamber of arbitrary shape at depth. Using extremal inversion techniques, 
which allow for uncertainties associated with random survey error, bounds 
on the depth to the top of the body and on the location of the edges of the 
body are produced. These bounds are unique horizontal and vertical limits 
on any possible volume source satisfying the data. The bounds indicate 
that any volume source satisfying the 1975-1982 leveling data must lie, in 
part, at or above 12 km. For the 1975-1983 displacement field, some 
volume change must have occurred at or above II km. The east-west 
bounds on the source have not changed from 1982 to 1983, requiring 
volume change east of 118.93"W and west of 118.90"W. However, the 
north-south bounds, which require a portion of the model to lie north of 
37.65"N and south of 37.67"N, have widened one grid element to the north 
during this interval. These estimates are independent of both Poisson's 
ratio and the exact boundaries of the region modeled. 

Vasco, D.W., and Johnson, L.R., 1985 
Extremal inversion of static Earth displacements due to volume sources 
Geophys. J. R. Astr. Soc., v. 80, p. 223-239 (LBL-19268) 
The inverse problem of using static displacements observed at the sur

face to infer volume changes within the Earth is considered. This problem 
can be put in a form such that the method of ideal bodies and the method 



of positivity constraints may both be applied. Thus all of the techniques 
previously developed for the gravity inverse problem can be extended to the 
static displacement problem. Given bounds on the depth, the greatest 
lower bound on the fractional volume change can be estimated, or, given 
bounds on the fractional volume change, the least upper bound on the 
depth can be estimated. Methods of placing bounds on generalized 
moments of the perturbing body are also developed, and techniques of han
dling errors in the data are discussed. 

Examples are given for both two- and three-dimensional problems. The 
ideal body method is suited for both 2- and 3-D problems when only two 
data points are considered, but is unwieldly for more data points. The 
method of positivity constraints is more versatile and can be used when 
there are rnany data points in the case of 2-D problems, but it may lead to 
an excessive amount of computation in 3-D problems. 

Wang, J.S.Y., and Narasimhan, T.N., 1985 
Hydrologic mechanisms governing fluid flow in a partially saturated. 
fractured, porous medium 
Water Resour. Res., v. 21, no. 12, p. 1861-1874 (LBL-18473) 
In contrast to the saturated zone within which fluid moves rapidly 

along fractures, the fractures (with apertures large relative to the size of 
matrix pores) will desaturate first during the drainage process, and the bulk 
of fluid flow would be through interconnected pores in the matrix. Within 
a partially drained fracture, the presence of a relatively continuous air phase 
will produce practically an infinite resistance to liquid flow in the direction 
parallel to the fracture. The residual liquid will be held by capillary force in 
regions around fracture contact areas where the apertures are small. Nor
mal to the fracture surfaces, the drained portion of the fractures will reduce 
the effective area for liquid flow from one matrix block to another matrix 
block. A general statistical theory is constructed for flow along the fracture 
and for flow between the matrix blocks to the fractures under partially 
saturated conditions. Results are obtained from an aperture distribution 
model for fracture saturation, hydraulic conductivity, and effective matrix
fracture flow areas as functions of pressure. The effects of distortion of flow 
paths by the air pockets are taken into account by a phase-separation con
striction factor in a generalized cubic law for fracture flow under a partially 
saturated condition. The reduction of matrix-fracture flow area is taken 
into account by summing the aperture distribution function to a saturation 
cutoff aperture, which is inversely proportional to the suction head. 
Drainage from a column of fractured tuff is simulated using available 
parameters for the densely welded tuff of the Topopah Spring Member at 
Yucca Mountain, southern Nevada. The column is bounded by discrete 
vertical fractures and dissected by horizontal fractures with the fracture 
spacings determined by the frequencies and orientations of fractured cores. 
The fraction of fracture surfaces with coatings is assumed to correspond to 
the fraction of in situ fracture contact area. The characteristic curves for 
the matrix are based on laboratory measurements of tuff samples. From 
the cases simulated for the fractured, porous columns with discrete vertical 
and horizontal fractures and porous matrix blocks explicitly taken into 
account, it is observed that the highly transient changes from fully saturated 
conditions to partially saturated conditions are extremely sensitive to the 
fracture properties. However, the quasi-steady changes of the fluid flow of 
a partially saturated, fractured, porous system could be approximately simu
lated without taking the fractures into account. 

Weres, 0., Tsao, L., and Chhatre, R.M., 1985 
Catalytic oxidation of aqueous hydrogen sulfide in the presence of sulfite 
Corrosion, v. 41, no. 6, p. 307-316 (LBL-15482 Rev.) 
Nickel sulfate catalyzes the reaction of hydrogen sulfide with oxygen in 

aqueous solution. This reaction was studied, and an empirical rate expres
sion and a reaction mechanism were deduced. The rate of oxidation is 
independent of oxygen concentration and pH over the range investigated. 
The reaction rate is one half order in nickel, and it changes from second to 
first order in sulfide with increasing concentration. The oxidation reaction 
is an autocatalytic, free radical chain reaction. Nickel catalyzes the chain 
initiation step, and polysulfido radical ions propagate the chains. Colloidal 
sulfur is a major, frequently undesirable reaction product. Sodium sulfite 
suppresses formation of colloidal sulfur by converting it to thiosulfate. 

Cobalt is an equally potent catalyst, but a colloidal dispersion of cobalt 
oxysulfide is produced. Iron compounds are much weaker catalysts; iron 
citrate and iron HEDT A (N-hydroxyethylenediaminetriacetic acid) were the 
best among those tested. 

White, A.F., and Yee, A., 1985 
Aqueous oxidation-reduction kinetics associated with coupled electron
cation transfer from iron-containing silicates at 25T 
Geochim. Cosmochim. Acta, v. 49, p. 1263-1275 (LBL-19269) 
Mechanisms and kinetics of aqueous Fe"jFe' oxidation-reduction and 

dissolved 0, interaction in the presence of augite, biotite and hornblende 
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were studied in oxic and anoxic solutions at pH 1-9 at 25·C. Oxidation of 
surface iron on the minerals coincided with both surface release of Fe" and 
reduction of Fe" in solution. Reaction with iron silicates consumed dis
solved oxygen at a rate that increased with decreasing pH. 

Both Fe' and 0, consumption were shown to be controlled by coupled 
electron-cation transfer reactions of the form: 

and 

where M is a cation of charge +z. The spontaneous reduction of aqueous 
Fe' in the presence of precipitated Fe(OH), bracketed the surface oxidation 
standard half cell between +0.33 and +0.52 volts. Concurrent hydrolysis 
reactions involving cation release from the iron silicates were suppressed by 
the above reactions. Calculated oxidation depths in the minerals varied 
between 12 and 80A and were apparently controlled by rates of solid-state 
cation diffusion. 

White, A.F., Yee, A., and Flexser, S., 1985 
Surface oxidation-reduction kinetics associated with experimental 
basalt-water reaction at 2YC 
Chem. Geol. (special issue, Water-Rock Interaction; Y. Kitano, guest 
editor), v. 49, p. 73-86 (LBL-17578) 
Distributions of Fe(II) and Fe(III) during basalt-water interaction at 

25·C were experimentally investigated under open- and closed-system con
ditions relative to 0, and CO,. After reaction, X-ray photoelectron spec
troscopy analyses detected oxidized Fe on the surface of basalt, the concen
tration of which decreased as a function of reaction pH. Concurrent 
increases in Fe(II) and decreases in Fe(III) in solutions at pH < 5 indicated 
continued surface oxidation by the reaction: 

(Fe(II) 1. MZ)basalt + Fe(III)solution -+ z 

Fe(IIIlbasalt + Fe(II)solution + ~ M;"lution 

where the electrical charge in solution is balanced by dissolution of a cation 
of charge z from the basalt. 

At neutral to basic pH, Fe(II) is oxidized to Fe(III) and precipitated as 
ferric oxyhydroxide in the presence of 0,. Fe(II) is also strongly sorbed on 
the basalt surface, resulting in low aqueous concentrations even under 
anoxic conditions. The rate of 0, uptake increased with decreasing pH. 
Diffusion coefficients of the order 10-14 cm' S-I, calculated using a one
dimensional diffusion model, suggest grain boundary diffusion in Fe-oxides. 

Wollenberg, H.A., and Flexser, S., 1985 
The distribution of uranium and thorium in the Stripa quartz monzonite, 
Sweden 
Uranium, v. 2, p. 155-167 (LBL-19421) 
The Stripa quartz monzonite intrudes the Precambrian metavolcanic 

terrane of central Sweden. A facility to test, primarily, the geotechnical 
aspects of underground storage of radioactive waste provided galleries and 
drill holes to sample the quartz monzonite and its associated groundwater 
over the vertical range of nearly a kilometer. Analyses of rock and fluid 
radioelement concentrations over this extent provided a picture of the 
behavior of radioelements within the upper portions of the pluton. 

The quartz monzonite has a high proportion of uranium with respect to 
thorium (ThjU - I), due primarily to the association of U with fracture
filling chlorite. This association enhances the availability of U to the 
groundwater, demonstrated by relatively high concentrations of U in 
groundwater in the upper 150 m of the quartz monzonite, in contrast to 
considerably lower concentrations in water of lower Eh at depths of 
400-900 m. The mobility of U is also suggested by its apparent migration 
over short distances in response to thermal-hydraulic conditions during a 
I-yr heater experiment. 

The occurrence of U in rock and groundwater at Stripa then points out 
the ability of a relatively oxidizing environment to enhance mobilization of 
actinide elements, and conversely, the desirability of a radioactive waste 
repository to provide a reducing environment to minimize radioelement 
migration. 



APPENDIX B: LBL REPORTS, BOOKS, CONFERENCES, 
PROCEEDINGS 

LBL REPORTS studies of fluid and heat flow near high-level nuclear waste 
packages emplaced in a partially saturated tuff. 

LBL-13327 (SAC-53) 
Lingle, R., Nelson, P.H., DuBois, A., and Sellden, H., 1984. 
Performance of borehole deformation gauges and vibrating 
wire stressmeters at Stripa. 

LBL-13945 
Remer, J.S., and Carnahan, CL., 1985. Numerical simula
tion of advective-dispersive solute transport through an infin
ite porous medium with a second-order rate of interphase 
mass transfer. 

LBL-14403 
Weres, 0., 1984. Environmental protection and the chemis
try of geothermal fluids. 

LBL-17593 
Benson, S.M., 1984. Analysis of injection tests m liquid
dominated geothermal reservoirs (M.S. thesis). 

LBL-17858 
Chun, K.-Y., 1984. Crustal shear velocity and attenuation 
structures in vicinity of the Nevada Test Site. 

LBL-17975 
Rezowalli, J.J., 1984. Analysis of cross-hole seismic meas
urements in columnar-jointed basalt (M.S. thesis). 

LBL-18146 
Goldstein, N.E., 1984. Fracture detection and mapping for 
geothermal reservoir definition: An assessment of current 
technology, research, and research needs. 

LBL-18232 
Goldstein, N.E., and Flexser, S., 1984. Melt zones beneath 
five volcanic complexes in California: An assessment of 
shallow magma occurrences. 

LBL-18268 
Bodvarsson, G.S., Pruess, K., and Lippmann, M.J., 1985. 
Modeling of geothermal systems. 

LBL-18451 
Pruess, K., and Bodvarsson, G.S., 1982. Hydrothermal con
ditions and resaturation times in underground openings for a 
nuclear waste repository in the Umtanum flow at the Basalt 
Waste Isolation Project. 

LBL-18496 
Earth Sciences Division, 1985. Earth Sciences Division 
Annual Report 1984. 

LBL-18520 
Benson, S.M., 1984. Technology transfer report: Feasibility 
study for the use of geothermal brine in the Ashdod area, 
Israel. 

LBL-18526 
Narasimhan, T.N., White, A.F., and Tokunaga, T., 1985. 
Hydrology and geochemistry of the uranium mill tailings pile 
at Riverton, Wyoming, Part II, History matching. 

LBL-18552 
Pruess, K., Tsang, Y.W., and Wang, J.S.Y, 1984. Numerical 
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LBL-18714 
Wollenberg, H.A., and Smith, A.R., 1985. Naturally occur
ring radioelements and terrestrial gamma-ray exposure rates: 
An assessment based on recent geochemical data. 

LBL-19105 
Elsworth, D., Sitar, N., and Goodman, R.E., 1985. Finite 
element analysis of laminar/turbulent flow in porous and 
fractured media. 

LBL-19429 
Ahn, J., Chambre, P.L., and Pigford, T.H., 1985. Nuclide 
migration through a planar fissure with matrix diffusion. 

LBL-19843 
Javandel, I., and Tsang, CF., 1985. Capture-zone type 
curves: A tool for aquifer cleanup. 

LBL-19918 
Pigford, T.H., and Chambre, P.L., 1985. Mass transfer in a 
salt repository. 

LBL-20504 
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guide to aquifer restoration: Issues, methodologies and cost 
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Doughty, C, and Pruess, K., 1985. Heat pipe effects in 
nuclear waste isolation: A review. 
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Lai, CH., 1985. Mathematical models of thermal and chem
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