
LBL-20~53 <"'. :\ 
Preprlnt ~ 

Lawrence Berkeley Laboratory 
UNIVERSITY OF CALIFORNIA 

Physics Division 

Submitted for publication 

THE SINE-GORDON AND SINH-GORDON GAUSSIAN 
EFFECTIVE POTENTIAL IN D+l DIMENSIONS 

1-~ L __ .. ,_ ; v ~ L... 

Ln'IRENCE 
BEPv"':""l ,::v· ,. .... n·· "".,,,~ 1'V 

• ;, ~ ~ ":~ M ;'1 V 

- ..... , - ""I"'" 

----- ---~-
R. Ingermanson 

October 1985 TWO-WEEK LOAN copy, 

This is a Library Circulating Copy 
which may be borrowed for two 'AI~.J'" 

Prepared for the U.S. Department of Energy under Contract DE-AC03-76SF00098 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 

l.r 



~ " 

October 22, 1985 LBL-20453 

THE SINE-GORDON AND SINH-GORDON 
GAUSSIAN EFFECTIVE POTENTIAL 

IN D + 1 DIMENSIONS * 

Randall Ingermanson 

Theoretical Physics, 50A-3115 

Lawrence Berkeley Laboratory 

University of California 

Berkeley, California 94720, U.S.A. 

ABSTRACT 

We compute the Gaussian approximation to the effective poten

tial for the sine-Gordon and the sinh-Gordon model in D + 1 

dimensions. Issues such as vacuum energy, renormalization and 

stability of the vacuum are discussed in detail. Within the Gaus

sian approximation, we show that 1) for D ;::: 3, the model exists 

only as a free-field theory, and 2) for D < 3, the vacuum is un

stable over a certain range of the coupling constant. We find a 

particularly elegant expression for the Gaussian effective poten

tial for the special case D = 1. 
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1 Introduction 

The "Gaussian approximation" is a non-perturbative tool for estimating 

the effective potential in quantum field theories. This approximation has 

been used for over twenty years, under a variety of names. Its full value was 

finally seen clearly in the analysis of the O(N) vector model by Bardeen and 

Moshe [ 1 ]. For a recent review, with many interesting examples, see [ 2 ]. 

The purpose of this paper is to provide a concrete example of a model 

where the Gaussian approximation works out very cleanly. The model we 

will examine is the generalized sinh-Gordon model in D + 1 dimensions. The 

Lagrangian for this model is 

m2 

.c = Ha"IW - -2 [coshb4» - I]. ,.., (1.1) 

Here, m and ,.., are the bare mass and bare coupling constant, respectively. If 

,..,2 > 0, the potential is a cosh curve, with a single miriimum at the origin; if 

,..,2 < 0, the potential is the familiar cosine curve of the sine-Gordon model, 

with an infinite number of degenerate minima. The limiting case ,..,2 -+ 0 

will be understood to be a free theory of mass m. In this paper, we will 

assume that m =F 0 and we will not consider the possible generalizations of 

the model in which,..,2 is not real. 

When D = 1, the sine-Gordon model is particularly interesting, partly 

because it is equivalent to a number of other models and partly because it 

has been solved exactly. 

'l'he model is equivalent to the massive Thirring model [ 3, 4 ], to the 

two-dimensional coulomb gas [ 5 ], to the continuum limit of the lattice 

x - y - z spin-~ model [ 6 ] and to the massive 0(2) non-linear u-model 

[5]. (More generally, we might add that the sine-Gordon model in D + 1 

spacetime dimensions is equivalent to the coulomb gas model in D + 1 spatial 

dimensions [ 5 ].) 

To discuss the exact solution of the D = 1 sine-Gordon model, it is con

venient to define (32 == _,..,2. For (32 > 0, the classical model has static soliton 

solutions, as well as time-dependent bound states of soliton-antisoliton pairs. 

The exact quantum spectrum can be computed, using the WKB approxima

tion [ 7 J. Although it is not obvious that WKB should give exact results, 

this seems to be the case; confirmation comes via S-matrix methods [ 8 ] or 

by the quantum inverse scattering method [ 9 ] .. One can also map exact 
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results from equivalent models to the sine-Gordon model [ 6, 10 ]. 

A major surprise is that the model does not exist for f32 > 811". Coleman 

was the first to discover this, using a variational argument [ 3 ]. He found 

that the energy of trial vacuum states is unbounded below when f32 > 811". 

This result can be translated to the equivalent models. The Thirring 

model does not exist, if the coupling is positive and is too large. In the 

coulomb gas, the pathology shows up as a phase transition from a plasma 

to a dipole gas, as the temperature falls below some critical temperature. In 

the x - y - z model, the continuum limit of the lattice theory does not exist 

when a certain parameter becomes too large. 

Much more can be said about the D = 1 sine-Gordon model and its 

cousins [ 3-10]. However, the above comments are all that is directly rel

evant to this paper, in which we are interested in deriving an approximate 

expression for the effective potential. As a by-product, we will also explicitly 

derive the constraint /32 < 87T. 

It is natural to ask whether an analogous constraint occurs in arbitrary 

dimensions. Here, a technical point intrudes. 1 carries a mass dimension of 

HI - D)j for D > 1, the model is perturbatively non-renormalizable, per 

the usual power-counting rules. Curiously, this problem is swept under the 

rug in the Gaussian approximation, a fact which will be discussed in the 

conclusion to this paper. In our calculation, 1 will be renormalized by only a 

finite amount, so we are free to use the bare value or the renormalized value, 

whichever is more convenient. Looking ahead, it turns out that the bare 

value is more convenient. On the other hand, the bare mass m undergoes an 

infinite multiplicative renormalization, to be replaced by the finite parameter 

mR. When this is done, we can then consider the question posed above. One 

of the main results of this paper is that the vacuum is unstable if the bare 

coupling satisfies the inequality 

2D+211"(D+l)/2 
f32 = -12 > m 1- D 

r (3~D) R (when D < 3). (1.2) 

For D = 1, this reduces to Coleman's inequality. 

The caveat in (1.2) alludes to another problem that should be expected 

to arise when D ~ 3. It is widely believed that the ¢4 theory in 4 or more 

dimensions is consistent only as a free-field theory, due to quantum effects 

(see, e.g., [ 11 D. We shall see that this is also true of our model, at least 

within the Gaussian approximation. 
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2 Computations 

We begin by rewriting the Lagrangian (1.1) as 

where 

t, = i4>2 - V(¢) 

m2 

V(¢) == Hai ¢)2 + -2 [coshb4» - 1]. 
1 

From here on, 4>(i) will be denoted by 4>z. The canonical momentum conju-

gate to ¢z is just 

and the Hamiltonian is 

IT,. = at, . 
a4>z = 4>z 

H = I dDi [iIT! + V(¢z)] . 

, To quantize the model, we implement the usual commutation relation 

[¢z, ITII ] = ;5;:' 

via a functional derivative 

IT 
. 5 

z = -I 54>z. 
So much for the Hamiltonian. A more difficult question is: what state is 

the system in? The full solution to this problem would require solving the 

functional Schrodinger equation 

HiJ! = EiJ! (2.1) 

where III is a wave-fu~ctional of the variable ¢z, representing one of the 

energy eigenstates of the system. This is far beyond our present abilities. 

However, in the limit"( --+ 0, (i.e., the free-field theory), it is standard lore 

that the solution to (2.1) is given by 

1lI[¢] = N exp [-k i ¢zV-v; + m2¢z] , (2.2) 

where N is a normalization constant. 

Given the obvious difficulty of solving (2.1), it is reasonable to try a 

variational approach. Thus, we should choose some general ansatz for iJ!, 

compute the expectation value of the Hamiltonian, and minimize the energy 

by varying parameters in the ansatz. The problem is that the computation 'of 
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the expectation value requires us to perform a path integral over d¢>". Since 

the only path integrals we can do are Gaussian, this puts a severe constraint 

on the form of our ansatz for Ilf. Note, however, that (2.2) is Gaussian. It is 

tempting to take as an ansatz the most general Gaussian wave-functional 

Ilf[¢>j 4>, P, I] = N, exp [i i P"¢>,, - ~ i'l/ (¢>" - 4>,,)/"I/(¢>1/ - 4>1/)] . (2.3) 

Note the following: 

1. N, is I"I/-dependent. It is chosen such that 

(Ilf I Ilf) = 1. 

2. It is trivial to show that 

(Ilfl II" 11lf) = P". 

3. Regardless of the particular function 1"1/, 

(Ilfl ¢>" Iw) = 4>". 

The variational "parameters" are therefore the functions p", 4>z and 1"1/' 
Some general comments are appropriate here. The state described by the 

wave-functional Ilf turns out to be a generalization of the "coherent states" , 

i.e., eigenstates of the usual destruction operators of the second quantized 

theory. Coherent states are simply the special case of (2.3) in which IZI/ is 

replaced by V -V~ + M28::', where M is some mass parameter. It was in 

terms of coherent trial states that Coleman performed a variational analysis 

of the soliton sector of the D = 1 sine-Gordon model [ 3]. 

Actually, Coleman's calculation was done in a different notation, em

ploying creation and destruction operators. For the purposes of this paper 

(computation of the effective potential), the choice of notation is irrelevant; 

calculations are just as easy in one scheme as in another. Our choice of 

notation is guided by the following consideration: when one combines the 

Gaussian method with the collective coordinate method, so as to adequately 

approximate the physics of solitons (with their incumbent zero modes), com

putations seem to be simpler in the wave-functional notation given above. 

We will deal with solitons in a forthcoming paper. 
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We can now begin the calculation. Using standard path integral methods, 

we find the energy of the variational state to be 

E[4>, P, I] == (Ilfl H 11lf) 

= i [!Pz2 + Ha;4>z)2 + ~: [Zzcosh(-y4>z) -1] + ~ [/zz - £ 8zI/V;I;I/IJ) 

where 

[ 1 2f-l] Zz == exp :4"Y zz . 

We are interested in finding the effective potential, the energy of the state 

with constant classical field 4>, so we set a;4>z = O. The minimum energy 

configuration clearly satisfies the constraint Pz = O. All that remains is to 

determine the function IZI/ which minimizes Ej we expect that IZI/ will have 

some 4>-dependence. 

Because of the symmetric form of (2.3), we can assume that IZI/ = II/z' It 

is not hard to verify that this fixes the solution to the variational equation 

8E 
-=0 
81"1/ 

(2.4) 

to be of the general form 

f 
dD-

1"1/ = (21r)D cos[j). (x - iJ)]vr + M2 

which is trivial to invert 

1,-1 _ f dDj) cos[j). (x - iJ)] 
ZI/ - (21r)D viP + M:l . 

M is some constant which is uniquely determined by (2.4). Computationally, 

the easiest way to determine M is to substitute the above general form for 1"1/ 
into the energy functional. M is then obtained by solving a one-dimensional 

variational equation, rather than by solving (2.4). 

To simplify the notation, we will define the integrals 

Note that 

JD(M2) = f dDj) vr + ,M2 
n - (21r)D (r + ,M2)n' 

I"z = lo(M2) 

I;; = 11(M 2
). 

(We will suppress the superscript D where it is not needed.) The 1;;'s may 

be divergent or finite, depending on nand D. We will regard them as 
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formal quantities which can be differentiated with respect to .M 2. One can 

imagine regulating them with a suitable cutoff procedure, but this is not 

really necessary [ 2]. The only property needed to renormalize the model is 

the formal differentiability property: 

aIo 
a(.M2) = ~II(.M2) 
all 

a(.M2) = -V2(.M
2
), etc. 

With this notation, we can write the energy density e as 

2 

e(~,.M2) = Vo(.M2) - ~.M2II(.M2) + m2 [Zm(.M2)cosh(J~) -1] 
. ' 

where 

Zm(.M 2) == exp [h2II(.M2)]. 

At this stage, we can find· an implicit expression for the unrenormalized 

effective potential by the following two-step procedure: 

1. Define JL(~) to be thevalue.of .M which minimizes e: 

ae I = O. 
a(.M2) .II'="'(~) 

(2.5) 

2. Define the effective potential 

V(~) == e(~,JL2(~)). 

This is problematic; it can fail in two ways: 

1. If JL2(~) < 0, then the various integrals In(JL2) in e will be complex. 

2. If 

a
2
e I --2-2 < 0, 

a(.M) .II'="'(~) 
then JL2(~) would be a local maximum of e, not a local minimum. 

It is simple to do the variation (2.5). The result is 

ae 
a(.M2) = lI2(.M 2

) [.M 2 
- m2Zm(.M2) coshb~)] 
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so that 

JL2(~) = m2 Zm(JL2) cosh(J~). (2.6) 

Clearly, JL2 > 0 if and only if cosh(J~) > O. If,2 > 0, then JL2(~) is a 

positive function. 

But consider the case ,2 = -132 < O. Then the classical potential is 

periodic in 4>, so with no loss of generality, we can restrict f3~ to be in 

the range [~71',71']. Note that JL2 is positive only when cos(f3~) > O. Thus, 

we are able to define the Gaussian effective potential only for f3~ in the 

range [-~71', ~71']. This range of definition is good enough for our purposes. 

Primarily, we want to renormalize the model, which requires knowledge of 

the effective potential only in some neighborhood of ~ = O. (Presumably, 

the effective potential exists outside this range, but the true wave-functional 

is far from being a Gaussian.) 

Note that JL( ~) is defined implicitly in terms of itself in (2.6), so it is 

conceivable that (2.6) has no solution. We will defer this question until after 

renormalization. Assuming a solution does exist, we compute 

a
2
e I a(.M2)2 = lI2(JL2) [1 + JL

2
,2

I2(JL
2
)] 

.II.=,,'(~) 8' 
(2.7) 

This equation will prove useful later on, when we are ready to discuss the 

stability of the vacuum. 

Now we are ready to renormalize the theory. We have a function 'V(~) 

which represents the energy of the state in which (4)) =~. Let ~ be the 

vallie of ~ which minimizes V: 

av I = O. 
a~ ~=i" 

(2.8) 

Using the notation f(~) == f(~), we can define our renormalization prescrip

tion as 
a2v 2 ____ _ 

m R = a~2 and 
a'v 2 2 _~_ 

mR'R = a~4 
in analogy with the corresponding classical definitions. 

First, note that (2.6) allows us to write V (~) with no explicit ~-dependence 

2 2 
V = kIo(JL2) _ ~JL2II(JL2) + JL -_m. , 
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The ~-dependence enters only through the dependence on the function J.L2(~). 

It is straightforward to check that 

and so 

av 
a (J.L2) 

aJ.L2 
a~ 

= ~ (1 + J.L
2
,212(J.L

2
)) ,2 8 (2.9) 

= 'J.L2tanhb~) (1 + J.L2,2~2(J.L2))-1 

av J.L2 
a~ = 7tanhb~). 

Comparing this with (2.8), we see that ~ = 0, in agreement with our classical 

expectations. 

The mass renormalization turns out to be simple: 

a2v - [ ] m~ = a~2 = J.L2 = m2 Zm(J.L2) = m2 exp b 2 11(m~) . (2.10) 

This equation formally determines the bare mass m in terms of mR, , and 

the divergent integral 11(m~). 

[This is the best place to insert a long technical note. For D ~ 3, observe 

that If (J.L2) is divergent. From (2.9), we see that ~ then vanishes. So J.L2(~) 
is a constant function, 

2() 2 - 2 J.L ~ = J.L (~) = mR· 

But it is easy to combine (2.6) and (2.10) to find 

Zm(J.L2) 
J.L2(~) = m~coshb~) Zm(mhf 

The above two equations can be simultaneously true only if, = 0, the 

free-field case. This proves the claim made in the Introduction that the 

interacting thea"ry is inconsistent for D ~ 3.] 
Restricting attention now to D < 3, we can rescale all the quantities in 

the problem so that mR is the only dimensionful constant: 

ji= ~ 
mR 

;Y = ,mkD - 1)/2 

~ = ~mR(D-l)/2 
iD = If(J.L2) 

2 - -_. 
J.LD- 3 

8 

.~'!.. c 

Note that if is a finite parameter depending only on D. It is very handy to 

define the dimensionless parameter 

_ 1-2-
fJ = iI 12• 

After a fair amount of algebra, we can compute the renormalized coupling 

2 2 __ • 
(

1 - 2fJ) 'R =, 1 +fJ (2.11) 

Except for the degenerate case in which fJ = -1, ,R is related to , by a 

finite relation. This proves the other claim made in the Introduction, that 

the coupling constant renormalization is finite. We could easily solve the 

quadratic equation (2.11) to obtain ,2 explicitly in terms of ,~, but this 

would serve no purpose. Both quantities are finite and our equation for the 

effective potential is simpler when expressed in terms of the bare ~oupling,. 

There is very little analysis left to be done. In terms of the rescaled 

quantities, we can rewrite (2.9) as 

av m~+l -D-l 
a(ji2) = 7(1 + fJJ.L ) 

aji' ;Yji2 tanh(;Y~) 
a~ 1 + fJjiD-l . 

These are easily integrated: 

V (ji2) = V(1) + m~2+l [(j~2 -1) + 2fJ(~:; 1)] (2.12a) 

cosh(;Y~) { 

ji2(IH) if D = 1 

= ji2exp[2fJ(jiD-l_1)/(D-l)] ifD#1. (2.12b) 

(2.12b) defines implicitly the function ji( ~). Substitution of this function 

into (2.12a) gives the effective potential V(~), a procedure that generally 

must be done numerically. (Note that V(1) is just the vacuum energy, an 

infinite constant which would disappear if we took the trouble to normal

order the Hamiltonian.) 

For the special case D = 1, (2.12) can be combined into a single simple 

formula 
m2 

V(~) = V.ac + -f(1 + fJ) [COShl/(l+8)b~) - 1] . , (2.13) 

The nature of this effective potential changes quite drastically as fJ decreases 

below -1. The meaning of this can be guessed when we compute fJ explicitly 
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for this case: 
(} = "12 

811" 
(when D = 1 ) . 

Setting "1 = i(3, the transition point IJ = -1 becomes (32 = 811". Apparently, 

we have rediscovered Coleman's phase transition in a different guise. 

The above paragraph reminds us that we have left a pair of potential 

difficulties unresolved. 

One of these is the stability problem. The "vacuum" will turn out to be 

at a maximum in the variational calculation if 

~I 8(.M2)2 .M2=,,2(~) < 0 

But (2.7) tells us that this is equivalent to 

1 + (} < o. 

Thus, we find a phase transition from a stable to an unstable vacuum at 

(J = -1. This is the underlying cause of the transition that we observed 

above for the special case D = 1. 

The other problem we have to face is the issue of whether (2.6) actually 

has a solution .. It is not hard to see that, for fixed ~, (2.6) has a solution if 

and only if (2.12b) is soluble. This problem must be considered separately 

for each of the cases D < 1, D = 1 and 1 < D < 3. Each of these must 

be further subdivided into the cases (J > 0 and -1 < (J < O. (2.12b) can be 

solved graphically. The results are summarized as follows: 

1. For (} > 0 and for all D < 3, (2.12b) has a unique solution for all ~. 

2. For -1 < IJ < 0 and D -=I- 1, (2.12b) has two solutions for all values 

of ~ sufficiently close to the point ~ = o. One of these solutions can 

be discarded because it gives a higher energy in (2.12a) than the other 

solution does. 

3. For -1 < IJ < 0 and D = 1, (2.12b) has a unique solution for all ~. 

Thus, all difficulties in defining the vacuum are resolved provided that 

(J > -1. IJ depends on the dimension D through the family of integrals 

jp I dDp 1 
2 = (211")D (r + 1)3/2 

.-'.~ .... 

re-D) _ 2 
- 2 D- 111"(D+1)/2· 

10 

We can therefore rewrite the stability requirement (J > -1 as 

~2 _2D+211"(D+1)/2 

"1 > re 2D) , 
(2.14) 

which is the rescaled version of the result we quoted in (1.2). 

Some special cases of (2.14) are of interest. When D, = 1, the right hand 

side is -811". When D = 2, it is -1611". When D -+ 3, it approaches o. 

3 Comments 

The advertised result of this paper is the Gaussian effective potential 

given in (2.12) for arbitrary D, which simplifies to (2.13) for D = 1. (2.12a) 

is val~d for all ~ such that (2.12b) has a solution; (2.13) is valid for all ~ 

such that coshb~) > o. Although the spectrum and S-matrix of the D = 1 

sin~Gordon model have been computed exactly [ 7-101 , the exact effective 

potential has not been calculated. This would provide a useful check on the 

Gaussian approximation. 

Some technical comments are in order. 

First, we have managed to renormalize the model for all D < 3. This 

is curious, since the model is perturbatively non-renormalizable for D > 1. 

The Gaussian approximation somehow evades this difficulty; how does this 

happen? The answer rests on the fact that the Gaussian approximation sums 

a certain class of diagrams to all orders in perturbation theory. As it turns 

out, these are the same diagrams that are relevant in larg~N models [ 12]. 

But it can be shown that a large class of non-renormalizable larg~N models 

can be renormalized to leading order in N [ 13, 14 ]; the larg~N version of 

the generalized sinh-Gordon model is in this class. It follows that, within 

the Gaussian approximation, our model is renormalizable. (It is not obvious 

that the Gaussian approximation is good in a non-renormalizable model. We 

should accordingly take our results with a grain of salt for 1 < D < 3. Note, 

however, that there is a good reason to suspect that the sin~Gordon model 

is physically sensible for D > 1, despite its non-renormalizability: the model 

is equivalent to the classical coulomb gas, which has no obvious difficulties 

of physical interpretation.) 

Second, we have generalized Coleman's phase transition to models in 

arbitrary dimension. This has physical consequences in a familiar model: a 

coulomb gas in three dimensions should go from plasma to dipole phase as the 
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temperature goes below some critical temperature. (See [ 5 ] for a complete 

translation dictionary between the sine-Gordon model and the coulomb gas, 

in arbitrary dimension.) 

Third, we can say a little more about this phase transition. Recall that 

the transition arises because the solution to the variational equation (2.5) 

switches from a minimum to a maximum at the critical value of f32. Thus, to 

solve the variational problem beyond the critical point, we must investigate 

the endpoints M --+ 0 and M --+ 00. This is straightforward for the two cases 

of greatest interest, D = 1 and D = 2; however, the outcome depends on the 

order of operation. We summarize the results as follows. 

1. If we use a finite cutoff A, then the variational energy is minimized 

by M --+ O. In the limit A --+ 00, the resulting effective potential ap

proaches some constant and the model is apparently a free-field theory. 

2. On the other hand, we can send the cutoff A to infinity before solving 

the variational problem. The energy is then unbounded below as M 
increases. This was Coleman's approach [ 3 ]; no vacuum exists in 

this continuum theory. This is reminiscent of Luther's result in the 

x - y - z model [ 6 ], in which the lattice theory has no continuum 

limit for a certain range of the parameters (corresponding precisely to 

the forbidden range of 0 in the sine-Gordon model). 

There still remains some interesting work to be done in our model. 

Recall that, for the D = 1 sine-Gordon model, the limit f32 --+ 411' is 

almost as important as the limit f32 --+ 811' [ 3, 7-10 ]. The quantized soliton

antisoliton doublet ceases to exist as f32 rises above 411'. The reason is easily 

understood by using the correspondence to the Thirring model [ 3]. The 

sine-Gordon soliton is the Thirring elementary fermion. The point f32 = 411' 

corresponds to the free fermion theory and the region f32 > 411' corresponds 

to a repulsive coupling constant in the Thirring model. Thus, no fermion

antifermion bound state is expected to exist in this region. (We also note 

that the point f32 = 411' corresponds to a temperature in the coulomb gas at 

which loose dipoles just begin to form [ 5].) 

Our analysis, being just a generalization of Coleman's variational cal

culation, has missed this important feature altogether. We can conjecture 

that there is some analogous critical coupling in arbitrary dimensions, but 
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we have no way to test this idea with our variational method. Some new 

scheme would have to be devised to tackle this question. 
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