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Properties of Heavy Quark Jets Produced by 
e+e- Annihilation at 29 GeV 

Peter Cavanagh ,Rowson 

ABSTRACT 

The Mark II detector in the e+e- storage ring PEP at the Stanford Linear Ac­

celerator Center (SLAC) is used to measure selected properties of hadronic events 

corresponding to produced bottom or charm quarks. Heavy flavor enrichment 

is accomplished by tagging events with prompt electrons or muons. Differences 

between bottom, charm and average jets are observed for momentum, transverse 

momentum, rapidity and jet mass distributions. A detailed study of the charged 

multiplicity of b- and c-enriched events finds the mean multiplicity of bottom and 

charm events to be 16.2±0.5± 1.0 and 13.2±0.5±0.9 respectively, where the first 

error is statistical and the second is systematic. The corresponding 'non-leading' 

multiplicities of charged particles accompanying the pair of heavy hadrons are 

5.2 ± 0.5 ± 0.9 for bottom, and 8.0 ± 0.5 ± 0.9 for charm. We find from these 

non-leading multiplicities that bottom and charm hadrons fragment with mean 

energy fractions of 

O 79+0.10 d < Z >b= . -0.05 an O 60+0.09 < Z >c= . -0.11 

These results confirm the expected hard fragmentation of heavy quarks and agree 

with previous measurements based on leptonic inclusive spectra and D* fragment­

ation. 
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1. Introduction 

In e+e- annihilation at high energy several fundamental processes contribute 

to the interaction cross section. Among these is Bhabha scattering where the final 

state consists of an e+e- pair; the leading order Feynman diagrams are shown in 

Figures 1.0a and 1.0b. Muon and tau pair production proceed to first order via an 

annihilation diagram analogous to Figure 1.0a. In fact, the remarkable property 

of e+e- interactions is the potential to generate, via the annihilation mechanism, 

all pairs of charged particles for which the reaction is above threshold. The cross 

section for pair production of point-like fermions is given by 

(1) 

where 8 is the square of the center of mass (c.m.) energy, {J is the velocity and q is 

the charge of the produced particles and Q is the fine structure constant. 

The process studied in this thesis is the production of hadronic jets in e+e­

annihilation, in particular heavy flavor (charm or bottom) hadronic jets. The basic 

underlying mechanism for this process, now supported by extensive experimental ev­

idence, is the generation of quark-antiquark pairs by an intermediate virtual photon 

or neutral weak vector boson (Figure 1.0c). Since the threshold factor in equation 

1 rapidly approaches one, at the PEP c.m. energy of ..;s = 29 Ge V the relative 

cross sections for the production of all known quarks and leptons will be simply in 

proportion to their charges squared. The established quarks of the standard model 

are listed in Table 1.0. 
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e 

(a) (b) 

~Hadrons 

(c) 

Figure 1.0: Lowest or~er contributions to Bhabha scattering and quark pair pro­

duction. 

Quark Flavors 

flavor effective mass charge 

up (u) 0.3 GeV /c 2 +2/3 

down (d) 0.3 GeV /c2 ,..1/3 

strange (s) 0.5 GeV /c2 -1/3 

charm (c) 1.5 GeV /c2 +2/3 

bottom (b) 5.0 GeV /c2 . -1/3 

.... ,... '! Table 1.0 

Ac~ording to this approximate model, the individual contributions to the ha­

'dronic ratedtie to up, down, strange,' charm and bottom quarks are in the ratio 

4':1:1:4:1. The heavy flavors charm and bottom therefore account for about 45% of 
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the hadronic cross section at PEP. Other interaction mechanisms can lead to final 

states with hadrons. These higher order interactions such as two photon processes 

and radiative Bhabha events where the radiated photon materializes as hadrons 

(Figure 1.1) will be shown to contribute the background in our hadronic event 

sample. 

e 

(a) 

=:::) Hadrons 

(b) 

Figure 1.1: Second order processes. 

The simple picture of point like production of quark pairs as the basis of hadronic 

production ignores the fact that quarks are not observed in isolation; their existence 

is inferred. Experimental evidence for quarks derives from the properties of the 

hadronic spectrum of mesons and baryons, deep inelastic lepton nucleon scattering 

and the existence of hadronic jets due to quark pair production in e+ e- annihilation. 

It is confidently believed, though rigorous theoretical proof remains to to be found, 

that the Strong or Color Force confines quarks to within hadronic dimensions (:::::; 1 

Fermi). 
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, For the case of quark pair production in e+e- annihilation, the particles that 

are actually observed in a detector derive from two types of processes: 

i) quark fragmentation into hadrons, 

ii) electroweak decays of hadrons. 

The distinct characteristics of these two phenomena and their contributions to the 

measurement of jet properties will be a recurring theme for the remainder of this 

thesis. In what follows, the strong and electroweak processes in hadronic events will 

be discussed in turn. 

1.1 QUARK FRAGMENTATION 

The formation of hadrons from the hypothetical quark pair, a process alter­

natively known as hadronization or quark fragmentation, seems to be extremely 

complex and is far from understood. However, several elaborate phenomenological 

models exist that reproduce the main features of the data rather well when imple­

mented in the Monte Carlo programs used in high energy experiments. We will 

describe some basic features of the strong interaction that are relevant to quark 

fragmentation in e+e- annihilation. 

The strong interaction is presently understood in terms of the theory of Quan­

tum Chromo dynamics (QCD) 1. QCD is a gauge theory, similar in most respects to 

the prototypical gauge theory, Quantum Electrodynamics (QED). QCD describes 

the interactions of quarks with the gauge bosons of the color force, known as glu­

ons. The underlying symmetry group of QCD is non-abelian (color SU(3))j unlike 

~he photolls of QED, the gauge bosons of non-abelian theories must couple directly 

to ~ach other. This fact, in conjunction with the strength of the strong coupling 

conS,tant a", is responsible for the failure of perturbation theory in many QCD 

calculations. QCD perturbation theory can, however, give satisfactory results in 

the high momentum transfer regime. This is due to a property of a class of non­

abelian gauge theories known as asymptotically free theories 2, 3. In these theories 

the coupling constant is a decreasing function of the relevant interaction energy 

scale, in direct contrast to the diverging effective electric charge at small distances 
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in QED. As a result, quarks behave like free particles when probed at sufficiently 

small length scales. Asymptotic freedom helps explain why a point-like cross section 

is observed in e+ e- annihilation hadronic production, and why the parton model 

for the interaction of point like objects within hadrons sucessfully describes deep 

inelastic lepton-nucleon scattering. 

Quark fragmentation into hadrons is a relatively low energy non-perturbative 

QCD process and is most conveniently modeled by Monte Carlo techniques. The 

fragmentation models presently used by high energy physicists are numerous and 

will not be described here 4, 5, 6. The event generator used in this analysis is. one 

of a general class of independent fragmentation algorithms, named for the fact that 

jet to jet color interactions are neglected. In this model hadronization proceeds 

through a succession of fundamental processes of the form: 

quark -+ quark + meson 

Our Monte Carlo has been modified to allow for the generation of baryons as well 

as mesons. The hadronic cascade divides the available energy into progressively 

smaller pieces, with a given cascade branch terminating when its free quark energy 

falls below the pion rest mass. The algorithm is schematically illustrated in Figure 

1.2. 

The primary Ull, dd, S5, cc or bb quarks, each with momentum Po are separately 

cascaded, a process in which each quark is coupled to a vacuum produced pair of 

Ull, dd, or S5 quarks. Due to their relatively large masses, vacuum pair production 

of the heavy flavors is negligible and may be ignored 7. The primary quark and 

the secondary anti-quark combine to form a meson with momentum Po, leaving 

momentum Pl = Po - Po to the remaining free quark which then fragments in an 

analogous way. It is assumed that the distribution in fractional momenta x = Pi/Pi 

at each step is independent of the total incoming quark momentum. A significant 

contribution to hadron production is due to the radiation of hard gluons from the 

initial quark pair. In our simple model, gluons are converted into a quark-antiquark 

pairs, and the quarks are then hadronized in the usual way. 
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Figu,re 1 .. 2: . Hadroni~ation in the Independent Fragmentation model. 

't'· , 

1.2 THE WEAK DECAYS OF HEAVY HADRONS 

The realm of -the strong interaction extends to typically 10-22 seconds or so 

after the e+e- collision; the particles that survive beyond this point generally decay 

'electromagnetically or weakly (notable exceptions are the vector meson states ¢ 

and tP whose strong decays are dynamically supressed). In the case of cc or bb 

quark pair production, the produced heavy flavor states typically decay via the weak 

interaction afte; 10-13 - 10-12 seconds. The weak and electromagnetic interactions 

are well described by the SU(2) x U(1) gauge theory of Weinberg, Salam and 

Glashow 8,9,10. In this model the chiralleft-handed component of the fundamental 

fermi6ns are grouped into weak iso-doublets, as shown below, 

( :') (; ) (:) (;) (:.) (:.) 
where the hypothetical top quark is predicted to complete the bottom quark dou-

.. 

l-
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blet. The first, and lightest, lepton and quark doublets given above are referred 

to as the first fermion generation: the electron arid its neutrino, along with the up 

and down quarks. The second and third generations are grouped similarly. The 

standard model does not constrain the number of generations at all, but only re­

quires the given arrangement into paired doublets. The right-handed components 

of each massive fermion are weak iso-singlets (right-handed neutrinos are absent). 

The qUilrks that appear in the weak doublets are not eigenstates of the strong in­

teraction, since the weak interaction does not conserve flavor. The mixing matrix 

that describes these weak transitions is by convention defined so that the weak iso­

doublet d',s' and b' quarks are each linear combinations of the down, strange and 

bottom eigenstates. This matrix, parameterized by Kobayashi-Maskawa (K-M) in 

terms of angles analogous to the well known Cabibbo angles of the four quark model 

11 , has been relatively well determined by experiment 12. The dominant weak de­

cay chain is found to be b -+ c -+ s -+ u. Bottom hadrons will almost always decay 

into charm hadrons, for which the K-M favored decay modes will include kaons, 

lambdas or other states with non-zero strangeness. 

Table 1.1 lists the known heavy flavor states (with charge conjugate states not 

shown), where we have not included the hidden flavor cc or bb bound states. The 

semi-Ieptonic branching ratios are taken from the Particle Data Group booklet 13. 
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State MaSs (GeV /c 2
) Quark Content Semi-Ieptonic B.R. 

Charmed Hadrons 

D+ 1.869 cd 0.190 (electrons) 

DO 1.865 cu 0.053 (electrons) 

D*+ 2.010 cd -
D*o 2.007 cIT -
F+ 1.971 cs (not measured) 

F*+ 2.140 cs -
A+ c 2.228 cud 0.045 (electrons) 

Bottom Hadrons (B.R.s are for a B+ / BO mix) 

B+ 5.271 bIT 0.130 (electrons) 

BO 5.274 bd 0.124 (muons) 

. B* 5.323 b(u or d) (not measured) 

Table 1.1 

The best experimental information is available for the heavy flavor mesons, 

though much of what will be discussed below applies equally well to the baryons. 

A simple model of the mechanism for heavy hadron weak decay is provided by 

muon decay (Figure 1.3a). Muon decay is a purely leptonic process, unlike the decay 

of a bottom or charm meson. However, the spectator model (Figure 1.3b) , in which 

one quark of the hadron decays while the other is assummed to be uneffected, has 

been found to be useful as a first guess for lifetime calculations. The inadequacies 

of this model are however apparent in light of the fact that the lifetimes of the 

charged and neutral D-mesons differ by more than a factor of two, in contradiction 

with their expected equality. The ramifications of the spectator model, for the case 

of B-meson decay kinematics, are discussed in greater detail in Chapter 3. 

1.3 HADRONIC FINAL STATES IN e+e- ANNIHILATION 

The properties of hadronic events produced in e+e- annihilation have generally 

been studied as averages over all flavors weighted by the relative flavor populations. 
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Figure 1.3: Weak decay: muon decay and spectator diagrams for meson decay. 
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There is little reason to assume much difference between hadronic jets from up,down 

and strange quarks, but for charm and especially bottom, the weak decay products 

as well as the heavy quark fragmentation properties play an important role. Con­

sequently, the properties of the heavy quark jets may differ significantly from those 

of u, d and s jets. In this thesis, we will exploit the special properties of heavy 

flavor semi-Ieptonic decay and obtain a sample of hadronic events which is enriched 

in charm and bottom. By knowing the flavor composition of the enriched samples 

it will then be possible isolate the properties of charm and bottom jets. The lepton 

tagging method relies on the significant semi-Ieptonic decay branching ratios and 

relatively large masses and hence distinct decay kinematics of the heavy hadrons. 
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The high momentum, and in the case of bottom, large transverse momentum of 

the leptons due to c or b-decay, make relatively clean separation of these modes 

possible. The importance of reliable lepton identification to this analysis will be 

made clear at the onset. 

Flavor dependent differences in the properties of hadronic jets may stem from 

either weak decay or hadronization processes. We will show how both of these -

phenomena contribute to the observed characteristics of bottom and charm jets. In 

bb events, a large proportion of the observed particles are due to weak decays. As 

a result, many6f the properties of b-jets are determined by the characteristics of 

b-decay. To a lesser extent, the same is true for c-jets and c-decay. In light quark 

jets, weak decay processes play almost no rolej the properties of u-, d- and s-jets 

are overwhelmingly determined by the initial hadronization. 

The isolation of the properties of single flavor jets is of interest III its own 

right. In addition, the insight obtained from such studies may eventually serve 

to illuminate the now obscure question of the reason for the existence of several 

fermion generations. 
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2. The Mark II Detector 

The Mark II was a general purpose magnetic spectrometer designed to detect 

the charged and neutral particles resulting from high energy e+e- annihilation 

14 , 15. The detector's various components provided both particle tracking and 

electromagnetic calorimetry as well as limited particle identification capability. The 

Mark II was moved from the SPEAR e+e- storage ring and and installed in the 

larger PEP e+e- storage ring at the Stanford Linear Accelerator Center (SLAC) 

during the summer of 1979. A total of approximately 220 pb -1 of data at a center 

of mass energy of 29 Ge V were collected at PEP by the end of the experiment in the 

spring of 1984. During the Mark II's tenure at PEP, several detector configurations 

were used. We will be concerned solely with the data obtained during the final stage 

that included a high resolution vertex detector and which represents the largest 

share (207 pb -1) of the total integrated luminosity. The performance of the main 

drift chamber deteriorated during the fall of 1982, and while this problem was 

remedied by the following spring, care will be taken in this thesis to account for 

uneven data quality. 

The Mark II Was constructed with an overall cylindrical symmetry about the 

axis defined by the colliding electron and positron beams. In the section that follows, 

the detector's separate functional components will be described in the order in which 

they are encountered proceeding radially outward from the beamline (the z axis). 

The ends of the detector were instrumented with electromagnetic calorimeters, but 

since this thesis makes no use of these devices, they will not be described here. Two 

views of the Mark II detector are shown in Figures 2.0 and 2.1. 

2.1 VERTEX CHAMBER 

The Vertex Chamber (VC) was a high resolution drift chamber designed to 
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Figure 2.0 and 2.1: Cross sectional and isometric views of the Mark II detector. 

12 
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reconstruct secondary vertices due to particle decays. This capability also allowed 

accurate extrapolation of tracks to the beam interaction point. The VC consisted 

of seven axial wire layers that were separated into two groups to optimize the 

extrapolation measurement: an inner band of four layers of 60 - 70 sense wires at a 

mean radius of ~ 10 cm, and a outer band of three layers of 180 - 190 sense wires 

at a mean radius of ~ 30 em. The tracking data at small radii provided by the VC 

significantly improved the overall momentum resolution of the combined VC and 

Main Drift Chamber tracking system. 

In order to minimize multiple coulomb scattering errors, the beam pipe doubled 

as the VC inner wall and was constructed from Beryllium, a low Z material. The 

1.4 ~m thick beam pipe totaled ~ 0.6% of a radiation length and had a radius of 

7.8 cm. With a measured spatial resolution of about 100 p.m per layer, the VC had 

an RMS error on extrapolation to the origin given by 

2 2 95p.m 2 
(lex = (95 p.m) + (--) 

P 
(1) 

where the second term is due to multiple scattering with momentum p measured 

in Ge V / c. The vertex finding capabilities of the VC playa role in this thesis only 

insofar as they aid the detection of conversion pairs and Dalitz decays. 

2.2 MAIN DRIFT CHAMBER 

The Main Drift Chamber (DC) was the heart of the Mark II tracking system. 

Sixteen equally spaced concentric sense wire layers covering radii between 41 cm and 

145 cm, were contained within a common gas volume. Six layers were axial, while 

the remaining ten were skewed at ±3 deg to the beam axis to provide stereo infor­

mation used to obtain a z position measurement. The spatial resolution per layer 

was typically 200 p.m. With the nominal 2.35 kG magnetic field, the momentum 

resolution in the transverse plane was 

6 2 
( PZY) = (0.025)2 + (0.01lpzy)2 

Pxy 
(2) 
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where PX 1l is in units of GeV Ie, and the first term is due to the contribution of 

multiple scattering. 

The momentum measurement provided by the DC is combined with information 

from the liquid argon calorimeter to identify electrons, and with muon system data 

to identify muons. 

2.3 TIME OF FLIGHT SYSTEM 

The Time of Flight (TOF) system surrounded the Main Drift Chamber gas can 

at a radius of 1.5 m and consisted of 48 longitudinal plastic scintillator strips, each 

3.4 m long and instrumented at both ends with photomultiplier tubes. Both timing 

and pulse height information from each phototube pair were digitized and used to 

obtain a slewing corrected time of flight measurement for a track traversing the 

corresponding scintillator strip. The overall resolution of the TOF system for single 

hits was approximately 400 psec. 

While useful for particle identification during the early days at SPEAR, in the 

high energy PEP environment, the TOF system was mainly relegated to use by the 

trigger system. The sole use of the TOF system in this thesis is the identification 

of low momentum electron candidates that may be members of photon conversion 

or Dalitz decay pairs. 

2.4 MAGNET COIL 

The aluminum solenoidal magnet coil lay beyond the TOF system at a radius 

of 1.6 m. The coil was double layered, and water cooled through a conduit that ran 

inside the conductor. Originally, the magnet provided an axial magnetic field of 

4.64 kG, but due to a short that developed between the inner and outer windings, 

only the outer conductor was powered during all but the first 3.4 pb-1 of the data 

collected for this analysis. With one solenoid loop, the nominal magnetic field was 

2.35 kG, and was uniform to within 0.5% within the tracking volume. The coil 

thickness was 1.3 radiation lengths. 

2.5 LIQUID ARGON ELECTROMAGNETIC CALORIMETER 

The primary function of the Liquid Argon Electromagnetic Calorimeter system 

~, 
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(LA) was the detection of electromagnetic showers due to photons or electrons. 

The total solid angular coverage of the LA was about 64% of 41T'. The eight LA 

modules encircled the magnet coil in an octagonal array, each module a self con­

tained unit approximately 3.8 m long, 1.8 m wide, and 0.3 m thick. Within each 

module, separated by 3 mm and immersed in liquid argon, were 37 planes of 2 mm 

lead/antimony used for both signal collection and as a shower medium. The front of 

each module (the side closest to the magnet) was used for a trigger gap, consisting 

of three aluminum planes separated by 8 mm with the middle plane longitudinally 

segmented into 3.8 cm wide signal strips. The trigger gap was designed to identify 

showers that had originated in the magnet coil. 

The lead readout planes were at high voltage and were arranged in strips: 'F' 

strips parallel to the beam line that measured azimuth (c/», 'T' strips perpendicular 

to the F strips for polar angle (8) determination, and 'U' strips at 45 deg to the 

F and T directions for ambiguity resolution. Figure 2.2 schematically shows the 

alternating high voltage and ground planes, as well as the ganging pattern employed 

to reduce readout electronics while maximizing front to back shower information. 

The total calorimeter thickness was ~ 14.5 radiation lengths, with roughly 20% 

of the shower energy deposited in the liquid argon. The LA system achieved an 

overall RMS energy resolution of O'(E) /E = 12%/ VE, with a spatial resolution for 

Bhabha electrons that allowed for the localization of the incident track to within 

0' = 7 mm. The LA system is essential to the electron identification algorithm 

discussed in chapter 3. 

2.6 MUON SYSTEM 

Four muon walls surrounded the Mark II central detector: above, below and on 

both sides. Each wall consisted of four layers of steel hadron absorber alternating 

with layers of extruded aluminum proportional tubes. The first layer measured the 

polar angle, while the remaining three were oriented for azimuthal discrimination. 

The overall angular acceptance of the full system was only ~ 45% of 41T', an un­

fortunate feature that limited the size of the muon event data sample. The muon 
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"Figure 2.2:" The Liquid Argon calorimeter readout ganging scheme. 
• > ~ .. {., .' • . . 

system a~d the LA calo'rimeter account for about 7.4 interaction lengths; a muon 

"'typically requires a momentum of at least 1.8 Ge V / c to penetrate all four layers. 

2.7 SMALL ANGLE TAGGING SYSTEM 

A set of tracking and calorimetric devices were symmetrically placed at both 

ends of the Mark II, covering the angular region of 21 to 82 milliradians with 

respect to ~he bea,mline. The Small Angle Tagger (SAT) consisted of (proceeding . .. " . 

outward along the beamline from the interaction point) 3 layers of planar drift 

chamber~ with a spatial resolution in the transverse plane of ~ 300 J.Lm per layer, 

3 layers of acceptance defining scintillator, and a lead- scintillator shower counter 

consistin,g of ~ 20 radiation lengths of 18 layers of alternating ~ inch lead and 

.. 
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! inch plastic scintillator capable of an energy resolution of u(E)/E = 15%/vE. 

The system was designed to tag small angle Bhabha scattered electrons, as well 

as the scattere~ electrons due to two-photon interactions. The combination of the 

acceptance defining scintillator and the shower counters used Bhabha events to 

measure luminosity to a precision of about 5%. 

2.8 TRIGGER SYSTEM 

The beam crossing rate at PEP of approximately 400 kHz, once every 2.4 J.Lsec, 

necessitated a selective electronic trigger system 16. The Mark II two-level trigger 

was able to hold the event acquisition rate to a few hertz. The principle employed 

combined a fast (~ 1 J.Lsec) and relatively simple primary trigger, with a more 

sophisticated pattern recognizing secondary trigger that used data from the two drift 

chambers to find charged tracks. A Master Interrupt Controller (MIC) orchestrated 

the two-tiered system. 

Various primary triggers were employed. The Charged Trigger required coin­

cidence of a delayed beam crossing signal, a TOF hit signal and the satisfaction of 

a DC and VC layer hit pattern criterion. A programmable Memory Logic Module 

(MLM) stored the valid tracking system hit patterns; this pattern was changed at 

times if a particular layer ran at reduced efficiency. The Neutral Trigger fired if a 

threshold was exceeded in the front section of any two of the eight LA calorimeter 

modules, or if the total calorimetric energy deposit (including the Endcap propor­

tional tube calorimeters) exceeded a higher threshold. A Bhabha Trigger used the 

SAT system to trigger on small angle Bhabha scattering events. 

Following a primary trigger, the primary electronics sent a signal to MIC that in 

turn issued a WAIT flag halting data collection. The secondary trigger track finding 

cycle was initiated by a simultaneous START pulse from the primary trigger. The 

Master Clock (MC) received the START signal, sent a BUSY flag to MIC, and 

oversaw the operation of the track finding microprocessors at 10 MHz for 34 J.Lsec. 

A deadtime of about 3% per kHz of primary trigger rate resulted from the MC 

cycle delay. The MIC received all secondary trigger data, from the trackfinding 
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electronics as well as from electronics associated with detector components other 

than the drift chambers, and arbitrated the final trigger decision. 

The criteria used by MIC for selecting events to be logged were easily pro­

grammable on-line, and several trigger formats were used during the experiment 

to accomodate short term hardware problems, PEP running conditions and test 

modes using cosmic rays"~ If a secondary trigger passed, MIC would interrupt the 

Mark II Vax 11/780 computer to initiate data transfer and subsequent logging to 

tape. The process "was completed by MIC, whether or not a secondary trigger had 

occurred, by the lifting of the WAIT flag, and a system RESET. 

A selected subset of twelve of the twenty four logical ORS from all of the tracking 

layers plus the TOF system were available to the secondary trigger, and were used 

to define two types of legal tracks: 

1. A-tracks, those passing through the entire tracking system, required typically 

2 of 4 inner VC layers hit, 4 of 8 selected DC layers hit where 2 of these 4 

hits were in the outer 6 DC layers, and a TOF hit. 

2. More steeply dipped tracks were called B-tracks, and usually only required 

3 of 4 inner VC hits. 

These two track categories are not mutually exclusive; most A-tracks also satisfy 

the B-track requirements. 

The layers included in the trigger were changed occasionally: the outermost 

layer was removed from the trigger when its efficiency was seen to deteriorate, and 

during periods of high PEP beam noise it" was sometimes necessary to remove a few 

inner VC layers to reduce excessive trigger rates. 

The principle behind the operation of the secondary trigger track finding was 

the mapping of the twelve trigger layers into shift registers which were then fed into 

specialized coincidence modules called Curvature Modules. A device known as the 

Test and Pickoff Module transferred the tracking chamber shift register bits onto a 

dedicated trigger system bus. Twenty four programmable Curvature Modules were 

tied to this dataway, to allow for two sets of twelve different coincidence masks, 

one for each sign (clockwise or counterclockwise) of track curvature. The Master 
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Clock provided 10 MHz clock pulses that served to rotate each shift register layer 

at a constant angular speed while the 24 Curvature Modules operated in parallel. 

Figure 2.3 shows schematically how the programmable Curvature Module delays di 

and widths Wi enabled the system to find curved tracks. Track Counters were used 

to tally the the results of the search, and to forward these results to MIC for a final 

secondary trigger decision. A block diagram of the track finding system is given in 

Figure 2.4. 

Drift Chamber 
Shift Registers 

Figure 2.3: Track mask 'delays' di and 'widths' Wi. 

The secondary charged trigger was typically satisfied if at least one A track and 

at least two tracks which satisfy the B track criteria were found by the pattern 

recognition hardware. Two A tracks will almost always satisfy this requirement. 

Valid neutral triggers were the TED (Total Energy Deposit) trigger which required 

at least 1 Ge V of energy in the front section of at least two of the eight LA calorime­

ter modules, and the SED (Single Energy Deposit) trigger which was satisfied if the 
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total calorimetric energy exceeded 4 Ge V. The Bhabha trigger was scaled by a 

factor of 16 due to the high rates for this trigger mode. The resulting secondary 

trigger rate rarely exceeded 4 Hz. 
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3. . Analysis' 

Monte Carlo event simulation is crucial to this thesis for two reasons. Firstly, 

and most importantly, the Monte Carlo is used to evaluate efficiencies by modeling 

effects due to the Mark II apparatus. Secondly, the Monte Carlo provides quantita­

tive distributions to compare with observations. In the first half of this chapter, we 

will describe a few features of the Mark II Monte Carlo event generator that are rel­

evant to our measurements. This will be followed by a discussion of the preliminary 

stages of our data analysis. 

3.1 MONTE CARLO EVENT SIMULATION 

3.1.1 Quark Fragmentation 

In the introductory chapter we described a simple model of quark fragmentation, 

known as the Independent Fragmentation model, that is used by the Mark II Monte 

Carlo event generating program. More sophisticated fragmentation models exist, 

but the details of these models will not concern us here. All of the Monte Carlo 

models include a procedure for dividing the primary quark energies among the 

resulting hadrons. The procedure used by our Monte Carlo models this process using 

a fragmentation function. The fragmentation function determines the fraction of 

a propagating quark's energy that is imparted to the hadron eventually formed from 

the quark. Our fragmentation functions are parameterized in terms of this energy 

(raction z = Ehadron/ E quar'" Simple kinematical arguments indicate that light 

flavor hadrons fragment with a smaller energy fraction than do the more massive 

charm and bottom hadrons 17, 18; two different forms for the fragmentation function 

are used: 

f(z) ,..., (1 - zr r = 0.7 for u, d and s quarks 
1 1 

f(z) ,..., :; (1 -1/z - 6)2 f = 0.3 for c quarks and .03 for b quarks. 
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The heavy quark fragmentation function is due to Peterson et.aJ. 19. Figure 3.0 

shows the light and heavy quark fragmentation functions given above. 

Fragn1en ta tion Functions 

E 

E 0.30 

_ light-quarks -

o 0.2 0.4 0.6 0.8 1 

z 

1, 

Figur~,3.0:Fragmentation functions for bottom (f = 0.03), charm (f = 0.3) and 

.. i light quarks (r = 0.7). 

The choices of rand f in the above formulation results in mean z values of 

0.2,0.6 and 0.8 for light, charm and bottom quarks respectively, in agreement with 

observation: evidence for the hard fragmentation of heavy quarks has been observed 

in the momentum spectra of both the charmed mesons and the leptons due to semi­

leptonic decay of charm and bottom hadrons 20. In chapter 5 of this thesis the 

issue of fragmentation is independently addressed by an analysis of the charged 

multiplicity in heavy flavor events. 
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The Monte Carlo includes the contribution due to gluon radiative events that 

result in final state three and four hadron-jet topologies. Additional parameters 

in the Monte Carlo event generator include the light quark vector meson fraction 

(0.58) and the RMS PT with respect to the initial quark direction for fragmenting 

quarks in jets (300 MeV Ie). For the charmed and bottom mesons, the vector meson 

fractions are 0.75 and 0.50 respectively. In order to agree with observed strange 

particle generation in hadronic events, the Monte Carlo is adjusted to make strange 

quarks 20% of the total vacuum pair population, the other 80% going equally into 

u and d quark pairs. The Mark II event generator is described in greater detail in 

the thesis of H. Schellman 21. 

3.1.2 Weak Decays of Heavy Hadrons 

The Monte Carlo program used in this thesis approximates what is presently 

known about charm and bottom meson decay modes. No heavy flavor baryons are 

included in the Monte Carlo. The charmed mesons are the D and F with decay 

properties shown in Table 3.0. The entries in Table 3.0 are not identical to those 

given in the Particle Data booklet (see Table 1.1). 

semi-Ieptonic B.R. hadronic modes 

D+ 0.289 statistical isospin model with 

DO 0.106 resonant decays included 

F+ Not included. The purely leptonic decay (see next subsection) 
to 1" f)T occurs with a B.R. of 0.15. 

Table 3.0 : Monte Carlo charmed meson decays. 

By virtue of the small contribution (20% of the charm mesons) due to F mesons 

and to their similarity to the D mesons, the exclusion of the F meson semileptonic 

decay modes has little effect when comparing data and Monte Carlo. The bottom 

mesons included are Bu, BtJ and B,. 
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semi-Ieptonic B.R. hadronic modes 

Bu 0.12 for e and Ji., 0.03 for T 

Bd same (see next subsection) 

BO , 0.13 for e and Ji., 0.04 for T 

Table 3.1 : Monte Carlo bottom meson decays. 

The kinematics of all charmed hadron decays and bottom hadron semi- leptonic 
,. 

de~ays are done according. to phase space, followed by ad hoc parameter tuning if 
- < - , 

this is necessay to better match experimental momentum spectra. Of particular 

importance to this analysis are the momentum spectra of leptons due to heavy quark 

semi-Ieptonic decay; the generated rest frame momentum spectra of prompt leptons 

for both bottom and charm decay are adjusted to agree well with measurements 

from DELCO (electrons due to D-mesons from .p" decay at SPEAR) 22 and CLEO 

(electrons due to B-mesons from T(4s) decay at CESR) 23. In the case of hadronic 

b-decay, a more elaborate procedure was necessary, as will be described below. 

3.1.3 Monte Carlo Bottom Hadron Decays 

. We ~ill here summarize a few important parameters of b-hadron decay as im-
" plemerited in the Mark II Monte Carlo. The Monte Carlo branching ratios for the 

various B ~ D + m!" hadronic modes are handled in accordance with the Statisti­

cal Isospin Model 24. The kinematics were originally determined entirely by phase 

spaCE!, but recent data from CESR indicates that this approximation is inadequate 

23. 

From the CLEO collaboration two basic facts concerning hadronic B-decay have 
. ';1 " 

emerged; the charged multiplicity is high, 6.0±0.3, and the momentum spectrum of 
': .... ': <,' '" 

secondary DO's is hard, much more like a semi-Ieptonic decay spectrum than a multi­

body phase space spectrum 25. These two observations have been incorporated into 

the Monte Carlo for both B and B, hadronic decay .. 

The hadronic branching fractions within the Statistical Isospin model are deter­

mined as follows. The distribution of n in the decay B ~ D + m!" is assummed to be 
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Poisson, where we treat the mean fi as an adjustable parameter. For a given value 

of n, the distribution of BR's to the various allowed pion chatge states is given by 

isospin Clebsch-Gordan coefficients. The values for fi used in the Band B, decay 

routines are adjusted so that the produced multiplicities are in agreement with the 

CLEO B decay multiplicity data. In Chapter 5 we will describe a measurement 

of the charged multiplicity of hadronic events due to bb quark production. Our 

readjusted Monte Carlo also agrees with these measurements. 
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Figure 3.1: The D meson momentum spectrum from B decay. The solid line 

shows the result for the effective three body Monte Carlo model, the 

dashed line shows the phase space prediction and the data are due to 

the CLEO collaboration. 
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The spectrum of D mesons due to B decay is found to differ from the spectrum 

expected from a simple phase space model (Figure 3.1). To improve the decay kine­

matics, one needs to appeal to a model of the dynamics. The spectator diagram 

(Figure 1.3b) models the weak decay, and for semi-Ieptonic modes this model is 

all that is needed to determine the final state momentum spectra. For a hadronic 

decay, one must approximate the effects of the color force. The quark pair due to 

the decay of the W boson, and the pair of quarks consisting of the charm quark and 

the spectator quark, are each separately produced as color singlet objects. Naive 

color counting arguments predict the suppression of strong interactions leading to 

re-grouping of the color singlet quark pairs. For example, a suppressed configura­

tion would form one color singlet from the c quark and the W-decay anti-quark. 

Therefore, to a good approximation one may separate the decay into two stages: 

an initial free quark process, followed by hadronization (Figure 3.2). It is the free 

quark stage that determines the D meson spectrum, yielding a spectrum typical of 

a three body decay. This scheme is implemented as follows: 

1. The B meson is decayed into a D (or D*) meson and two pseudo-quark jets, 

each of mass 800 Me V / c2 • 

2. The pions are generated by decaying the recoiling two jet system according 

to phase space. 

The D momentum spectrum is shown in Figure 3.1 along with the phase space 

spectrum and the CLEO data for DO's (these plots include the contributions from 

S.L. decay) 23The F momentum spectra for B, decay are similar. For the purposes 

of comparison, D's due to D* decay are not included in these plots. Our improved 

model fits the B-decay data well, and will be used in Chapter 4 to compare with 

measured properties of bottom jets. 
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B-MESON DECAY 

pions 

!?l} 
~ 

B 

D 

Figure 3.2: Pseudo-three body B meson decay. 

3.2 HADRONIC EVENT SELECTION 

Since our interest is with the hadronic production process discussed in Chapter 

1, we need to separate these so-called hadronic events in our data sample from 

those events due to Bhabha scattering, lepton pair production (JL+ JL- and especially 

r+r-) and higher order processes such as two photon interactions. We also need 

to eliminate background noise due to cosmic rays and beam gas collisions. During 

the course of the Mark II experiment at PEP, a standard set of hadronic event 

selection criteria have been developed that is both efficient and discriminating. The 

recognition of Bhabha, JL pair and cosmic ray events is generally trivial due to 

their charateristic low particle multiplicities. Tau lepton pair production and two 

photon hadronic production can, however, mimic the high multiplicity expected 

from hadronic events. The following cuts are designed to remove these backgrounds, 

and to select well-measured events. 
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1. The radial and longitudinal distances R"erte~ and Z"erte~ of the reconstructed 

event vertex from the average beam-beam interaction point must be less 

than 4 cm and 7 cm respectively. The RMS size of the luminous region 

is approximately 480J,£m in x, 60J,£m in y and 1.5 cm in z. The center of 

the luminous region is mainly determined with hadronic and Bhabha events. 

These loose cuts eliminate much of the beam gas background while removing 

very few go.()d tracks. 

2. Both charged tracks and neutral energy showers are selected by the following 

criteria. 

Charged tracks: 

i) The distances of closest approach to the center of the luminous region, 

RDCA and ZDCA, must be less than 4 cm and 8 cm respectively. 

ii) The measured momenta p must be within the range 100 MeV Ie < 

p < 16 GeV Ie. 
iii) In order to assure that each track is within the high efficiency volume of 

the main drift chamber, I cos Otrackl must be::; 0.7, where 0 is the polar 

angle. 

Neutral tracks: 

i) The LA shower energy must be above 200 MeV. 

ii) The percentage of LA shower energy shared with other showers in the 

event must be less than 50%. 

iii) The closest approach of a charged track to the shower center must be 

greater than 7 cm (or, approximately, two lead strip widths) to prevent 

false signals due to overlap. 

The event is then further constrained: 

3. The total observed energy Etotaz, including both charged and neutral con­

tributions, must equal or exceed 25% of E cm , or 7.25 GeV at our Ecm of 

29 Ge V. Two-photon events, much of whose energy is carried by the forward 

scattered electrons and positrons that are not seen in the central detector, 

are eliminated by this cut. 



4. To enrich our hadronic data sample with particularly well contained events, . 

we demand that the event thrust axis , determined using both charged and 

neutral tracks, points into the high efficiency volume of the central detector. 

Thrust will be defined below .. The requirement is that I cos Othruatl < 0.5, 

where 0thruat is the polar angle of the thrust axis. 

5. An important charged multiplicity cut requiring at least 5 charged tracks 

(excepting e+e- pairs due to conversions or 1["0 Dalitz decays), indispensible 

for the exclusion of 7+7- and Bhabha events, as well as a general basis for 

the exclusion of all types of background, is applied after the lepton selection 

process described below. Postponing this cut avoids biasing the multiplicity 

unfold procedure described later. 

Given a set of 4-vectors in an event, the thrust axis is defined as the direction along 

which total projected momentum is a maximum. The scalar thrust is defined by 

(where the T axis is the axis that maximizes thrust). The thrust axis generally 

reflects the initial quark direction in hadronic events; according to our Monte Carlo, 

the angle between the thrust axis and the produced primary quark direction in 

hadronic events is less than 25 degrees about 80% of the time. In this thesis we 

will refer to the event thrust, calculated using all acceptable charged and neutral 

tracks in the event, and the iet thrust found from a subset of vectors belonging to 

a single jet in the event. 

3.3 LEPTON IDENTIFICATION 

An algorithm for the identification of prompt electrons and muons has been 

developed for Mark II data analysis, and is described in detail in the thesis of M. 

Nelson 26. For our purposes, prompt leptons are those leptons due to the decays 

of short lived heavy flavor states. Here we will outline this procedure ana discuss 

both its efficiency fot leptons originating in heavy quark decays, and its rate for 

misidentification. 
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3.4 ELECTRON IDENTIFICATION 
I" • " 

A distinguishing feature of the electron is its relatively small mass, some two 
':./' 

hundred ti'nies smaller that the next most massive object, the muon. This fact turns 
t \ 

out to be 'crucial in: determining the special nature of the electron's electromagnetic 
.. ~ . . , 

intera.ctions in'matter. Above an energy threshold that varies for different materials 

(7 MeV in Lead), electrons lose energy in matter primarily by the generation of 
. , .' . . " 

an ~lectr~magnetic shower. A shower occurs when an electron travelling through 

matte~radiates ~hotons of sufficient energy to place them in the regime where e+e-
, . . . " 

pair production is the dominant QED interaction process. The created electrons . ,. ~ . ,," . 

and positrons radiate in turn, generating a multiplicative process that only tapers 
. : .;:', f.} : ..; ';' ~ 

off when 'typical radiated photon energies are low enough for ionization energy loss 

to dominate over radiation. The crux of this sequence of events is the process of 
, , ' 

'radiatlc>n' from ~c~elerated charged particles, or, breIl).Sstrahlung. Bremsstrahlung 
-.' • "'. 1 ~.~)~. '\' ~< .. i. .. ~. "'.~" ~: '~:'~;~:" ....• ..". ~;. ':>. :"' ." ',.; ,,' " '. . . -

occurs in inverse proportion to the square of the mass of the radiating particle, and 

is therefore suppressed relative toth~.electronrate by a factor of (~)2 for a particle 

of mass m, a factor of O(10~4l'f~rmuons. 
," "The Mark.n LA calorimeter is designed to contain the high energy electromag-

, "neticshowers' expected, from electroils with' ,energies' up 'to the full beam energy of 

,:,l4~5.!GeV .. The,ratio,:~,where -E is the meaSured en~rgy andp is the inomentum 

:< ,'d~termined by the drift chambers,tends to be of order one for electrons produced 

'withinthe,barrel calorimeter acceptance, and much smaller for other charged par­

tkle~suchas "IIluons;"pions, kaons aridprotofis. The hadrons do, however, interact 

strongly in matter and can lose a large fraction of their incident energy in hadronic 

cascades. Due to the fact that the interaction length in lead is ~ 17 cm, considerably 

longer than the radiation length of ~ 0.6 cm, h:~dronic cascades are morphologically 

'distinttfrom ele~tro~'ag~etic showers; they tend to start from a point deeper into 

the 'cai~rimete; ,i ~nd:ge~erally have a ~roader transverse structure. The electron se-
L • :., t r-;.(? '.,. " 

lection algorithm we use does not rely on the observation of the full electron energy, 

but rath~f"oria "co~bin:'~ti~n of e~ergy ':depositi~nand shower geometry informa-
. • I I " - • 

tion within a szItallsignal region defined'relative to the incident charged track. In 
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this way, we minimize complications due to both the finite energy resolution of the 

calorimeters and possible confusion in determining energy sharing in multi-track 

events. Briefly, the electron identification algorithm proceeds as follows: 

1. Tracking system information is used to extrapolate the path of an incident 

charged particle through the LA module. 

2. A circular search region around the projected path is defined for selected 

ganged strips in the module and is expected to contain ~ 80 - 90% of the 

shower energy. 

3. The deposited energies EFl+F2, ETl and Eu for the designated strip groups 

are then determined (see fig. 2.2). Efront is defined as the sum of the three 

group energies EF1+F2, ETl and Eu. 

4. One then defines the quantity 

E .. (EFl+F2 ETI Eu Efront) min = minImUm , --, -, --
aF aT aU afront 

where the a's are chosen such that E > ap for most (> 70%) electrons. ~ 

is required to be greater than 1.1 for electron candidates. 

The efficiency of the electron finding algorithm for electrons within the fiducial 

volume varies from ~ 90% for electrons with momenta greater than 2 Ge V, to 

~ 75 - 80% for lower energy electrons. The range of efficiencies for electrons reflects 

a slight dependence on transverse momentum PT where PT is taken with respect 

to the event thrust axis. Small PT electrons tend to be closer to the core of the 

hadronic jet where energy overlap in the calorimeter increases the energy assigned 

to the candidate track. Due to the good efficiency of our algorithm, the overall 

efficiency for finding electron events is dominated by the effects of our limited fiducial 

calorimeter acceptance of 64% of 47r. 

The background in the electron sample is mainly due to misidentified hadrons. 

Even though the misidentification probability for a single pion is typically a fraction 

of a percent, the overwhelming preponderance of pions relative to electrons in our 

data results in background contributions to our lepton event data sample of ~ 

20 - 40%, depending on the mean p and PT of the candidate tracks. Hadrons 
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can simulate electrons in either of two ways: by depositing energy due to nuclear 

interactions or by being assigned overlap energy due to nearby tracks or photons 

in a crowded jet, where in both cases the pattern of energy deposition satisfies the 

electromagnetic shower recognition criteria. Charge exchange reactions of the form 

are the dominant contributing process to the interacting hadron background, for 

the generated 7I'"°'s decay to photons that then shower electromagnetically. 

Pion misidentification was investigated in reference 26 using Mark II SPEAR 

data on hadronic t/J decays to 2(71'"+71'"-)71'"° and pion beam test studies at 2 GeV and 

4 GeV made with one module of the LA calorimeter. The pions from t/J decay data 

covered the momentum range from 0.5 to 1.3 Ge V I c, and therefore complemented 

the test beam data. Two reliable pion samples collected at PEP were also em­

ployed in this study: pions from K: -+ 71'"+71'"- and pions from three pion decays in 

r+r- events. The PEP data were used to measure misidentification for pions with 

momenta from 2 to over 10 GeV Ic. 
The contribution of energy overlap to the background was determined in refer­

ence 26 by manipulating hadronic event data to simulate the process of false energy 

assignment to tracks in dense hadron jets. Tracks in jets were flipped 180 degrees 

from one jet to the opposite jet, and the flipped track was then subjected to the 

electron search algorithm. The end result of all this careful analysis is summarized 

in Table 3.2, which gives the hadron misidentification probabilities, binned by p and 

PT, and combining both energy overlap and hadronic interaction effects 26. (Note: 

The bin labels used below refer to the low bin edge. The highest p and PT bins will 

by convention extend to include all data above the low bin edge.) 
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Background: electrons 

piP'!' (GeV Ie) 0.0 0.5 1.0 1.5 

1.0 0.023 0.010 0.007 0.007 

2.0 0.015 0.008 0.007 0.007 

3.0 0.010 0.006 0.005 0.005 

4.0 0.007 0.005 0.004 0.004 

5.0 0.007 0.005 0.004 0.004 

6.0 0.006 0.004 0.003. 0.003 

Table 3.2 : Electron misidentification probabilities. 

An additional, smaller source of background is due to electrons from unidentified 

pair conversions and Dalitz decays. With a prompt electron candidate in hand, a 

pairfinding program determines if the candidate is a member of a pair with efficiency 

given in Table 3.3 26, where the method used by our pairfinding algorithm combines 

geometrical selection and electron identification. Each electron candidate is paired 

with oppositely charged tracks in the event and cuts are made on three properties 

of each pair: 

1. The projected distance between the tracks in the transverse plane, at the 

point where the transverse projections of the tracks are parallel, must be less 

than 15 mm. 

2. The distance between the tracks at the origin, in the z direction, must be 

less than 10 cm. 

3. The track to track difference in dip angle must be less than 120 mrad. 

If a pair satisfies the above criteria, the partner of the electron candidate is subjected 

to relatively loose electron selection tests. If the track momentum is less than 

2 GeV Ie, TOF information is used to require that the track time of flight be 

within 30' of the time of flight expected for an electron. Tracks with momenta 

greater than 0.7 GeV Ie are subjected to the electron shower recognition algorithm 

with ¥ required to be greater than 0.5. The rate for identifying false pairs for this 
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pairfinder is small, about 2%, mainly due to the method of electron identification 

used for both members of the pair candidate .. The background due to missed pair 

electrons is typically ~ 20% of the total background in a given P,PT bin. The 

pairfinder efficiencies for identifying a real pair given an initial prompt electron 

candidate are given in Table 3.1. \ 

Pairfinder Efficiency 

pIPT (GeV Ie) 0.0 0.5 1.0 

1.0 0.762 0.793 0.714 

2.0 0.734 0.786 0.800 

3.0 0.718 0.800 0.735 

Table 3.3 : Pairfinder efficiencies. 

3.5 MUON IDENTIFICATION 

As pointed out in the previous section, due to their small bremsstrahlung cross 

se'ction muons do not produce electromagnetic showers. Instead, muons with mo-
,.; . 

menta of more than a few hundred Me V I e lose energy uniformly along their tra­

jectories by ionization processes. Charged hadrons have similar electromagnetic ~~ 

proI;>erties, but they also undergo nuclear interactions that result in rapid energy 

dissipation via hadronic cascades. Muons are in fact the most penetrating of all 

charged particles; a suitably designed absorber system will stop all other tracks. 

Muons lose about 200 MeV per interaction length (~ 17 cm in iron), and there­

fore the momentum threshold for muon penetration of the full 7.4 interaction iengths 

of the muon system is just under 2 Ge V. In this analysis, muon candidates are con­

strained by fiducial criteria that require the extrapolated muon momenta to be 

wi~hin the angular acceptance of the muon system, and to be of sufficient mag­

nitude to penetrate all four steel walls. The implementation of muon candidate 

selection is a two step process. First, each drift chamber track within the fiducial 

voJume is extrapolated through the muon system, and a search for proportional 

tube signals within a radius of two times the extrapolation error is made for each 

.. 

• 



.. 

35 

of the four muons layers. The extrapolation error is estimated by combining the 

drift chamber tracking error (~ 3 cm) in quadrature' with the calculated multiple 

coulomb scattering error (typically < 10 cm). A muon candidate is then defined as 

a track' with associated muon system hits in all four layers. 

The geometrical acceptance of the muon system of 45% is the overwhelming 

factor in determining the efficiency of our muon recognition program. For muons tl 

within the fiducial volume, the efficiency is high, ranging from ~ 80% for muons 

with momenta of 2 - 3 Ge V / c, up to over 90% for high energy muons (~6 Ge V 

/ c). Inefficiencies are due to range straggling, multiple scattering losses and drift 

chamber track extrapolation errors that can place tracks outside of the 2u search 

region, and to tube inefficiencies of about 3% per track per muon system layer. 

Contributions to the muon background due to hadron misidentification are 

caused by hadron punchthrough, track overlap in the muon system and muon sys­

tem noise. Noise was investigated by examining the muon system signal in data 

without any penetrating tracks, i.e. Bhabha events. It was found that the noisiest 

level, level 4, typically contributes a random hit for about 5% of the tracks in the 

fiducial volume. No tracks due entirely to noise are expected, but hadrons that 

penetrate to three levels may find their way into the muon sample due to a random ~ 

hit in level four (this would occur for approximately 1 in every 2000 pions with at 

least 2 Ge V / c). Track overlap background was simulated in much the same way as 

was done for the electron sample. A track flipping procedure was used to estimate 

the effect that associates muon system hits due to neighboring penetrating parti­

cles with a given extrapolated drift chamber track. Punchthrough probabilities for 

tracks within the fiducial volume for the first three muon system layers were deter­

mined from the muon system data, and then this information was extrapolated to 

yield the level four penetration rate. Pion punchtrough for the momentum range 

2 - 10 Ge V / c was examined using known pion sources: K~ decay, r to 311" decay 

and charmed DO meson decay to 1r K. The DO data were also used to show that 

kaon and pion punch through rates are comparable. 

There is also a contribution to the background due to non-prompt muons from 
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pion and kaon decay. The Monte Carlo was used to determine the size of this 

e,ffect, which turns out to be a slightly larger component of the background than 

are the misidentified hadrons. The combined non-prompt and misidentification 

probabilities, binned by p and PT, are given in Table 3.4. 

Background: muons 

pIPT (GeV Ie) 0.0 0.5 1.0 1.5 

2.0 0.0067 0.0064 0.0093 0.0101 

3.0 0.0079 0.0082 0.0126 0.0075 

4.0 0.0075 0.0066 0.0124 0.0115 

5.0 0.0082 0.0100 0.0082 0.0108 

6.0 0.0080 0.0073 0.0081 0.0073 

Table 3.4 : Muon misidentification probabilities. 

3.6 FLAVOR TAGGING WITH LEPTONS 

Due to the relatively large semi-Ieptonic branching ratios of the heavy quark 

hadrons, and to their hard fragmentation, a sample of events enriched in bottom and 

charm states can be obtained by requiring that each event contain a high momentum 

lepton 27. The bottom and charm events can then be separated by exploiting the 

larger mass of b-hadronsj leptons due to b-decay will have relatively large transverse 

momenta with respect to the primary quark direction or je~ axis. In practice, one 

determines PT with respect to the event thrust or sphericity axis. Figure 3.3 shows 

the calculated transverse momentum spectra for leptons due to to various band. 

c-decays 28. By applying a cut at a lepton PT of ~ 1 GeV Ie, substantial bottom 

enrichment is possible, if backgrounds due to light quark production can be held to 

reasonably low levels. A fitting technique has been devised that yields the flavor 

composition of lepton tagged hadronic events as a function of the lepton p and PT 

cuts 26. In what follows, we will outline this method and summarize the results 

The lepton tagged hadronic data sample contains contributions from five classes 

of events: 



...... 
5 
~ 
Z 
't) 

as 

, 
1 , 
1 ., 
~\ 
.1 

\\ .' 
\\ ., , 

I 

D-ltIVI 
D-Klv, 
D-Kolvi 

(
mb 05.1 GcV) 

b - cI vI 'V-AI me' 2.0 GeV 
B - Plvi '""oS.IGcVI 

31 

Figure 3.3: Transverse momenta spectra for leptons in heavy hadron semi-Ieptonic 

decays. 

1. Prompt leptons from b-decay in bb events. 

2. Prompt leptons from c-decay in bb events. 

3. Prompt leptons from c-decay in cc events. 

4. Background from non-prompt leptons. 

5. Background from misidentified hadrons. 

It should be noted that the background does contain a component of heavy quark 

events. 

In the previous section, the contributions to the background are given as func­

tions of lepton candidate p and PT. One can therefore subtract the background 

from the data bin by bin to obtain the prompt lepton contributions within each 

P,PT range. 

To separate the three categories of prompt lepton signal (1-3 above), one must 
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appeal to a Monte Carlo model of the relevant quark hadronization and weak decay 

processes. Firstly, as has already been mentioned in the Monte Carlo description, 

the generated rest frame momentum spectra of prompt leptons for both bottom 

and charm decay are adjusted to agree well with observation. Secondly, the Monte 

Carlo incorporates the known hard heavy quark fragmentation using the Peterson 

et.al. parameterization described in Chapter 1. Finally, the Monte Carlo is used 

to determine the probability that a semi-Ieptonic decay of a heavY hadron with 

fragmentation energy fraction z produces a lepton within a given P,PT bin. These 

binned Monte Carlo probabilities are used in a maximum likelihood fit designed to 

determine the composition of the prompt lepton signal. The analysis of reference 

26 fixes < z >c at ~ 0.55 in accord with measurements based on leptonic inclusive 

spectra and D* fragmentation and a three parameter fit is performed to < z >b, 

and the bottom and charm semi-Ieptonic branching ratios. The predictions of the 

fit for the total prompt lepton signal in each p, PT bin were found to be in excellent 

agreement with the data. The reader is refered to reference 26 for futher details of 

the inclusive lepton analysis; figures 3.4 and 3.5 graphically summarize the results. 

The data shown in the figures above represent a small fraction of the total dataset. 

These results for the flavor . enrichment as a function of the lepton tagging cuts are 

confirmed by recent studies that use the full 207pb -1 of data 29. 

For the purposes of this thesis our main concern will be with the flavor com­

position of heavy quark enriched lepton tagged data. The inclusive lepton analysis 

. can be used to determine the composition factors within arbitrary lepton p and PT 

constraints. We will be using the bottom and charm enriched regions defined by 

b - region p > 2 Ge V / c , PT > 1 Ge V / c 

c - region : p > 2 Ge V / c , PT < 1 Ge V / c 

where the kinematic cuts are applied to the lepton candidate. The composition 

factors for these cuts are, 

• 
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Figure 3.4: Fit composition as a function of electron cuts. The background sub­

tracted electron momentum spectra for four regions of electron PT are plotted (data 

points) along with the fit result (histogram). The composition of the fit within 

each momentum bin due to primary and secondary bottom and primary charm 

semi-electronic decay are indicated. 
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Region bb cc Background 

b-region 64±8% 16±8% 20±8% 

c-region 19±8% 3S±8% 46±8% 

Table 3.S : Flavor composition factors. 

where the errors reflect both statistical and systematic uncertainties. The reader is 

reminded that the background consists of events where an incorrect prompt lepton 

identification is made, and does not represent an event sample due to primary light 

quarks alone. The cc component of the c-region can be increased to ~ 4S% by 

changing the momentum cut to p > 3 GeV Ie, at a cost of 48% of the statistics. 

Since the higher momentum cut was found to introduce unwanted bias in the study 

of c-event properties, the high statistics sample with the 2 Ge V I c cut was retained. 

This issue is discussed in more detail in Chapter S. 

3.7 DRIFT CHAMBER PERFORMANCE 

During the 1983 run the Mark II main drift chamber began to draw unacceptably 

high currents, and the chamber operating high voltages were lowered by ~ SOO V 

from their nominal 3000 - 3S00 V levels. These high currents, known as glow, were 

probably caused by the deposition onto the field wires of polymers formed from 

the ethane in the drift chamber gas. Since these polymers are insulating, they can 

lead to high electric fields at the wire due to the buildup of positive ions on the 

surface of the deposits. Due to the presence of high fields at the wire surface, field 

emission of electrons occurs with a resulting electron drift towards the sense wires 

that can lead to the rapidly rising current characteristic of glow. The lowering 

of field wire voltages prevents this runaway current from developing, but has the 

unfortunate consequence of degrading the drift chamber tracking efficiency. The 

inefficiency is manifest for tracks that pass close to some of the sense wires. For 

the near tracks the arrival times of discreet clusters of electrons are widely spaced 

and for low gains (due to low voltages), the charge amplification at the wire for 

a single cluster may generate signals below the preamplifier threshold. For tracks 

sufficiently far from the wire, several clusters usually arrive nearly simultaneously, 
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and the instantaneous charge at the wire is large enough to trigger the electronics. 

The large fluctuations in timing information for the near hits leads to software track 

reconstruction inefficiencies. 

The drift chamber glow problems were remedied by the addition of 0.7% oxygen 

to the nominal 50/50 argon/ethane gas mixture. Oxygen is highly electronegative, 

and effectively damps the electron drift currents that lead to glow. With the new 

gas mixture, voltages were raised back up by several hundred volts and a dramatic 

improvement in drift chamber performance was observed. Figure 3.6 shows the 

occupancy as a function of drift distance for a single drift chamber layer, before 

and after the addition of oxygen 30. The reduced efficiency for small distances can 

be seen in the older data, but has disappeared following the oxygen fix. It is also 

clear that the long distance performance has not been degraded by the presence of 

oxygen, as evidenced by the unchanging large distance drop off at 15 - 20mm. 

The preceeding description of the cause of our uneven drift chamber perfor­

mance implies that the effect is due to a single track inefficiency, with little or no 

dependence on track momentum or event topology. We have verified this expec­

tation by a comparison between pre-glow data and the 1983 dataset. We find no 

difference between the two sets of data when comparing the shape (but not the 

normalization) of plots of track multiplicity as a function of momentum, or mean 

event multiplicity as a function of event thrust. 

For the purposes of correcting data for variable drift chamber efficiency, the 

data have been divided into six blocks as shown in Table 3.6. 

Block pb-1 Remarks 

VCSUM 19.2 Good quality, pre-glow 

POOR 15.5 DC at reduced voltage 

SPRING 11.4 same 

SPRING2 57.9 DC inner layers voltage raised slightly 

OXYGEN 24.2 Oxygen added, all voltages close to nominal 

NEWDAT 79.8 Voltages normal, oxygen in gas 

Table 3.6 : Data Blocks. 
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problems (a), during low voltage running (b) and after the addition of Oxygen to 

the DC gas mixture (c). 
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In Chapter 5 we will describe a data quality correction procedure. 
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4. Properties of Heavy Quark Jets 

Once the flavor enriching lepton tag has been understood and quantified, the 

properties of bottom and charm jets can be studied in a relatively bias free way by 

examining the side of the event opposite to the tagging jet. This is accomplished by 

dividing the events in two (tag side and opposite side) with a plane perpendicular 

to the event thrust axis. This technique relies on the separated two jet topology 

of typical hadronic events at 29 Ge V. By examining various inclusive properties 

of the opposite jet, one studies differences between heavy quark enriched jets and 

typical hadronic jets. Published results from other e+e- collaborations have noted 

little difference between charm jets and jets in typical events, but they report that 

bottom jets appear to be distinguishable 31 , 32. This analysis arrives at similar 

conclusions. 

In this chapter we will describe measurements of the momentum, transverse mo­

mentum, rapidity and jet mass distributions of bottom and charm enriched events. 

The charged particle multiplicity of these events proved to be a particularly inter­

esting property, and the next chapter is devoted to a much more detailed study of 

this measurement alone. The predictions of our Monte Carlo, which incorporates 

all that is reliably known about Band D meson decays and heavy quark fragment­

ation, will be compared with each of our observations. The relevant details of the 

Monte Carlo have been discussed in Chapter 3. 

The band c-region datasets will be simulated with bb and cc Monte Carlo data 

added in the appropriate proportions to sets of weighted simulated background 

made with real data. The background simulation method is described in the next 

section. 
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4.1 THE SIMULATION OF BACKGROUNDS 

The background to the prompt lepton signal has been discussed in Chapter 

3. The background to the heavy quark prompt lepton signal in both the band 

c-regions falls into two categories: events with misidentified hadrons, and events 

with non-prompt leptons. We now address the question of how to employ what we 

know about the lepton background to understand the properties of the background 

events. Straightforward application of our Monte Carlo is unsatisfactory, mainly 

due to the inadequate simulation of showering hadrons in the LA calorimeter. We 

will describe a background simulation method that is designed to be as Monte Carlo 

independent as possible, and will defer discussion of issues that require a full Monte 

Carlo analysis until the next chapter. 

We have at our disposal detailed information regarding the accuracy of our lep­

ton identification algorithm in the form of the probability tables given in Chapter 

3 . In principle, one could use these probabilities to sample from a large hadronic 

dataset and thereby obtain a collection of events that would model the background. 

Instead, we use the following event weighting procedure. Recall that the misidenti­

fication probabilities in Tables 3.2 and 3.4 are binned by lepton candidate p and PT, 

and that these tables combine all contributing processes: the muon table includes 

the effect of hadron punch through and non-prompt muons due to pion and kaon 

decays, while the electron table includes the effect of showering hadrons and overlap. 

The strategy is to assign a weight to an event that is a measure of the probability 

that that event could be included in the background, where the event weight is cal­

culated from individual track misidentification probabilities. For a track to receive 

a non-zero weight, it must satisfy several criteria: 

1. The track must satisfy the standard quality criteria. 

2. The track must pass the relevant (b or c-region) p and PT cuts. 

3. The track must not be an identified lepton. 

Next, we separately determine the fake muon and fake electron track weights. 

For a non-zero fake muon weight, the track must be within the muon fiducial volume 

The track is then assigned a fake muon weight appropriate to the track p and PT. 
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Since all quality tracks are within the electron fiducial volume, the e~ectron fakeness 

weight is assigned according to track p and PT, with one possible exception. If the 

track in question is identified as a member of an e+ e- conversion or Dalitz pair, the 

assigned weight is set equal to the pairfinder's inefficiency in the relevant p, PT 

bin (Table 3.3). This special case occurs only a few percent of the time, but typical 

misidentification probabilities are 0(10-2 ) whereas the pairfinder inefficiencies are 

about 30%. 

A typical event has an associated set of track weights {ei} and {JLi}, where a 

given track may have both an electron and a muon fakeness weight. For a single 

track, the probability that it could be a fake lepton is: 

The probability that the event contains at least one fake is given by: 

tracks 

Event Weight = W = 1 - IT (1 - Ii) 
i 

About 29% of the hadronic event sample has a finite b-region weight, to be compared 

to 75% for a finite c-region weight. For the b-region background events with finite 

weight, there are typically 1.23 potential lepton fakes per event with a mean event 

weight of 0.020. The corresponding numbers for the c-region background are 1.87 

and 0.032. Additional details concerning the background simulation are given in 

the next chapter. 

Simulated background events for both the band c-regions are combined with 

Monte Carlo pure flavor ( bb and cc ) events that contain prompt leptons. The 

Monte Carlo events are subjected to an analysis procedure identical to the one used 

for data. The composition of the simulated band c-regions in terms of absolute 

weights is given below. 
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Simulated Enriched Regions 

Region bb cc Background 

b-region 176 44 55.0 

c-region 174 320 420.6 

Table 4.0 

The relative composition of these samples is designed to be identical to the 

deduced flavor enrichment in the data.· The statistics in the simulated b-region are 

limited by the number of cc Monte Carlo events that contain a high PT lepton. 

A relatively rare class of backgrounds is not accounted for by the simulation 

procedure. These events have a distinctive signature in the Mark II detector; an 

isolated high momentum electron recoiling against a hadronic jet. Occasionally a 

second opposite sign electron is detected, usually at a small angle to the beamline 

(Figure 4.0 shows a cross sectional view of two such events in the Mark II). 

These events are largely due to higher order QED processes such as two photon 

processes or radiative Bhabha scattering where an initial or final state electron ra­

diates a high energy photon which subsequently materializes as hadrons (see Figure 

1.1). In the original inclusive lepton analysis, using a sample of 35pb-1
, about a 

dozen of these events were removed by handscan. For the full data sample, a set of 

cuts have been devised to eliminate these events 33. Events are removed if: 

1. pelectroR > 10 Ge V 

2. or p¥ectroR > 2.5 GeV 

3. or electron ELA> 10 GeV 

4. or the electron is isolated in the x,yplane by more than 900 from the nearest 

charged track. 

These cuts reduce the b-region from 688 to 645 events, and the c-region from 

2094 to 2079 events. The effect of this small subtraction is non-neglible for the 

measurements of momentum spectra. 

For the remainder of this chapter we will confine the data analysis to the high 

quality data blocks: VCSUM,OXYGEN, and NEWDATA, corresponding to a total 
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Figure 4.0: High order QED background events in the Mark II detector. The 

isolated electron track candidates are labeled. 
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integrated luminosity of 123 pb- I
. For the high quality data, the band c-enriched 

regions consist of 391 and 1312 events respectively. In Chapter 5, the multiplicity 

analysis will include the full data sample by means of a data quality correction 

method. 

4.2 MOMENTUM DISTRIBUTIONS 

From the set of selected tracks for each event, the distributions in the jet op­

posite to the lepton tag for both momentum and Pf with respect to the jet axis 

(determined from the tracks in the opposite jet) are shown in Figures 4.1 and 4.2 

below. 

The lower mean momentum for the b-region reflects the high particle multiplic­

ity of these events: 1.27±0.03 GeV Ie for the b-region and 1.46±0.02 GeV Ie for the 

c-region. The Monte Carlo yields means of 1.20±0.03 GeV Ie and 1.34±0.03 GeV Ie 
respectively. The agreement between data and Monte Carlo is good for the b­

region, but less satisfactory for the c-region due to a broader tail in the data 

than in the Monte Carlo distrIbution. Average Pf of the bottom enriched data 

is 273 ± 13 Me V2 I e2 compared to the c-region mean of 238 ± 7 Me V2 I e2; the 

Monte Carlo results are 233 ± 12 Me V2 I e2 and 217 ± 8 Me V2 I e2• Even if one 

allows for the fact that our data regions are only partially enriched, these differ­

ences between the two heavy flavors are not dramatic enough to be useful for flavor 

tagging. As can be seen in the figures, the agreement between the Monte Carlo 

and the data is good, allowing one to assume that heavy quark fragmentation and 

decay as implemented in the Monte Carlo is satisfactory. 

4.3 RAPIDITY DISTRIBUTIONS 

The distributions in the opposite jet for rapidity, defined as: 

where the defining axis is the jet thrust axis and pion masses are assigned to all 

tracks, are shown in Figure 4.3 . The DELCO collaboration has previously reported 
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Figure 4.1: Inclusive momentum distributions opposite a tag lepton for the b- and 

c-regions. The solid line is the result for simulated data. 
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Figure 4.2: Inclusive Pt distributions opposite a tag lepton for the b- and c-regions. 

The solid line is the result for simulated data. 
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a difference in the shape of the rapidity distributions of b-jets relative to average 

or c-jets 32. We observe a similar narrowing of the rapidity plot for b-jets, in 

agreement with the DELCO results. As expected, the effect seen in this analysis is 

less pronounced than that reported by DELCO due to the substantially higher b­

enrichment (83±6%) of the DELCO data when compared with the Mark lIb-region 

(64 ± 8%). 

The enhancement in b-jets at " ~ 1 - 2 and the depopulation of the higher 

rapidity region (" > 3) is due to the contribution of the high multiplicity and large 

average PT of bottom hadron decay products. As a check, the Monte Carlo is used 

to separate out the component of the rapidity plot due to b-decay products, and it 

is found that these particles preferentially populate the mid-range rapidities when 

compared to the non-leading contributions. The mean rapidities for the band c­

region data (Monte Carlo) are 1.44±O.02 (1.39±O.02) and 1.58±O.Ol (1.53±O.02). 

4.4 JET INVARIANT MASS 

To some extent, the large masses of charm and bottom quarks should be reflected 

in the invariant mass of the produced hadronic jet. The contribution of non-leading 

fragmentation products will obscure this effect; the mass of a hadronic jet is not 

expected to equal the mass of the primary quark. Nevertheless, the mass of a 

bottom jet should exceed the mass of a typical jet or charm jet. Due to the finite 

angular acceptance of the Mark II, and to the potentially large component of missing 

neutral energy in hadronic events, the straightforward calculation of jet mass using 

reconstructed 4-vectors will yield a consistently low result. A better estimate of the 

mean jet mass can be obtained from the topology of the jet as characterized by the 

jet thrust, a normalized quantity that is meaningful even for an incomplete set of 

4-vectors. The jet mass, given by 

M · - (E~ _ p~ )1/2 
Jet - Jet Jet 

can be approximately related to the jet thrust, given by 

Elplll ' 
T = maxT(--) 

Eipi 
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Figure 4.3: Inclusive rapidity distributions opposite a tag lepton for the b and 

c-regions and for average hadron jets. The solid line is the result for simulated 

data. 
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(where the T axis is the axis that maximizes thrust). Assuming that the thrust 

axis is a good measure of the true jet direction, and that the total PT within a jet 

balances to zero, we have 

Neglecting particle masses (Ipl = E) while taking Ejet equal to the beam energy 

(14.S GeV) we finally obtain 

The mass distributions for the band c-regions, calculated using both 4-momenta 
\ 

and thrust are shown below (Figure 4.4). The results for an average hadronic sample 

are also shown (where the opposite jet, in the absence of a tag lepton, is chosen at 

random with respect to the thrust plane ). 

There is good agreement between the data and Monte Carlo samples in all cases. 

The mean thrust jet mass for the charm-enriched data (Monte Carlo) is significantly 

lower, S.I ± O.OS GeV /c2 (S.4 ± 0.07 GeV /c2), than that for the bottom sample, 

6.2±0.1 GeV /c2 (6.3±0.1 GeV /c2), an effect also evident for the 4-vector jet masses 

of 3.9±0.OS GeV /c2 (3.S±0.OS GeV /c2) and 4.3±0.1 GeV /c 2 (4.0±0.1 GeV /c2) 

. The c-region distribution is consistent with a jet mass plot made for an average 

hadronic data (Monte Carlo) sample, where the mean thrust and 4-vector jet masses 

are S.6±0.OS GeV /c2 (S.7±0.OS GeV /c2) and 3.9±0.OS GeV /c2 (3.7±0.04 GeV /c2) 

respectively. 

The two main conclusions of this chapter are: (I) for the distributions discussed, 

b-jets show clear differences when compared to c-jets or average jets, and (2), these 

differences are well represented by our Monte Carlo. The sizable differences in 

event topology between bottom and charm have prompted some groups, for example 

the TASSO and JADE collaborations At DESY, to devise methods that use event 

shape parameters to achieve flavor enrichment 34, 35. We will instead point out the 

importance, to future experiments at higher energy e+e- colliders (LEP at CERN or 
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Figure 4.4: Opposite jet mass distributions calculated both with 4-vectors (a-c) 

and thrust (d-f) for both the band c-regions, and for average hadron jets. The 

solid line is the result for simulated data. 
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the SLC at SLAC), of a Monte Carlo that properly simulates heavy quark hadronic 

events. 
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5. Properties of Heavy Quarks Events: 

Charged Particle Multiplicity 

The relatively large rest masses of charm and bottom states suggests that the 

decay multiplicity of heavy quark hadron~ should be high relative to the light quark 

states. This expectation is in fact born out by measurement. Typical D meson decay 

charged multiplicities are 2.5 14, while for the heavier B-meson, the number is 5.5 

25. From these heavy meson mean decay multiplicities, one might naively expect 

to see a large difference in the charged multiplicity of heavy quark jets relative to 

light quark jets, or charm jets compared to bottom jets. The situation is, however, 

complicated by the fact that in e+e- annihilation at high energies (away from the 

the vector meson resonances), a significant proportion of particle production is due 

to strong and electromagnetic interactions that precede weak decay processes. In 

the case of heavy Havor production, it is experimentally convenient to distinguish 

leading particles, i.e. those particles deriving directly from the decay of the heavy 

Havor hadrons, from non -leading particles deriving from all other sources. This 

classification is possible due to the very strong suppression of heavy quark pair 

production from the vacuum; heavy hadrons contain the primary heavy quarks. 

The non-leading multiplicity is related to the details of quark fragmentation, as we 

describe in what follows. 

It is now well established that heavy quarks produced in e+e- annihilation 

carry a large fraction of the available beam energy 20. We define this fraction to 

be z = t where Eh. is the generated heavy hadron energy and Eq is the primary 

heavy quark energy. Analyses of inclusive lepton 27, 36, 37, 38, 39, and n* spectra 31, 

40, 41, 42 have indicated that mean z is typically ~ 0.6 for charm quarks, and ~ 0.8 

for bottom quarks. Hard quark fragmentation bears directly on the magnitude of 

non-leading multiplicity due to the dependence of multiplicity on available energy. 
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In particular, non-leading multiplicity in cc and especially in bb events is expected 

to be smaller than it is for light quarks. Even though the charged multiplicity of 

bottom hadron decay is significantly larger than it is for charm hadrons, these large 

differences in multiplicity due to weak decays may be effectively compensated by 

differences in non-leading multiplicity in hadronic jets. 

We will describe a multiplicity measurement of charm and bottom enriched 

data. The non-leading and leading components of the charged multiplicity will be 

separated by using available heavy meson decay multiplicity data from SPEAR and 

CESR experiments. Our approach will proceed in several steps as follows: 

1. Perform a multiplicity unfold of the observed multiplicity distibutions for the 

c and b enriched regions. 

2. Estimate the background contribution in each region using available lepton 

misidentification data. 

3. Extract the pure cc and bb mean event multiplicities using the known flavor 

composition factors for each enriched region. 

4. Apply final corrections to the results. We will also need to account for non­

uniform data quality due to variable drift chamber efficiency. This will be 

done at step 1 by an appropriate modification of the unfold procedure. 

An average hadronic sample will also be analysed and compared with the results 

for the tagged data. 

5.1 MULTIPLICITY UNFOLD 

An observed charged multiplicity distribution represents, insofar as backgrounds 

are accounted for, a degraded version of a parent distribution that arises due to the 

finite tracking efficiency of the detector. If the single track efficiency is f, and 

all possible track to track correlations are negligible, the observed distribution is 

related to the produced distribution by: 

Pmaz p' 
N. - " . q( )P-q 

q - L." '( _ )' f 1 - f '71' 
p~q q. P q. 

(1) 
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where: 

Nq = observed distribution '7p = produced distribution. 

The q run over the observed and the p over the produced multiplicities, where '7p is 

-non-zero only for p even. In the simplest case, where tracks are produced isotrop­

ically in an isotropic detector and tracking efficiency is momentum independent, 

E is given by the fraction of instrumented solid angle. At SPEAR energies, due 

to the near-spherical topology and, low multiplicity of charmonium decays and off 

resonance jet events, this crude approximation worked suprisingly well 43. At PEP, 

where collimated jets and high multiplicities result in a crowded tracking environ­

ment, the situation is more complicated. One must therefore generate a general 

unfold efficiency matrix by Monte Carlo. The unfold efficiency matrix is defined by: 

number of times q tracks observed when p tracks produced 
Epq = 

number of times p tracks are produced 

The produced track count is the total number of charged Monte Carlo tracks exclu­

sive of those arising from pair conversions or Dalitz decays. Thus the two charged 

tracks from Ks and A decay are included. 

The resulting matrix is nearly model independent, in the sense that the Monte 

Carlo detector simulation, rather than the event generation algorithm, largely de.­

termines the values of the matrix entries. Observed multiplicities at PEP range up 

to 20, implying substantially higher produced multiplicities. For an unfold matrix 

of this size, considerable Monte Carlo statistics are required before typical fluc­

tuations among the matrix entries fall to acceptable levels. An average hadronic 

sample ( no lepton tag) is used to generate our matrix since robust statistics are 

needed. Due to the low efficiency of the lepton identification criteria and of the 

lepton kinematic cuts, the b or c-enriched regions are too sparse to be used for ma­

trix generation without the need for impractically large or inherently biased Monte 

Carlo statistics. However, the matrix generated from an overall hadronic sample 

was found to introduce a small bias when used to unfold the lepton tagged samples, 

due to the presence of at least one high momentum track in the tagged data that 
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may be absent in an ordinary hadronic event. The matrix finally used to unfold the 

band c-enriched regions and their backgrounds was generated with the additional 

requirement that the event contain a selected track with momentum of ~ 2 Ge V. 

Roughly 25,000 events were used to fill the matrix. Tests using Monte Carlo data 

indicated an improvement in the accuracy of the unfold when the modified matrix 

was used (a matrix made without the high momentum track cut was used for the 

overall hadron,ic sample). 

The unfold matrix contains all the information needed to make acceptance cor­

rections to the observed multiplicity distributions. Due to the fact that the pro­

duced charged multiplicity must be an even number, a straightforward inversion of 

the matrix equation Nq = 'Efpq"p is not possiblej the equations are over-constrained. 

Instead, a maximum likelihood fit is used to determine the "p. In general, each "p 
would be separately varied in the fit, but we found this multiparameter fit to be 

numerically unstable due to fluctuations in the data, and to a lesser extent, in the 

unfold matrix. We have used a two parameter fitting function given ~y: 

even. (2) 

\ 

where both p.. and a, are taken as free parameters. This distribution (2) is a gen-

eralization of the Poisson distribution with mean value approximately equal to p.. 

and RMS width approximately equal to ,fiiO.. This form for the fitting function is 

motivated by the fact that charged particle production in hadronic events occurs 

in correlated groups, due to resonance and weak decays for example, and therefore 

should reflect a larger multiplicity variance than expected for a Poisson distribu­

tion. Hypothetically, if charge conservation constrains charged particle production 

to always occur in pairs, the multiplicity distribution for random pair production 

would be of the form of equation 2 with a = 2. The overall normalization factor 

N(p.., a) is absorbed by our normalization method that contrains the sum over all 

bins to be equal to the total number of observed events. The Poisson Likelihood fit 

proceeds as follows: 



The expected number in bin q is, 

pm~ 

J.£q = L EpqPP.,4(P)M(J.£, a) 
P=Pmin 

and the normalization factor, 

M(J.£, a) = N:) 
Eq Ep Epq PP.,4(P 

insures that, 

total number of observed events = N = L Nq = L J.£q 
. q q 

The poisson likelihood function is : 

";.-.: 

We maximize the log likelihood with respect to J.£ and a , 

log.c = L Nq log J.£q(J.£, a) + constant 
q 
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(3) 

(4) 

(5) 

where the constant is independent of the fit parameters. The numerical package 

MINUIT., originally written at CERN, is used to find the'minima in parameter space 

of the negative log likelihood 44. With the two parameter function (2), an excellent 

.. fit can. be achieved. Figure 5.0 shows a test fit to Monte Carlo hadronic event data; 

the observed multiplicity distribution, the parent distribution and the fit result. 

5.2 CORRECTING FOR NON-UNIFORM DATA QUALITY 

Rec~ll that the data have been partitioned into blocks of approximately uni­

form D.C. efficiency (Table 3.6). In order to maximize the limited statistics of the 

b-enriched data, it is desirable to use as much of the collected luminosity as possible 

by co~recting for the low efficiency data subsets. The average number of quality 

tracks found per average hadronic event is a measure of the track finding efficiency, 
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Figure 5.0: Results of a test fit to Monte Carlo hadronic events. The observed 

data, produced data and fit from the observed data are shown. 

and VCSUM has, as a block, the highest efficiency. Using VCSUM as our standard, 

and having verified that the efficiency degradation in the lower quality blocks is a 

single track effect, we correct the four sub-standard blocks by the following proce­

dure. (The NEWDAT block is treated on equal footing with VCSUM, and is not 

corrected) . 

Let f be the efficiency correction factor for a given block (f = 1 for VCSUM). 

Then the corrected unfold matrix is given by : 

P QI 
I _ ~ • q{ )Q-q 

fpq - L- fpQ I{Q _ )1 f 1 - f 
Q~q q. q . 

(6) 
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The efficiency degraded multiplicity distribution may be obtained from the standard 

( in our case, VCSUM ) distribution as shown: 

Qmcu Q' 
I _ " • q( _ )Q-q 

Nq - L- '(Q _ ),E 1 E NQ 
Q> q. q. 

-q 

(7) 

The correction factor E is determined by hand. First, the VCSUM observed distri­

bution is degraded according to eq. 7 for a test value of E. Then E is varied until the 

mean of the degraded distribution equals the mean of the distribution of the block 

in question. The fit between a given block's distribution and the appropriately de­

graded VCSUM distribution is good, as can be seen from Figure 5.1 ( shown for 

the SPRING block ). 

Once all six matrices have been determined, separate block by block fits are 

performed, as well as a simultaneous fit to a generalized likelihood function, 

log! = E E(N:logJl~) (8) 
blocks q 

where i = 1, ... 6 and each block is individually normalized. The efficiency correction 

factors are found to be: 

Block E 

VCSUM 1.0 

POOR 0.8960 

SPRING 0.9075 

SPRING2 0.9355 

OXYGEN 0.9965 

NEWDAT 1.0 

Table 5.0 : Data block relative efficiencies 

where the errors on these factors are approximately ±0.005. 

5.3 BACKGROUND 

The simulated background method has been outlined in Chapter 3. We now 

apply the multiplicity analysis to samples of background events. Having found a 
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Figure 5.1: SPRING data block multiplicity distribution after efficiency correc­

tion. The high efficiency VCSUM data, before and after simulated 

degradation, are shown along with the SPRING distribution. 

weight for an event; the analysis proceeds in the usual way (excepting lepton cuts), 

and weighted histograms are accumulated. In particular, weighted background 

multiplicity distributions are generated separately for each data block, and a fit is 

performed to extract the parent distributions. 

The weighting procedure was originally designed to model approximately those 

effects that correlate multiplicity with the probability that a given event contains 

a fake lepton. For example, one might expect that the presence in the b-region of 

a high PT lepton candidate would enrich the the background in this region with 
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bottom produced events, as well as with gluonic three-jet events, effects that tend 

to increase the mean event multiplicity. In order to better understand the produced 

properties of the background, Monte Carlo events were subjected to the weighting 
I 

procedure given above. 

Our Monte Carlo defines the arbitrary dividing line between two and three­

jet events such that the minimum gluon energy in a three-jet event is 10% of the 

beam energy, or ~ 1.5 GeV. Table 5.1 shows the percentage breakdown of gluonic 

events for various signal data subsets, while Table 5.2 gives the expected flavor 

composition of the two background groups. The errors shown are purely statistical. 

While the bottom enrichment in the b-region background is not very dramatic, a 

large enhancement of the gluonic component is evident (63%) when compared to its 

nominal (~ 25%) value. A similar gluonic enhancement occurs for cc events in the 

b-region. The Monte Carlo exhibits the higher non-leading multiplicity expected in 

three-jet events; the effect for both bb and cc events is shown in Table 5.1. 

Monte Carlo Heavy quark events 

event type % gluonic 3-jet non-leading multiplicity 

bb in b-region 15±2% 5.7 ± 0.5 

b b in c-region 19±2% 5.6 ± 0.4 

cc in b-region 66± 16% 9.0 ± 0.6 

cc in c-region 26±3% 7.6 ± 0.2 

Table 5.1 : Properties of Monte Carlo signal events. 

Monte Carlo Background events 

Region % gluonic 3-jet % bb % cc 

b-region 63 ± 0.6% 19±0.2% 29±0.3% 

c-reglon 28 ± 0.02% 7 ± 0.04% 37 ± 0.2% 

Table 5.2 : Properties of Monte Carlo background events. 
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5.4 FIT RESULTS 

Table 5.3 shows the fit results for parameters J.I. and a with their associated 

statistical errors, for five datasets: the full hadronic sample, the b-region, the c­

region, and the two background regions. 

Dataset events J.I. a 

Hadronic 46,112 12.7 ± 0.1 1.4 ± 0.1 

b-region 645 13.9 ± 0.25 1.0 ± 0.2 

c-region 2,079 12.6 ± 0.1 0.9 ± 0.1 

b-region bkgrd 11,670 13.6 ± 0.1 1.2 ± 0.1 

c-region bkgrd 30,180 12.6 ± 0.1 1.2 ± 0.1 

Table 5.3 : Fit results. 

Due to the fact that a subset of the hadronic events (the VCSUM block) is 

used to rescale the unfold matrices, the statistical error on the fit results for the 

full hadronic sample is conserva.tively taken to reflect the statistical weight of the 

VCSUM block alone (~ 9% of the total sample). The band c-regions are highly 

selected subsets of the full hadronic sample, and correlations between the data 

blocks within these samples can be ignored. The high multiplicity of the b-region 

background reflects the fact, mentioned above and also seen in our Monte Carlo, 

that the requirement of a high PT track tends to enrich the background with high 

multiplicity three-jet events and with bottom events themselves. 

Our concern will be mainly with the parameter J.I. which will be used to determine 

the mean multiplicities of bb and cc events. The fitted values of the width parameter 

a for the band c-regions have sizable errors, and are subject to a bias that narrows 

the multiplicity distribution due to the presence of the high momentum tag lepton. 

The fit result for a for the full hadronic sample is sufficiently precise and bias free 

to be compared with existing measurements. We will postpone any discussion of 

the width parameter until the end of this chapter. 

Figure 5.2 shows the observed multiplicity distributions for both the band c re­

gions, and the expected distributions deduced from our fits from the unfold matrices. 
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Figure 5.2: The band c-region multiplicity distributions, and the result expected 

from the fit. 

T_here is satisfactory agreement between the data and the expected distributions. 

However, the fit is noticably better when restricted to only the high efficiency 

dat~ (Figure 5.3). 

We use the results for the tagged regions and their backgrounds to solve for the 

pure bi) and cc event mean charged multiplicities from the equations, 

- fb rb fb b 
Ilb - b mbb + Jc mcc + bkgrndllbkgrnd 

(9) 

where t~e Il'S are the four fit results, the I;'s are the x enrichment factors in the 

X-region and the m's are the unknown pure flavor mean multiplicities. The f flavor 

enrichment factors are restated here for completeness, 

b - region: 64% bi), 16% cc and 20% background 

c - regIOn: 19% bi), 35% cc and 46% background 

.. 
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Figure 5.3: Same as Figure 5.2, using only the high efficiency data. 

where all values are taken to be accurate to ±8%. Several corrections need to be 

applied to the solutions to these equations to obtain the final answer for the pure 

flavor mean multiplicities. 

5.5 CORRECTIONS 

Final corrections, determined from Monte Carlo analysis, are applied to the fit 

results to take account of effects that tend to bias our multiplicity measurement. 

Initial state radiation reduces the effective center of mass energy (Ecm) and hence 

the observed multiplicity. This effect is small, and is estimated by the following 

simple procedure: 

1. Generate the Monte Carlo radiatively corrected Ecm distribution for selected 

hadronic events. 

2. For the region from Ecm = 10.5 to 29 GeV (where statistics are significant), 

determine the drop in multiplicity by a convolution of the energy distribution 
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with a parameterization of multiplicity variation as a function of Ecm. For 

this purpose two such parameterizations are used, 

a. A logarithmic dependence of the form: n{E) = kllog{E) + k2 • 

b. A QCD motivated dependence 45: n{E) = no + aebJln(E2/A2). where the 

parameters have been chosen to fit the the data in Figure 5.4. 

Taking the mean of the results due to the two different energy dependence functions 

and including a conservatively large error to allow for variation in the parameters, 

we obtain ~a correction of +0.25±0.10 particles. This is the only correction necessary 

for the average hadronic fit. 

Secondly, the tagged region's lepton momentum lower limit of 2 Ge V Ie biases 

the data in favor of smaller multiplicities. As mentioned in the previous section, the 

same effect produces a small downward bias for the width parameters quoted above 

for the enriched samples and their backgrounds. By varying the lepton momentum 

cut for pure flavor Monte Carlo events, we determine these corrections, to be added 

to the final pure heavy flavor fii results, to be 0.3 ± 0.1 (bi» and 0.9 ± 0.3 (cc). The 

errors include statistical and systematic Monte Carlo uncertainties. The behavior 

of the Monte Carlo is consistent with the variation in fit results seen in the data if 

the lepton momentum cut is varied, and the appropriate flavor enrichment factors 

are used in equations 9. In any case, the corrected results are insensitive within 

errors to an increase in the lepton momentum cut of up to 500 MeV Ie. 
Finally, the requirement in the b-region that the lepton transverse momentum 

be at least 1 Ge V Ie tends to enrich the charm component of this region with high 

multiplicity three-jet events, a bias not present in the c-region. It has already been 

mentioned (see Table 5.1) that the gluon-jet content of the charm component in the 

b-region is about 65%, compared to a nominal 25%. We estimate from our Monte 

Carlo that the average produced multiplicity in three-jet events is higher than that 

for two jet events by ~ 3.5 tracks regardless of the flavor (bottom or charm) of the 

quarks. This translates into a correction of +1.5 ± 0.7 for the cc component in the 

b-region, accomplished by the modification of the appropriate term in equations 2 

to fg(mcc+ 1.5). A range of values for this correction factor from 0.5-2.5 were used 

A 



71 

to determine the corresponding corrections for the pure flavor results of: -0.4 ± 0.3 

(bb) and +0.2 ± 0.2 (ce). 

5.6 RESULTS AND DISCUSSION 

The corrected solutions to equations 9 are given below, where the errors shown 

are purely statistical. 

mbb = 14.85 ± 0.5 and met = 12.95 ± 0.5 

Because the decay multiplicities depend on whether the decays are hadronic or 

semi-Ieptonic, care must be exersised in the interpretation of these numbers. These 

results represent the mean produced multiplicity of bb and ce events that have 

been tagged by our single lepton technique. The pecularities of the lepton tag need 

to be taken into account before our result can be cast into a fully measurement­

independent form. Firstly, a fraction of the leptons in bb events are due to secondary 

semi-Ieptonic decays of charmed hadrons. Secondly, our single lepton event samples 

contain a small contamination of double lepton events in which one lepton was not 

identified. Both of these facts are relevant to the multiplicity measurement insofar 

as the multiplicities of semi-Ieptonic and hadronic heavy hadron decays are different. 

One needs to use the CLEO and SPEAR data for bottom and charm meson decay 

multiplicities to estimate these effects of the lepton tagging method . 

We wish to determine the non-leading multiplicities which are of course indepen­

dent of the heavy hadron decay mode, and we do so by subtracting out the leading 

multiplicities for our particular mix of hadronic and semi-Ieptonic decays. The 

known Band D-meson decay multiplicities for semileptonic and hadronic decay are 

given in Table 5.4 25,14. The B-meson multiplicities come directly from the CLEO 

measurements. The D-meson semi-Ieptonic decay multiplicities are calculated from 

the known semi-Ieptonic decay modes. The D-meson hadronic decay multiplicities 

are then deduced from the measured D meson mean decay multiplicities and their 

respective semi-Ieptonic branching ratios. 
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Heavy meson Hadronic multo Semi-Ieptonic multo 

B-meson 6.0 ± 0.3 3.8 ± 0.4 

D± 2.31 ± 0.1 1.94 ± 0.1 

DO 2.47 ± 0.1 2.13 ± 0.1 

Table 5.4 : Heavy hadron decay multiplicities. 

The Monte Carlo is used to determine the relative populations of B, Dd, D*o, 

D±a:nd DO mesons in our tagged regions. The strange bottom mesons B~ are not 

distinguished from the B's, and the strange charm mesons F± are treated as if they 

were D± 'So We have included the pion in the decay Dd -+ DO + 1r± as part of the 

leading charm multiplicity. Neglecting the small contribution due to missed photon 

conversions, neither D*o decay nor the radiative decays of B* and F* will add to the 

charge~ multiplicity. This procedure neglects possible small multiplicity differences 

due to heavy baryons or other charm and bottom states. 

It is now relatively straightforward to estimate the effective leading multiplicity 

in our charm jets for both semi-Ieptonic and hadronic decays using the known 

branching ratios for D and D* decays 13; the results are 2.31 ± 0.1 and 2.64 ± 0.1 

respectively. The CLEO collaboration has provided the corresponding results for 

Bdecay 25, but we must correct their semi-Ieptonic number for the component of 

seGondary charmsemi-Ieptonic decays in the b-region. The CLEO collaboration 

quotes a multiplicity of 3.5 ± 0.3 for the number of charged particles accompanying 

the D in hadronic B decay. We have already determined the relevant charm semi­

leptonic decay multiplicity (2.31 ± 0.1). Knowing that the primary (direct B semi­

leptonic decay) to secondary (semi-Ieptonic decay of the D from B decay) ratio in 

the b-region to be 7: 1 from reference 26, we obtain 4.05 ± 0.4 for the effective 

semileptonic decay mean multiplicities in our bottom jets. The reader is reminded 

that the effective hadronic decay mean multiplicity in bottom jets is 6.0 ± 0.4. 

The total leading multiplicity in the b and c-regions can now be calculated, 

but one must correct for the double lepton contamination. Defining r = ~ where 

£1 is the efficiency for observing a single lepton when one is produced, and £2 is 
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the efficiency for observing a single lepton when two are produced, the leading 

multiplicity for tagged events can be approximately written as, 

elf f (elf elf) J (2 elf) nleading = 1 nH + nSL + 2 nSL (10) 

. with, 
2B(1 - B) rB2 

II = 2B(1 _ B) + r B2 and 12 = 2B(1 - B) + r B2 

and where B is the effective semi-Ieptonic branching ratio, and the nelf's are the 

semi-Ieptonic and hadronic effective leading jet multiplicities. For the b-region, B 

is taken to be 0.274, higher than the nominal value of 0.24 used in this thesis, in 

order to compensate for the contribution of secondary semi-Ieptonic decays. In the 

c-region, for a mix of charged and neutral charmed hadrons, the effective branching 

, ratio is B = 0.15. The values of r are determined from the Monte Carlo to be 

:t~~" "~.2 andre = 1.6. The resulting fully corrected total leading multiplicities for 

our'tagged signal events are: 

b,elf _ ± 
nleading - 9.69 0.5 

e,eff _ ± 
nleading - 4.91 0.3 

. .:; " 

; ; 

These numbers can be compared with the estimates of 10.05 ± 0.5 and 4.95 ± 0.2 

obt~in~d by ignoring the double lepton contamination; it can be seen that only the 

b-region correction is non-negligible, mainly due to the large difference in B-meson 

semi-Ieptonic and hadronic decay multiplicities. 

The non - leading multiplicities are given by: 

nnon-leading = n fit - n~!~ing (11) 

The corrected event multiplicities for events with exactly one semi-Ieptonic and one 

hadronic decay are given by, 

nS L/ H ad = nnon-leading + nleading (12) 

, ",:here .the leading multiplicities used here are the fully detector independent values 

of 9.8 and 4.95 for bottom and charm respectively. One can also estimate the event 
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multiplicity for bb and cc with a nominal mixture of semi-Ieptonic and hadronic 

heavy hadron decays; a inixture given by the appropriate branching ratios. By 

combining the average hadronic mean multiplicity with these bb and cc results, one 

can estimate the light flavor (up, down and strange) mean event multiplicities. The 

final results, in the various forms mentioned above, are shown in Table 5.5. 

bb cc light quarks all hadrons 

1 S.L. and 1 Hadronic 15.0 ± 0.5 ± 0.7 13.0 ± 0.5 ± 0.8 

Nominal mixture 

Non-leading 

16.2 ± 0.5 ± 1.0 13.2 ± 0.5 ± 0.9 12.2 ± 0.4 ± 1.3 12.9 ± 0.1 ± 0.6 

5.2 ± 0.5 ± 0.9 8.0 ± 0.5 ± 0.9 

Table 5.5 Mean Charged Multiplicities 

The errors shown are the statistical and systematic errors respectively. The 

determination of systematic errors is described at the end of this chapter. Due to 

correlated systematic effects, the differences between the results for the separate 

flavors are more significant than the errors suggest; the bottom and charm results 

are different at greater than 99% confidence. 

Some general observations can now be made: 

1. The total multiplicity of bottom events is significantly higher than that for 

the lighter flavors, and the non-leading multiplicity of bottom events is sig­

nificantly lower than that for charm events. 

2. With regard to total multiplicity , charm events and average hadronic or 

light flavor (u,d,s) events are not measurably different. 

These results are qualitatively in accord with our· expectations. The known 

high multiplicity of b hadron decay is sufficiently greater than charm hadron decay 

multiplicity to overwhelm the compensating effect due to the lower non-Ieadingmul­

tiplicity of bb events. Are the measured non-leading multiplicities quantitatively 

reasonable? We can relate the non-leading multiplicities to the band c quark 

fragmentation functions. The lower non-leading multiplicity for bb relative to cc 

provides independent evidence that b fragmentation is harder than c fragmentation. 

We can approximately translate these non-leading multiplicities to energies via ex-
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isting multiplicity data for e+e- annihilation over a large range of center of mass 

energies shown in Figure 5.4 45. The procedure used here depends on the assump­

tion that the relation between energy and multiplicity is unaffected by the flavor 

population of the events. The available multiplicity data are based on u,d,s,c,and b 

whereas our measured non-leading multiplicities arise from u,d,and s fragmentation. 

As shown in this analysis, this assumption is not exactly fulfilled, but the deviations 

are small enough to have no significant impact on the derived energy fractions. 
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Figure 5.4: Multiplicity versus c.m. energy in e+e- annihilation. The non-leading 

multiplicities and their corresponding energies are shown for both 

bottom and charm events. 

Using this information we find from the non-leading multiplicities that bottom 



and charm hadrons fragment with mean energy fractions of 

O 79+0.10 < Z >b= . -0.05 and < Z > - 0 60+0.09 
c- . -0.11 
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These results agree nicely with measurements based on leptonic inclusive spectra 

and D* fragmentation, as shown in Figures 5.5 and 5.6 20. 
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Figure 5.5: Charm fragmentation results from several experiments. 

Our result for the mean charged multiplicity of hadronic events at 29 Ge V 

agrees well with an analogous measurement due to the HRS collaboration at PEP 

46. We now turn to a discussion of the results for the width parameter of the 

hadronic multiplicity distribution. The TASSO collaboration at PETRA has mea­

sured the multiplicity of hadronic events at several c.m. energies including 22 and 

34.5 Ge V 45. They perform a multi-parameter unfold and then compare the re­

sults with parent distribution functions analogous to the form of equation 2 with 

identical means and with the width parameter a fixed at 1 and 2. The TASSO 
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Figure 5.6: Bottom fragmentation results from several experiments. 
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analysis finds that the ordinary Poisson (a= 1) slightly underestimates the unfolded 

distribution width, while the Poisson in the half population (a=2) is too wide. This 

observation is consistent with our fit result or a = 1.4. Another way to examine 

the dispersion of of multiplicity histograms is in the context of so-called Koba­

Nielsen-Olesen (KNO) scaling 47. The KNO hypothesis predicts energy scaling in 

a particular form of the multiplicity distribution. If P(n) is taken to be proba­

bility density in multiplicity n, and n is the distribution mean, scaling should be 

evident in a plot of P(n)n versus nln. Figure 5.7, taken from reference 45, shows 

the KNO plot for e+e- annihilation at c.m. energies ranging from 5 to 34 GeV 

using the TASSO,JADE and LENA detectors. The curve is the Mark II result at 

29.GeV where P(n) is our best fit generalized Poisson function with width pa­

rameter a = 1.4. The agreement over this range of c.m. energies is quite good. 

We will not speculate as to whether this effect is evidence of a form of universal 
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behavior. The reader is instead referred to a selection of theoretical papers 48. 
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Figure 5.1: The KNO distribution for several experiments is shown along with our 

fit results for average hadronic events (solid curve). 

5.7 SYSTEMATIC ERRORS 

The dominant sources of systematic error are the efficiency uncertainties in the 

event selection and track quality cuts (0.5), and the errors on the flavor composition 

percentages listed above (0.3: bb, 0.5: cc). These error were estimated by varing 

the relevant analysis cuts within experimentally reasonable limits, and by adjusting 

the composition factors within their quoted errors, and then reperforming the fits. 

Other contributing factors include the details of the fitting procedure (0.2), 

the background simulation (0.1: bb, 0.3: cc) and the radiative and kinematic cor­

rections discussed above (0.3). The fit was redone using single parameter fitting 

• 
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functions and several different upper and lower truncations on the observed and 

produced multiplicity distributions in order to estimate the effect of our chosen 

fitting technique. The errors on the background means and the radiative and kine­

matic corrections were folded into the analysis, as were generous estimates of the 

systematic uncertainties in the background weighting procedure. 
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6. Conclusion 

We have used the Mark II detector in the e+e- storage ring PEP at the Stan­

ford Linear Accelerator Center (SLAC) to measure selected properties of hadronic 

events containing bottom or charm jets. Heavy flavor enrichment is accomplished by 

tagging events with high momentum electrons or muons, and bottom enrichment 

is then achieved by demanding that the lepton have high transverse momentum 

with respect to the event thrust axis. Differenc~s between bottom and non-bottom 

jets are observed for momentum, transverse momentum, rapidity and jet mass dis­

tributions. Charm jets are found to be generally indistinguishable from average 

hadronic jets. The characteristic features of bottom jets stem mainly from two 

properties of bottom hadron weak decay : the high PT and high multiplicity of the 

b-hadron decay products. Our observations on b-jets agree reasonably well with 

a Monte Carlo simulation based on (1) hard fragmentation of b quarks and (2) b 

decay properties as measured from experiments at the CLEO detector. A detailed 

study of the charged multiplicity of b- and c-enriched events finds the mean mul­

tiplicity of bottom and charm events to be 16.2 ± 0.5 ± 1.0 and 13.2 ± 0.5 ± 0.9 

respectively, where the first error is statistical and the second systematic. The cor­

responding non-leading multiplicities of charged particles accompanying the pair of 

heavy hadrons are 5.2 ± 0.5 ± 0.9 for bottom, and 8.0 ± 0.5 ± 0.9 for charm. We 

find from these non-leading multiplicities that bottom and charm hadrons fragment 

with mean energy fractions of 

- 0 79+0.10 < Z >b- . -0.05 and O 60+0.09 < Z >c= . -0.11 

These results confirm the expected hard fragmentation of heavy quarks,and agree 

with previous measurements based on leptonic inclusive spectra and D* fragment­

ation. 
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