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ABSTRACT 

Solid-state galvanic cell measurements and oxide equilibration 

experiments are used to derive thermochemical quantities for a 

variety of acid-base stabilized alloys such as Nb-Pd, Nb-Rh, Ti-

Pd, and Ti-Rh. The experiments have effectively resulted in the 

titration of palladium by niobium metal. The excess partial molar 

Gibbs energy of niobium at infinite dilution was determined to be 

-62 kcal/mole at 1000° C and the Gibbs energy of formation of 

NbPd3.55 is -42 kcal/mole. These results and those for the other 

systems are used to assess the importance of crystal field effects in 

the context of the generalized Lewis acid-base theory. 

The ternary phase diagrams for the Pd-Nb-0 and Rh-Nb-0 

systems were obtained from the characterization of samples equili-



brated at 1000° C. Powder X-ray diffraction patterns were meas­

ured for several equilibrium oxides that are substoichiometric of 

Nb20 5 and are found to be consistent with crystal structures pre­

viously determined from single crystals of similar composition. An 

improved method was developed for composition measurements of 

binary metallic alloy grains using energy dispersive X-ray analysis 

and a scanning electron microscope. 

The effects of different processing methods were also explored 

in the preparation of optically transparent yttria doped thoria 

(YDT) pellets, and techniques for the preparation of reliable YDT 

solid electrolytes are presented. 
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Chapter 1 

Acid-Base Stabilized Transition Metal Alloys 

1.1 Introduction 

Transition metals are playing an ever increasing role in technology today, 

especially in areas that involve high temperatures or chemically reactive species. 

Thermochemistry plays an important part in predicting alloy behavior under a 

variety of conditions. In order to use it effectively, though, one has to adopt an 

approach that has some physical or chemical basis because a purely empirical 

one could not hope to yield information on all possible multicomponent alloys. 

This study focuses on the unusual stability of alloys from group IVB and VB 

metals with platinum group metals. Some of their intermetallic compounds have 

heats of formation in excess of -120 kcal/mole. 

The strength of these interactions is remarkable. For comparison consider 

the heat released per hafnium atom when it is dissolved in an excess of carbon, 

Hf+ C =HfC ~H2~8 = -58kcal/mole (1-1) 

but when hafnium is dissolved in an excess of platinum 

Hf + 3Pt = HfPt3 ~H2~8 = -135kcal/mole [4] (1-2) 

One normally considers carbides as rather stable compounds·, so it is very 

surprising that an alloy has such greater stability. It is even more surprising 

when one considers that this compound of hafnium, when compared to other 

hafnium compounds, is second only in stability to hafnium oxide and hafnium 
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fluoride. The reaction in equation (1-2) is known to proceed at an explosive rate 

[1]. 

Although the hafnium platinide example was written as a compound, these 

materials exhibit many of the physical attributes that we normally associate 

with alloys. In particular, they show rather large variable composition regions. 

The phase diagram for the Nb-Pd system is shown in figure (1-1). In addition to 

the large mutual solubilities of the metals in bee niobium and fcc palladium 

there are significant amounts of nonstoichiometry in the intermetallic phases. 

Considering the large heats of solution that are observed, the solutions that 

comprise the single phase regions of the diagram are extremely nonideal. 

Brewer's theory [2], introduced some years ago, seeks to explain these 

strong interactions by the ability of the d-electron rich platinum group metals 

to share electrons with the hypo-electronic d-orbitals on the IVB and VB 

metals. The model proposes that the interaction is completely analogous to the 

Lewis acid-base concept used for nontransition elements. 

Solution theories for metallic systems without strong chemical interactions 

between the constituent metals have been used successfully to understand their 

solution behavior. These methods model physical interactions between the 

metals such as internal pressure differences or the strain resulting from the size 

difference between atoms in the solid. These types of interactions are small in 

magnitude compared with the negative energies described above. No quantita­

tive theory has yet been devised to make useful predictions on the stability of 

alloys of group IVB and VB transition metals with the platinum group. Clearly, 

the sign and magnitude of the heats involved in these alloys indicates that a 

chemical bonding description is appropriate. This study has revealed the effect 
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of several important aspects of the Lewis acid-base description in these alloys 

and thus has improved the predictive ability of this theory. 

1.2 Technical Importance 

Besides the obvious scientific interest in these alloys, there is growing 

technical interest. One well noted example is the reaction between platinum and 

ceramic insulators in high temperature thermocouples when used in reducing 

atmospheres [3]. Brewer's model indicates that d-electron bonding indirectly 

determines the s,p electron concentration, which has been shown to correlate 

well with substitutional diffusion coefficients in metals [4]. These alloys show 

extreme inertness toward oxidation at high temperatures [5] and are being con-

sidered for use as protective coatings. 

In the area of catalysis there is great interest in what are called "metal-

support interactions", which refers to the ability of some ceramic supports to 

influence the catalytic properties of platinum group catalysts. The methanation 

rate of CO and hydrogen is as much as 1000 times higher when a rhodium 

catalyst is supported on Ti02 compared to when it is supported on Si02• The 

refractory oxides of the other IVB and VB are also known to influence reaction 

rates. There is evidence that the effect results from oxide creeping onto the pla-

tinum metal surface and somehow influencing the sites available for reaction or 

by directly taking part in the reaction. In view of the fact that the metals form 

extremely stable alloys it is not surprising that the platinum group metal and 

the IVB or VB oxide form a low energy interface that provides the driving force 

for the oxide to cover the catalyst' surface. It is possible that titanium atoms at 

the oxide alloy interface bond with both the platinum metal and oxygen which 
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results in the low energy interface. 

The high stability of these alloys has been exploited recently to bond plati­

num to a silicon oxide substrate. The Pt-Si02 interface has rather poor adhe­

sion characteristics but platinum is a convenient choice for conductors on VLSI 

devices that must undergo high temperatures during fabrication. Significant 

improvement has been achieved in bonding platinum to the Si02 surface by first 

depositing a thin film of Hf, Zr, or Ta followed by the platinum conductor [6]. 

When heat treated, the hafnium will react at the Si02 interface to form haf­

nium oxide and at the other interface it forms the very stable platinum interme­

tallic. The platinum is thus effectively glued to the substrate. 

The IVB-VB, Pt group alloys have their analogs among the actinide-Pt 

alloys, which are also characterized by extremely high thermodynamic stability. 

Wijbenga [8] has measured the heat of formation of UPd3 to be -130 kcaljmole. 

The fission products in spent nuclear fuel include large amounts of rhodium and 

palladium which will react with both the fuel and cladding materials [7]. Ther­

mochemical models would be a great help in predicting the chemical integrity of 

these fuels and designing reprocessing schemes. The U.S. currently imports vir­

tually all its supply of Rh and Pd. It has been proposed to recover these metals 

and Ru from spent nuclear fuel by extraction with molten lead [9] during the 

same process used to encapsulate the spent fuel in glass for long term storage. 

The process design must take into consideration the very low chemical activity 

of the platinum group metal in the fuel. Predictive models will greatly aid in 

understanding the chemistry of these complicated solid solutions. 

-4-
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1.3 Transition Metal Valence Bond Model 

The electronic configuration of a metal in the solid state is not the same as 

that for the gaseous atom since upon condensation it may exploit bonding 

energy to make up for any energy needed for promotion to excited states. 

Brewer has reviewed [2] the successful assignment of the valence state in a 

metal to predict the crystal structures of all the d-bonded metals in the periodic 

chart where atomic spectra are known. 

This point is best illustrated by an example. The gaseous ground state of 

Mg is the s2 electronic configuration. If Mg were to remain in this configuration 

as it condensed the solid could only be held together by van der Waals bonding, 

because the Pauli exclusion principle forbids the overlap of the filled s orbitals. 

The promotion energy needed to excite the Mg atoms into the sp- electronic 

configuration is more than made up by the energy released upon the now 

allowed bonding in the solid. The same can be said for tungsten which has the 

gaseous ground state of d4s2• Promotion to the d5s configuration leaves it with 

six bonding electrons instead of four. 

The Engel-Brewer theory, as it is referred to, states that the crystal struc-

ture correlates with the concentration of s and p-electrons in the solid. The d-. 
electrons indirectly influence the structure by providing a portion of the bond-

ing energy needed to support a given sp-electron configuration. They examined 

the crystal structures of alloy systems where bonding could only be due to sp-

electrons and assigned appropriate limits to the sp-electron concentration 

needed for the various crystal structures to be stable. The bee crystal structure 

was shown to correlate with electron configurations from dn-ls to dn-1.5sp0·5 

where n is the total number of valence electrons. The hcp and fcc crystal 
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structures correlate with dn-l.7 sp0·7 to dn-2·1spl.l and dn-2·5sp1.5 to dn-3sp2, 

respectively. 

These assignments were used to predict the thermodynamic stabilities of 

transition metals in the bee and hcp crystal structures even when these struc­

tures are not observed for the pure element. To do this, estimates had to be 

made of the bonding energy of sp and d-orbitals. From the known heats of 

atomization of bee and hcp transition elements and the relative energies of the 

atomic electron configurations dn-ls, dn-2sp, and dn-2s2 (obtained from atomic 

spectroscopy), a Born-Haber type cycle could be constructed to abstract the 

bonding energy for each electronic configuration. By assuming that the bonding 

ability of sp-orbitals ·varies in a smooth way across the transition series they 

could assign the bonding energy per d-electron. 

The results of the analysis are shown in figure (1-2) for the 4d transition 

series. Note that the bonding ability of the d-orbitals is independent of crystal 

structure, enabling one to draw a curve that can be used to predict stability of 

phases that have not yet been observed. The predictions thus made have been 

shown to correctly predict the stable crystal structures of all the transition 

metals where atomic spectra are known [10]. 

A prominent feature of figure (1-2) is the significant decrease in the bond­

ing energy of a d-electron to a minimum when five d-electrons are used per 

atom. As one moves further to the right in the transition series the excess elec­

trons must be internally paired and cannot be used in bonding. This means that 

the average number of d-bonds per atolll: decreases and the bonding ability per 

d electron rises again. The total number of bonds, however, decreases past a 

maximum of five d-bonds per atom, which accounts .for the decreasing internal 
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pressures of the elements to the right of the column which includes technetium. 

The decrease in bonding ability with increasing number of d-bonds can be attri­

buted to two factors. There may be interference between the d bonds as they 

must be accommodated around the atom. 

Another consideration, that will be shown to be important in acid-base sta­

bilized alloys, is the fact that not all d-orbitals are the same because of the cry­

stal field effect. When an atom is placed in a non spherically symmetric field, as 

in the crystal, the d-orbitals split in energy. Thus some of an atom's d-orbitals 

are more extended in real space because they are relatively higher in energy. 

This extension in space means that some of an atom's orbitals will have greater 

overlap with orbitals on neighboring atoms and therefore will yield a larger 

amount of bonding energy. The internally paired electrons are situated in the 

orbitals least available for bonding so that the bonding stabilization is maxim­

ized. The minimum occurs in figure (1-2) because as the number of unpaired d­

electrons increases the bonding per d-electron is averaged over bonds that 

include progressively poorer d-bonding orbitals. 

Similar variation of d and sp-bonding with number of unpaired d- electrons 

exists for the 3d and 5d transition elements [10]. The differences that do exist 

show that, as with the non-transition elements, the bonding ability of the sp­

electrons decreases as one goes down a column in the periodic chart. Just the 

opposite trend, however, is observed with the average d-bond energy. The 

difference in trends can be attributed to the difference in orbital angular 

momentum between the s,p and d-orbitals. As one goes down a column in the 

transition series, atoms expand due to the increasing number of filled valence 

shells. Because of their lower angular momentum, the sp-electrons feel the 
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increasing nuclear charge more than the d-electrons. Thus the d-orbitals become 

more extended relative to the filled sp-orbitals of the core and may overlap 

better with neighboring atoms. It is for this reason that the melting and boiling 

points increase as one descends a column in the transition series while the oppo­

site is true in the nontransition elements. 

The role of the crystal field effect in the 3d metals is particularly impor­

tant. In these metals, the d-orbitals are so split in energy that even orbitals that 

have unpaired electrons are localized enough to prevent them from bonding 

with neighboring atoms. These unpaired electrons cause the magnetism that 

occurs in the 3d metals. 

A valence bond description of the electronic states in a metals can be con­

sistent with the existence of bands of states with in the solid. All that is 

required is that states with in these bands maintain the character of that atomic 

valence state deemed most important by bonding considerations, eg. extent of 

d-character. The connection between atomic states and band structure is fre­

quently made when referring to various features of transition metal bands s~ch 

as the broads. and p bands and the narrow d-band so it is reasonable that these 

features would be correlated with realistic valence states. The atomic valence 

state is correlated to the electronic states of the condensed phase bands which 

in turn determines the bonding enthalpy of the crystal. Thus even though elec­

tronic states .in the condensed phase are bands, a correlation between atomic 

valence state and bonding enthalpy will be maintained. 

Some properties such as electrical conductivity and paramagnetism depend 

on the density of states at the Fermi level. The bonding energy, however, gives 

directly the integral over all occupied states within the band. Thus detailed 
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knowledge of the density of states at any particular energy is not needed. 

Valence state descriptions such as dn-ls and dn-2sp are not single states 

even in the gaseous atoms. There are a variety of combinations of spin and orbi­

tal angular momenta of the electrons that correspond to different spectroscopic 

states and yet still have the correct contributions of atomic orbitals, [1,2]. Each 

of these states has a slightly different energy; thus even in the gaseous atom the 

state description occupies a band of energies. 

1.4 Generalized Lewis Acid-Base Theory 

Lewis acid-base reactions are those whose driving force is provided by the 

sharing of internally paired electrons on one species with energetically appropri­

ate vacant orbitals on another species. The stability of the gaseous dimer of 

ammonia and boron triflouride observed in the reaction 

(1-3) 

is the result of ammonia's nonbonding electron pair being shared with the 

empty p orbital on boron. 

The acid-base interaction in transition metal alloys occurs because inter­

nally paired d-electrons on one element may be shared with vacant d-orbitals on 

another. Metals of the platinum group have an excess number of electrons so 

they must be internally paired. Rhodium, for example, has the d8s ground state 

for the gaseous atom, which has six internally paired d-electrons. The significant 

promotion energy required to obtain the d6sp2 is made up by an increase from 

three bonds per atom in the original electronic state to seven in the excited 

state. The d6sp2 state, characteristic of fcc metals, still has one internal pair 

that may not be used in the pure metal for bonding. The group IVB and VB 
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metals, on the other hand, are electron deficient and have vacant d- orbitals. 

Niobium has five valence electrons so that in the bee metal the most significant 

electronic state is d%, thus it has one empty d-orbital and five bonds per atom. 

The situation is depicted in figure (1-3), where boxes are drawn to 

represent the different orbitals on each of the atoms. Four of the boxes 

represent the one s and three p orbitals while the remaining five correspond to 

the five d-orbitals. The electron configuration in the solid is represented by 

arrows in the appropriate boxes. The NbRh3 phase is known to have an ordered 

crystal structure based on an fcc lattice; therefore, the average sp-electron 

configuration in this alloy must be sp2• The average number of electrons per 

atom in the alloy is eight, so that after three are used for the sp contribution 

five are left to be used in the d-bonds. The alloy electron configuration is also 

shown in figure (1-3), where it is clear that there are now eight bonding elec­

trons per atom. The average for the two pure metals was 0.25*5 + 0.75*7 = 

6.5; the alloy thus has 1.5 bonding electrons per atom more than the pure 

metals. The additional bonding is the energy that provides the stability for the 

intermetallic compound. The niobium went from five to eight bonds per atom 

and the rhodium went from seven to eight, thus the rhodium has effectively 

made use of its nonbonding electrons by sharing them with the vacant niobium 

orbitals. 

The bonds formed in the acid-base reaction are not as strong as those 

formed in the covalent type bonds formed when orbitals with a single electron 

are used for bonding. This is because a bond formed when two atoms each 

donate an electron will be stronger than a bond formed with the large amount 

of charge transfer that may be produced when a single atom brings both 
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electrons. If the heats were equivalent for the two type of bonds, figure (1-2) 

would suggest that the heat of formation of this compound would be approxi­

mately 3*(-28) = -84 kcal/mole while the experimental heat of formation is 

closer to -50 [11]. 

The clarification of the factors that influence the strength of these acid­

base bonds is the major motivation for this study. Reliable thermochemical data 

suitable for establishing quantitative trends exist for only a few systems. Several 

qualitative trends are already known, however, the most striking of which is the 

dramatic increase in acid-base bonding ability as one goes down a column in the 

transition series. The 3d compound, TiNi3, is known to have a heat of forma­

tion of approximately -30 kcaljmole [12] while its 5d analog, HfPt3, has a heat 

of formation of -135 kcal/mole [4]. This trend results from the same effect which 

increases the strength of covalent d-bonding in the pure metals as a column is 

descended. The relative extension of the d-orbitals increases down the column so 

that overlap is greater with orbitals on neighboring atoms. This increases the 

ability of the base to share the nonbonding pair and strengthens the resulting 

bond. 

The trend as one moves across a given transition series is more complicated 

because it is the result of several opposing effects. Wengert and Brewer [19] were 

able to establish limits on the relative basicity of the platinum group metals by 

the study of the phase equilibria in ternary zirconium-carbon phase diagrams. 

They used the excess partial molar Gibbs energy of zirconium at infinite dilu­

tion as the measure of the basicity. Their results, as extended by Gibson [16], 

are shown in figure (1-4). Note that although .D.Gzr~xzr=O could not be unambi­

guously determined in most cases, definite limits could be presented. The results 
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clearly show that there is a maximum in the basicity as one proceeds across the 

platinum group. 

The maximum in basicity across a transition series can be rationalized as 

the result of two effects. First, as one moves to the right across the platinum 

group, more electrons must be internally paired and may be used in acid-base 

bonding. Based on this effect alone, one would expect that atoms farther to the 

right in the series would be better bases. With increasing atomic number, how­

ever, there is an increase in nuclear charge which causes a contraction of the d­

orbitals. This contraction decreases the degree to which the d-orbitals may over­

lap with orbitals on neighboring atoms. This trend, of course, decreases the 

basicity and is the reason silver and gold are such poor bases. It is interesting to 

note that for the acids the two trends support one another; zirconium has one 

more empty d- orbital than niobium and it has a lower nuclear charge so that 

these orbitals are also more expanded. 

The role of the crystal field effect in these alloys has not been resolved. Its 

influence is so important in the pure metals that it seems unlikely that it should 

not be considered in alloys. One would expect that different nonbonding pairs 

on the same atom would have different degrees of overlap with neighboring 

atoms. Thus palladium with one more electron that rhodium and four internally 

paired electrons is effectively a polyfunctional base. Each one of its base func­

tions has different degrees of basicity because each occupy orbitals split a 

different amount by the crystal field effect. 

The experiments in this study are designed to carry out a titration of one 

metal by another just as one titrates H+ and OH-. Titrations provide a way of 

monitoring the extent of the acid-base reaction as a function of concentration. 
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Changes in the bonding character of the solutions as the concentration changes 

will separate the contributions of different d-orbitals. The idea is completely 

analogous to the titration of a polyfunctional aqueous base, where features in 

the titration curves represent the endpoints for the different functions. If the 

functional aqueous base, where features in the titration curves represent the 

endpoints for the different functions. If the acid-base interpretation of the 

metallic solutions is correct, then we should be able to explain the character of 

the different base pairs in terms of the effects discussed above. 

Most of the experiments that have previously been performed on these 

alloys to obtain thermochemical data are resticted to a single composition or a 

very small range of compositions. Several investigators have explored a number 

of methods to measure activity coefficients as a function of composition. 

Schaller [13) measured the activity of zirconium in solutions rich in palladium 

and platinum by equlibria with Zr02 and H2-H20 mixtures. Meschter and 

Worrell [3],[14] studied the platinum rich alloys of Zr, Hf, and Ti by solid state 

galvanic cell measurements. Knudsen cell and mass spectroscopy were used to 

measure the vapor pressures over several compositions of the titanium and iri­

dium system [15). Gibson et al.[16] measured the palladium partial pressures 

above niobium- palladium alloys at three compositions, also using mass spec­

troscopy and Knudsen cell measurements. Kleykamp [11] used solid state gal­

vanic cells to measure niobium activity in rhodium rich alloys. 

These experiments involve either systems for which it is difficult to obtain 

reliable measurements or have the added complexity, from a theoretical view, of 

metals from different rows in the periodic chart. Ideally one would like to make 

measurements on alloys of intermediate stability so that several methods could 
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be used to verify the results, such as a combination of galvanic cell experiments 

and direct vapor pressure mesurements at high temperatures. Experiments on 

the Nb- Rh and Nb-Pd systems offer. the possibility of. determining the effect of 

palladium's additional base pair and to see if the crystal field effect is important 

in acid-base stabilized alloys. Kleykamp's [11] niobium activity measurements 

must be extended to higher concetrations to make a comparison with the Nb-Pd 

titration curve that will be determined. Gibson's [16] palladium vapor pressure 

measurement at xNb = 0.18, although it is at much higher temperature, will 

provide a good check on the results of our experiments. 

1.5 Experimental Methods 

The determination of thermodynamic properties of materials at high tern-

peratures is a very difficult task. Two types of experiments have been performed 

in this study, both of which involve the equilibration of an acid-base stabilized 

alloy with the oxide of the hypo-electronic element. 

Oxide Equilibration 

Niobium, titanium, and vanadium have several oxides in their equilibrium 

phase diagrams. The oxygen phase relationship is quite complicated as seen in 

figure (1-5) which is the phase diagram for the niobium-oxygen system [17],[18]. 

Besides the familiar NbO, Nb02, and Nb20 5, there are the many phases sub-

stoichiometric to the pentoxide. 

The equilibrium of any two of these oxides fixes the activity of both oxygen 

and the metal. If an alloy of this metal is equilibrated with these two oxides, 

then the metal activity in the alloy is also fixed to this value. The thermo-

dynamics of these oxides is known; thus, study of the ternary diagrams of these 
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oxides with the platinum group metals yields information on the alloys. 

As an example, consider a sample of NbO and Nb02 that are in equili­

brium. If a small amount of palladium is introduced into the sample, niobium 

dissolves in the palladium until its activity is the same as that in equilibrium 

with the two oxides. The following reaction takes place, 

2Nb0 = Nb02 + Nb(Pd) (1-4) 

and the niobium activity would be determined from 

0 = .6.G(l-4) = .6.GNb + .6.Gf0 (Nb02)- 2.6.Gf0 (Nb0) (1-5) 

where .6.Gf0 (Nb02) and .6.Gf0 (Nb0) are the Gibbs energies of formation of the 

two oxides and .6.GNb is the partial molar Gibbs energy of niobium at equli­

brium. The activities of niobium can thus be determined at a variety of compo­

sitions in palladium or rhodium solution by making use of the many oxides in 

the Nb-0 phase diagram. 

The method described above has the disadvantage that the thermodynam­

ics of the oxides determines which alloy composition will be obtained. The 

activities in the alloy are a unique function of composition so that by fixing the 

niobium activity with the two oxides, the niobium concentration in the alloy is 

fixed and data may only be obtained for this composition. This is of course, a 

result of the Gibbs phase rule. The implications of the phase rule to the ternary 

diagrams determined in this study will be discussed in chapter 5. 

Solid-State Galvanic Cell Measurements 

The alloy compositions between those in equilibrium with two oxides will 

be in equilibrium with a single oxide. The partial pressure of oxygen and the 
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niobium activity are not fixed but there is a unique relationship between them. 

As an example, consider an alloy .in equilibrium. with Nb02• The relationship 

between the the niobium activity and the partial pressure of oxygen is given by 

(1-6) 

Thus, if the partial pressure of oxygen were measured, the niobium activity 

could be determined at any composition. These partial pressure measurements 

are made by the use of a high temperature galvanic cell. 

The solid state electrochemical cell used to make these measurements func-

tions because of the unusual ability of certain ceramic materials to conduct oxy-

gen anions at high temperature. Yttria doped thoria (YDT) is just one example 

of a material that is used for such applications. For the example above a typical 

cell would have the form 

(1-7) 

The cathode of the cell has the oxygen partial pressure fixed by the equilibrium 

of two oxides, so the equation (1-7) can be thought of as a concentration cell 

where the voltage relates the difference in partial pressure of oxygen. Practi-

cally, one interprets the cell as functioning by two half reactions 

(1-8) 

(1-9) 

The overall cell reaction is 

(1-10) 
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then by application of the Nernst equation the partial molar Gibbs energy of 

niobium in palladium solution is given by 

(1-11) 

where E is the voltage and F is the Faraday constant. Further details on the use 

and properties of high temperature galvanic cells is given in chapter 3. 

The two experimental techniques discussed above both require thermo­

chemical data on the various oxides. Fortunately, there has been a recent review 

of the thermodynamics of the many oxides in the niobium system (17]. The 

thermodynamic values used in this study were obtained from the JANAF ther­

mochemical tables (20] for most of the oxides. The JANAF tables are critical 

reveiws of the literature which reports the heat of formation, Hr~298, and Gibbs 

free energy function, gef, which is tabulated at temperature intervals of 100° K. 

Tabulation of gef ( gef = -(G0-H2~8)/T ) is convenient since it varies rather 

smoothly with temperature, does the change in Gibbs free energy function, 

~gef. Relevent thermochemical data are reproduced in table (1-I). 

Also included in table (1-I) are the Gibbs free energy functions and heat of 

formation for Nb20 4.8 that were derived from the data by Worrell (21] and 

Marucco [22]. Worrell performed high temperature galvanic cell experiments and 

Marucco used a combination thermogravimetric-resistivity measurement on the 

oxide while controlling oxygen partial pressure with gas mixtures. Both experi­

ments yield very close values for the Gibbs energy change of the following reac­

tion 

(1-12) 
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The Gibbs energy change can be fit to 

D.G = -75290 + 19.95T (1-13) 

and D.H2~8 is -73540 cal/mole. The tabulated values for the Gibbs energy func­

tions of Nb02 and 0 2 can be used to obtain gef for Nb20 4.8 as a function of 

tern perature 

gef(Nb20 4.8) = 24.24 + 0.024 7T (1-14) 

This expression was used to evaluate the entries in table (1-I). 
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Table 1-1 

Thermochemical Data 
for Nb and Several of its Oxides 

Gibbs Energy Function, gef (cal/deg/mole) 

T(K0
) Nb Nb02 Nb204.8 Nb20 5 

1100 12.278 22.349 51.328 53.709 
1200 12.691 23.589 53.904 56.225 
1300 13.084 24.772 56.374 58.627 
1400 13.460 25.896 58.730 60.923 

Heat of Formation L).Ht298(kcal/mole) 

298 0.0 -190.0 -438.8 -454.0 
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Figure (1-1) 
The niobium-palladium phase diagram determined by Giessen et al. [23]. Note 
that others have reported the existence of tetragonal a-Nb3Pd2 which does not 
appear in this diagram (see chapter 5). 
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Valence-state bonding energy in kilokelvin per mole per electron. The top curve 
is the bonding energy of the 5s and 5p electrons, versus element. The bottom 
curve represents the energy due to bonding of the 4d electrons as a function the 
number of unpaired d electrons. This diagram was provided by L. Brewer, 
details of his calculations can be found in reference [10]. 
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Figure (1-3) 
The electronic configurations of Nb, Rh and the average configuration on an 
atom in the NbRh3 alloy are represented in this figure by nine boxes for each 
atom. The upper four represent the one 5s and three 5p orbitals while the lower 
five boxes represent the five 4d valence orbitals. Electrons appear as arrows 
which represents their spin. 
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2.1 Introduction 

Chapter 2 

Experimental Methods for the 

Preparation and Characterization 

of Oxide-Alloy Equilibria 

The experimental techniques discussed in this chapter were developed to 

characterize multiple phase samples used for the oxide equilibration study and 

the galvanic cell study. These methods were useful in determining whether the 

samples were in equilibrium and to reveal exactly which phases were present. 

2.2 Starting Materials 

Samples for the oxide equilibration experiment were prepared from stock 

powders of the metals and their oxides. Table (2-1) lists the origin of these 

powders and some of their characteristics. In several cases the powders were put 

through stainless steel classifier screens to reduce the degree of agglomeration. 

Agglomerates could not be broken up in the milling step and thus made mixing 

difficult since portions of the sample were composed of largely one phase. 

The powders were weighed on a Mettler H20T semi-microbalance with an 

accuracy of ±0.02 milligram into a small glass vial. The vial was tared after 

each component was added in order to account for any drift in the balance zero. 

Typical drifts were less than 0.07 milligram after the multiple weighings needed 

for a sample. Total mass of a sample was typically 2 grams. 
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Small glass beads (3 mm diameter) were then added to act as mixing balls. 

A small piece of parafilm was stretched over the mouth of the vial before the 

cap was secured. The parafilm prevented the segregation of the finer powders 

into the area between the cap and the glass. The vial was then placed in a slow 

speed rotating mixer operating at 50 to 100 rpm for several hours. The glass 

beads were removed by carefully picking them out with tweezers. 

2.3 Consolidation and Hot Pressing 

The powders were then cold pressed in a stainless steel die with a 7/16 in. 

bore. A load of 10,000 lbr was maintained on the ram for several minutes and 

then the pressure was slowly released. This procedure yielded samples free of 

cracks and other pressing faults. The die was carefully cleaned before and after 

each sample was pressed. The outside of the resulting pellet was scraped clean 

with a glass slide in order to remove any possible steel contamination. 

The samples were then surrounded by boron nitride in a graphite die. The 

bottom ram of the 1/2 in. i.d. (99.5% ATJ grade) graphite die was inserted into 

the die as shown in figure (2-1 ). A layer of boron nitride powder was then com­

pacted into the die using the upper ram. More loose powder was then added on 

top so that when the sample pellet was dropped down the bore of the die the 

powder would completely surround it. The sample was then tamped down 

gently with the upper ram to make sure its faces were true with the rams. 

Boron nitride powder was then compacted on top of the sample to leave it iso­

lated from the graphite die. This procedure was successful in preventing the 

reaction of the sample with the graphite die when the sample was hot pressed. 

Uniaxial pressing of the die assembly while heating was accomplished in a 
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hot press designed and built at L.B.L., M.M.R.D. Heating was provided from a 

tungsten element constructed from sheet 1 in. wide and 0.010 in. thick. A 

diffusion pump and liquid nitrogen trap could evacuate the chamber to a pres­

sure better than 10-4 mm Hg as measured by an ion gauge. The working ram 

was hydraulically driven and was used to apply variable pressure up to 4000 psi 

on the 1/2 in. sample ram. 

The die assembly was set on the sample stage and the working ram lowered 

until it would just touch the upper ram of the assembly. No pressure was 

applied at this point because the working ram was to function only as a stop for 

evacuation of the chamber. If it were not in this position, the upper ram of the 

die assembly would pop off as the gasses rushed out of the die during chamber 

evacuation. The chamber was pumped on until the base pressure was below 10-5 

mmHg. 

The power to the filament was increased slowly until the die had reached a 

temperature of 1000° C. The temperature was measured by a 653nm Leeds and 

Northrup optical pyrometer. Sightings were made onto the top of the die 

through a quartz window. 

A pressure of 3800 psi was then slowly applied to the die assembly. The 

pressure was applied to the hot sample because this procedure seemed to 

preserve the integrity of the sample pellet. Apparently at the higher tempera­

tures the sample was plastic enough not to crack under the load. 

The position of the working ram could be monitored by an attached 

dialometer gauge which had graduations at every 0.001 in. It quickly reached a 

steady state position as the temperature equilibrated. The power input was then 

gradually increased while closely monitoring the ram position. At constant 
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pressure it would begin to rise due to the increasing temperature and the ther­

mal expansivity of the die assembly. Then abruptly the ram would begin to 

drop as the sample powders had begun to react and sinter together. A new 

steady state position would be reached in one or two minutes. The distance the 

ram traveled during the reaction was as little as 0.010 in. or as large as 0.060 in. 

The reaction temperature could only be estimated since this would all occur in a 

relatively short period of time compared with the time needed for the system to 

reach thermal equilibrium. This temperature did seem to be fairly consistent for 

samples of the same materials and varied from below 1100° C to 1450° C for the 

samples used in this study. The estimated temperatures are listed in Table (2-

II). The heat treatment was concluded by cutting the power to the heating ele­

ment, reducing the pressure on the ram, and letting the assembly cool under 

vacuum for several hours. The typical amount of time a sample spent above 

1000° C was about twelve minutes. 

The die could be disassembled with relatively little force to yield a very 

white pellet. The boron nitride would not sinter and would mostly flake off 

when touched to reveal the compacted sample pellet. Ultrasonic cleaning in 

ethanol would remove the rest of the boron nitride. The outside surface of the 

entire pellet would then be polished with silicon carbide paper just in case any 

small grains of boron nitride were embedded in its surface. Several test samples 

were cut open and examined metalographically without removing the BN in 

order to search for evidence of a reaction with the samples. No such evidence 

was ever observed. In addition no ternary phases were observed in X-ray powder 

diffraction patterns taken from the unpolished samples and no boron or nitrogen 

was noticed in the scanning Auger results to be discussed later. 
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2.4 Sample Annealing 

The samples were then accuratly weighed (±0.02milligram) and annealed at 

1000° C in a dynamic vacuum. Heating was supplied by a tungsten heating ele­

ment and the vacuum was created by diffusion pump with a liquid nitrogen 

trap. The pressure was monitored by a vacuum ionization gauge and was typi­

cally 10-5mm Hg. Temperature was measured by a platinum-platinum,13% rho­

dium thermocouple in contact with the 99.8% alumina crucible which contained 

the sample. The total heat treatment durations and the percentage mass 

changes for the samples are given in table (2-11). The mass changes were always 

very small. The crucible would appear gray after use but never appeared to 

react with the samples. 

The samples were be periodically removed from the furnace so that they 

could be weighed and subjected to X-ray powder diffraction. The patterns were 

recorded and compared with earlier patterns to detect nonequilibrium phases 

since their peak intensities would change in time. The diffusion coefficient for 

niobium in palladium at 1000° C is :=::::1o-10cm2 /sec, [1] which can be assumed to 

be the limiting diffusion rate in the samples. Thus if 10 microns represents the 

average size of an alloy grain, a characteristic time for diffusion is 

(10X10-4cm)2/(10-10cm2/sec) = 104sec, or three hours, which is much shorter 

than the annealing time. 

2.5 X-ray Diffraction 

X-ray powder patterns were obtained on a Siemens D-500 diffractometer 

using Cu Ka radiation and a graphite monochrometer. Measurements were 

taken in step-scan mode every 0.1° or 0.05° (20) for one or two seconds. The 
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number of counts at each position was digitally recorded on a magnetic disk for 

plotting at a later time. This system offered a very convenient means to accu­

rately compare patterns for different samples and for the same sample after 

further heat treatments. Data analysis was performed using the IDR routine in 

the DIFFRAC 11 software package [2]. This program determines peak positions, 

FWHM (full width at half maximum) and integrated intensities. Digital filtering 

techniques are used by the program to estimate and subtract the background as 

well as to eliminate Ka2 peaks from the analysis. 

2.6 Polishing 

Specimens were prepared for microscopic examination by cutting a wedge 

from the samples using a slow speed diamond saw with Buehler Isocut fluid [3] 

as the lubricant. Both pieces were then ultrasonically cleaned in ethyl alcohol 

and dried under an incandescent bulb. The position of the cut, figure (2-2), was 

chosen to obtain a face that had portions representative of both the center of 

the sample and the edges. Examination of such a face allows one to assess 

whether the sample might have reacted with either the crucible or the vapor 

space in the anealing furnace. The rest of the sample was often subjected to 

further heat treatments. 

The specimens were then placed face down in the ram of a Buehler Pneu­

met I [3] hot mounting press. Several could be placed in the ram if they were 

separated by stainless steel rings. Buehler Konductomet I [3] was used as the 

mounting compound. It is a thermosetting phenolic resin that is filled with car­

bon powder to make it conducting. A conducting mounting material permitted 

electron beam examination of the specimens without having to coat them with 
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carbon or gold. A carbon coat would obscure the contrast when optically exa­

mining the samples, and gold's L0 emission conflicts with niobium's when per­

forming energy dispersive analysis. 

Mter removal from the mounting press the specimens were polished on wet 

silicon carbide paper. The grit sizes used were 240, 320, 400, followed by 600. 

These steps were performed by hand using a minimum of pressure so as to not 

preferentially remove grains of one phase over another. Optically smooth sur­

faces were then obtained by diamond paste and kerosene lubricant (Buehler [3) 

6ttm, 1ttm, followed by 1/4ttm) on a nylon fabric surface. The surface was 

rotated on a mechanical polishing wheel while the specimens were held by hand. 

Two or three minutes on each of the diamond grits was sufficient to proceed to 

the next polishing step. Ultrasonic cleaning was performed at each stage of the 

polishing scheme. No acid etching was performed in order to preserve the chem­

ical composition of the surface. 

2.7 Alloy Composition Measurement 

The composition of alloy grains in the samples was obtained by energy 

dispersive X-ray analysis (EDAX). The equipment used was an scanning electron 

microscope made by AMR Corp. (4) with a drifted lithium silicon X-ray detector 

made by Kevex Corp. (5). Spectra were obtained from 0.0 to 10.24 kev with a 

resolution of 10 ev /ch. Figure (2-3) is a portion of a niobium-palladium alloy 

spectrum that clearly shows the Nb(L0 ) and Pd(L0 ) peaks and demonstrates the 

resolution of the detector. 

Quantex-Ray software (5) was used to remove silicon escape peaks and the 

background Bremstrahlung radiation from the X-ray spectrum emitted from the 
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sample. The net intensities could then be obtained from the characteristic lines 

in the spectrum. The Quantex-Ray software, however, was not found to include 

a reliable method to abstract the compositions from these peak intensities. Even 

with its ZAF routine and the use of standards, Quantex-Ray performed poorly. 

Studies indicated that the problem was the result of electron beam current 

fluctuations between measurements. If one alloy of known composition was 

treated as an unknown agaiJ:.lst other standards the results were better if the 

standards were measured during the same session as the unknown. If, however, 

the chamber was opened between measurements on the unknown and standards 

the results were unreliable. Presumably, one would never achieve the same 

beam current once the chamber was reevacuated. These problems may be 

avoided by measuring the beam current after each alloy measurement. In this 

way all intensities could be normalized by the beam current. The current meas­

urement is accomplished by exchanging a Faraday cup for the sample without 

opening the chamber. The microscope used in this study did not easily allow 

such a procedure. Furthermore, if such a method had been adopted in our 

study, we would have had to assume that the beam current would stay constant 

throughout a session. 

This study has developed a method that yields reliable and accurate com­

positions without resorting to the measurement of beam currents. The theory of 

electron beam interaction with solids is well developed and includes the under­

standing of the precision and sensitivity of electron microprobe analysis. Ziebold 

and Ogilvie [6] introduced a quasiempirical technique for determining calibra­

tion curves for multicomponent alloys. They noted that the theoretically 

predicted behavior of the X-ray intensity generated within a solid has the same 
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form as that which describes the X-rays emerging from the surface. Using this 

relationship the calibration curves for many alloy systems were fit to within the 

reproducibility of the data points. 

The first order approximation for the form of the intensity versus composi-

tion generated in a binary alloy is 

C~ = aB + [1- aB ]cA 
KA aA aA 

(2-1) 

where CA is the weight fraction of A and KA' is the ratio of the intensity of a 

particular characteristic X- ray peak for A in the alloy to that in pure A. The ai 

terms represent the effects of both electron energy loss per unit depth of pene-

tration and the back scattering efficiency of each species. Ziebold et al. [6] 

observed that the relative emergent intensity, KA, had similar behavior. Data 

from a wide variety of binary transition metal alloys were shown to obey the 

following relations; 

(2-2a) 

CB 
KA = aBA + (1- aBA)CB (2-2b) 

Their study included both light and heavy metals as well as both K and L lines. 

They were also able to give some theoretical justification to an expression relat-

ing aAB and aA. The relationship for the heavier species B in a binary alloy of 
aB 

A and B, is 

( A l [ l a+ XBi aA 
aBA = (const)· ~ -

a+ XB · aB ,I 

(2-3) 
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where xl,i and a are given by 

X B­
A,i- [ .!!...] BescO 

p A. 
,I 

<1= 18201 ~ r 
(2-4) 

(2-5) 

() is the spectrophotometer take off angle and V is the beam voltage in kilovolts. 

(J.t / p )J~ is the mass absorption coefficient for line i of element A dissolved in ele­

ment B which are published in a variety of sources [7]. 

Equation (2-3) may be futher simplified by accounting for the atomic 

number dependence of cxA and cxB. Ziebold et al. [8] point out that ex's depen-

dence on atomic number should be slight since the electron energy loss per unit 

depth tends to decrease with atomic number and the backscattering efficiency 

tends to increase with atomic number. They then proposed the relation 

- = (const)· -cxA [ ZB ln 
CXB ZA (2-6) 

where the exponent n is small in magnitude. Substitution of equation (2-6) into 

equation (2-3) yields for the heavier element B, 

[ A]IZ ln a+ XBi B 
aBA = (const)· ~ z 

a+ XB,i A 
(2-7) 

Ziebold et al. [6] then reduced all their data for the heavy elements in the 

alloys using this expression to find the best value for n and the proportionality 

const. The following gave errors < 1% 

[ 
+ A l [ z l 0.28 a XB,i B 

aBA=0.95 B -
a+ XB· ZA ,I 

(2-8) 
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The light element requires a small correction due to the effect of secondary 

fluorescence which adds a multiplicative term 

[ 
B ](z Jo.2s( J a+ XAi A 1 

aAB=0.95 ' -
a+ xf;i ZB 1+0.7x: 

(2-9) 

and x: is determined by 

(2-10) 

MJ w is the molecular weight and AJ is the wavelength of the absorbtion edge of 
' 

atom J. 

Equation (2-8) and (2-9) allow the calculation of aAB and aBA from known 

parameters. They do not however relieve the problems associated with the 

fluctuation of the electron beam current. The parameter KA in equation (2-2) 

contains a measurement of the X-ray intensity over pure A at the same condi-

tions as over the unknown since 

K 
_ IA,alloy 

A­
IA,pure 

(2-11) 

We have found that by combining equation (2-2) for each species an 

expression can be derived that provides accurate and reliable compositions by 

using standards. The method involves the measurement of the relative intensity 

of the characteristic lines of each component in the binary alloy. The relative 

intensity is defined 

(2-12) 

An equation like (2-2) may be substituted for each IJ but first a change to mole 

fraction is convenient 
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(2-13a) 

(2--13b) 

where 

(2-14) 

Substitution of equation (2-13a) and (2-13b) into equation (2-12) gives 

xA(aBAXA +xB) 
RA = -------------

. xA(aBAXA +xB) + AXB(aABxB+xA) 
(2-15) 

The unknown parameter A is the ratio IB,pure/IA,pure· 

The utility of equation (2-15) is that none of the terms require the measure-

ment of absolute line intensities. The beam current may vary but the relative 

intensities for each line should to a good approximation stay the same for a 

given sample since all the line intensities scale with the beam current in the 

same way. All the parameters may be derived from the equations above except 

for A which must be obtained from standards. 

Standards were made by arc melting carefully measured amounts of rod or 

sheet stock material. Bulk materials were used to prevent loss of small pieces 

when the arc was drawn. The samples were also weighed after melting to check 

if there was any change in mass. The standards were then homogenized at 

1000° C for several hours under a vacuum of 10-5mmHg. After cutting, mount-

ing and polishing the standards were placed in the SEM for X-ray analysis. 

Table (2-111) gives the results for niobium-palladium standards. Most of the 

measurements were obtained from a variety of locations on the surface of the 
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specimen to check for homogeneity and for reproducibility. The table lists the 

integrated intensities for the Ka lines and their relative intensities. The data in 

this table were taken over a period of a year in which the filament was 

exchanged several times. Note that the absolute intensities vary drastically 

while the relative intensities clearly follow a smooth function of concentration. 

Figure (2-4) shows a plot of relative intensity versus mole fraction niobium. 

Relative intensity measurements scatter wildly (not shown) from samples with 

40% to 65% niobium indicating the presence of grains with different composi-

tion. This is consistent with the known phase diagram [9] since these composi-

tions are within the two phase region at 1000° C. 

The effective take off angle used was 20°±2° which was computed by con-

sidering not only the angle of incidence but the azimuthal angle between the tilt 

axis and the detector position. This calculation for the spectrometer is described 

in [8]. The electron beam voltage was 18.3 kev and the mass absorption 

coefficients used were 1160 and 759 for (J.tiP)J~La and (J.tiP)~~La as well as 2640 

and 573 for (p, I p ~~La and (p, I P )li~La [7]. 

Application of equations (2-8), (2-9) and (2-14) yields 1.7±0.2 and 1.1±0.1 

for apd Nb and aNb Pd respectively. A least squares analysis was applied to equa-, ' . 

tion (2-15) and the data in table (2-111) to obtain a value of 1.14 for >.. The 

curve in figure (2-4) is this best fit with an average deviation from the measured 

relative intensities of less than 0.005. Note that the curve has the correct 

behavior at both low and high niobium concentration. The quality of the fit is 

quite insensitive to variation in the a parameters as shown in table (2-N), thus 

their assigned error has little consequence and little would be gained by using a 

multivariable minimization method to determine all three parameters. 
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. Tables (2-V), (2-VI), and (2-VII) present the measurements for Ti-Pd, Ti-

Rh, and Nb-Rh standards respectively. The a parameters were again deter-

mined by equations (2-8), (2-9) and (2-14) (aTi Pd' 1.87; apd Ti' 0.49; aTi Rh' 1.80; 
' ' ' 

aRh Ti' 0.50; aNb Rh' 1.10; aRh Nb' 1.60). Least squares analysis produces values 
' ' ' 

for >. equal to 0.964, 0.799, and 0.678 for >.Ti,Pd' >.Ti,Rh' and >.Nb,Rh· The results 

are presented against the data in figures (2-5), (2-6), and (2-7). Equation (2-15)'s 

performance is again quite good in all cases except the Nb-Rh solutions where 

the average deviation of the data from the predicted value was 0.014. It is possi-

ble that these alloys were not as homogeneous as the others since Nb-Rh alloys 

are higher melting and the equilibration temperature 1000° C does not allow 

fast enough diffusion. The intermetallics in the Nb-Rh system also have sub-

stantially smaller ranges of composition and there are many more of them, see 

figure (2-8), so that some of the alloy buttons may actually have been two 

phase. Arc melting produces rather large grains in the sample. Crystallites fre-

, :.quently extend from the bottom of the button to the top, figure (2-9). Thus, 

, ; cutting a small sample from the arc melted sample may give a grain of just that 

one composition and skew the results since random EDAX measurements on the 

slice would yield the same relative intensities for the components. 

2.8 Scanning Auger Microscopy 

A limited number of samples were examined at the Scanning Auger Micros-

copy facility at M.M.R.D.,L.B.L. The instrument used was the Physical Elec-

tronics 590 Scanning Auger Microprobe [10]. The sample holder required much 

smaller samples than were used in the SEM so small pieces were cut from the 

pellets and polished on a diamond wheel by hand. Mounting material could not 
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be used because the carbon contamination on the surface would obscure analysis 

of the bulk material. The quality of the polish was inferior to the samples 

prepared in mounting material but was adequate for the types of measurements 

taken. 

Auger microscopy has the advantage that it is sensitive to the light ele­

ments such as carbon and oxygen. The distribution of oxygen in the phases of 

the sample was mapped by recording the generation of Auger electrons from 

oxygen as a function of position on the surface. 
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Pd 
Pd 
Pd 
Rh 
Rh 
Nb 
Nb 
Nb20 5 
Nb20 5 
Nb02 
NbO 
Ti 
Ti 
Ti02 
Ti20 3 
TiO 
Fe 
Fe20 3 

Table 2-1 

Starting Materials 

Alfa Products 
Johnson Matthey Inc. 
Lawrence Livermore Lab stock 
American Platinum Works 
Lawrence Livermore Lab stock 
Teledyne, Wah Chang Corp. 
Materials Research Corp. 
Noah Chemical Corp. 
Alfa Products 
Cerac Inc. 
Cerac Inc. 
Cerac Inc. 
Orion Chemical Co. 
Cerac Inc. 
Cerac Inc. 
Cerac Inc. 
Materials Research Corp. 
Alfa Products 

-43-

-60 mesh, 99.9% 
0.3 micron, 99.99% 
0.030 in. sheet 
sponge, 99.9% 
0.030 in sheet 
-400 mesh, 99.9%, air classified 
1/8" rod, Marz grade (99.9%) 
-325 mesh, 99.95% 
99.9%, powder 
-200 mesh, 99.9% 
-100 mesh, 99.8% 
-325 mesh, 99.5% 
1/16" rod, 99.9% 
-325 mesh, 99.9% 
-325 mesh, 99.8% 
-325 mesh, 99.9% 
powder, 18ppm C 
-325 mesh, 99.8% 



.. 

Table 2-11 

Reactants and Heat Treatments 

Starting Hot Press. Annealing Mass 
Sample Materials 

Temp. Temp. Change 
(wt.%) (wt.%) 

Pd (53.5} 
NP01 Nb (5.3) llOOC 2wk 1030C -0.01 

Nb20s ( 41.2) 
Pd (53.7} 

NP02 Nb (5.2} llOOC 2wk 1030C -0.01 
Nb20s (41.1) 
Pd (50.4} 

NP03 Nb (10.1} llOOC 2wk 1030C -0.0 
Nb20s (39.5) 
Pd (33.8} 

NP04 Nb (19.7} llOOC 2wk 1030C +0.01 
Nb20s (46.5) 
Pd (54.7} 3wk 1000C 

NP05 llOOC 24hr 1225C -0.6 
NbO (45.3} 19hr 1315C 

16hr 1025C 
Pd (52.0} 24hr 1225C 

NP06 Nb (19.9} 1100C 19hr 1315C -0.3 
Nb20...5....(28.1)_ 16hr 1025C 
Pd(41.6} 3wk 1000C 

NP07 
Nb (15.9} llOOC 

24hr 1225C -1.25 
Nb02 (42.5} 19hr 1315C 

16hr 1025C 
Pd (40.6} 24hr 1225C 

NP08 Nb (15.6} llOOC 19hr 1315C -0.3 
NbO (43.8) 16hr 1025C 
Pd (29.5} 24hr 1225C 

NP09 Nb (38.8} llOOC 19hr 1315C -0.06 
Nb20s (31.7) 16hr 1025C 
Pd (25.9} 3wk 1000C 

NPlO 
Nb (34.0} llOOC 

24hr 1225C -1.39 
Nb02 (40.1} 

19hr 1315C 
16hr 1025C 

Pd (24.6} 3wk 1000C 

NPll 
Nb (32.4} llOOC 

24hr 1225C -1.41 
NbO (43.0} 19hr 1315C 

16hr 1025C 
Pd (6.1} 24hr 1225C 

NP12 Nb (49.9} llOOC 19hr 1315C +0.1 
Nb02 (44.0) 16hr 1025C 
Pd (6.1} 24hr 1225C 

NP13 Nb (49.4} llOOC 19hr 1315C +04 
NbO (44.6) 16hr 1025C 
Pd (35.7} 

NP14 Nb (52.0} 1450C 5dy 1000C -0.0 
NbO (12.3) 
Pd (29.9} 

NP15 Nb (57.4} 1350C 5dy 1000C +0.0 
NbO (12.7) 
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Table 2-11 (cont.) 

Reactants and Heat Treatments 

Starting Hot Press. Annealing Mass 
Sample Materials Temp. Temp. 

Change 
(wt.%) (wt.%) 

Rh (11.9) 48hr 1030C 
NR01 Nb02 (57.5) 1275C 6dy 1000C 

-1.0 
Nb20s .(30.6) 
Rh (49.5) 48hr 1030C 

NR02 NbO (22.0) 1310C 
6dy 1000C 

-0.8 
Nb~O,; (28.5) 
Rh (47.3) 48hr 1030C 

NR03 Nb (14.3) 
NbO., (38.4) 

1375C 6dy 1000C -0.2 

Rh (40.4) 48hr 1030C 
NR04 Nb (47.2) 

NbO (12.4) 
1375C 6dy 1000C -0.1 

Rh (18.5) 48hr 1030C 
NR05 NbO (59.1) 1350C 

6dy 1000C -0.8 
Nbo2'(22.4) 
Rh (27.1) 48hr 1030C 

NR06 Nb (37.2) 1475C 
6dy 1000C 

-0.1 
NbO (35.7) 
Rh (32.0) 48hr 1030C 

NR07 Nb02 (13.0) 1150C 
6dy lOOOC -1.8* 

Nb20,; .( 55.0) 
Rh (9.4) 

TR01 TiO (47.6) 1325C 7dy 1000C +0.0 
Ti20s (43.0) 
Rh (10.1) 

TR02 Ti20 8 (74.2) 
Ti0.,-(15.7)' 

1425C 7dy 1000C +0.0 

Pd (9.3) 
TP01 TiO (48.0) 1400C 8dy 980C +0.0 

Ti208 (42.7) 

* small piece fell off during heat treatment. 
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Upper ram 

BN 

~--Sample 

----Graphite die 

Lower ram 

-- XBL 868-2903 --

Figure ( 2-1) 
Graphite die used to hot-press samples. The prepressed pellets are surrounded 
by boron nitride powder to prevent reaction with the die. 
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Figure (2-2) 

Mounting Surface 
for Observation 

-- XBL 868-2904 --

Sections used to microscopically examine the alloy oxide samples and electrodes 
used in this study. 
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Energy (kev) 
-- XBL 868-2905 --

Figure (2-3) 
EDAX spectrum of a Nb-Pd alloy. The Nb(L0J peak is at 2.2 kev and the 
Pd(La) peak is at 2.8 kev. Note that the Pd(Lp) is resolved but that for the 
niobium is not. 
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Table 2-111 

Results for Nb-Pd Standards 

aPdNb = 1.7 aNb.Pd = 1.10 A= 1.14 
' 

intensity (cps) 
XNb La(Nb) La(Pd) r rcalc % diff 

0.061 5.75 102.50 0.053 0.052 -0.162 
11.31 111.60 0.092 -0.129 
10.26 107.10 0.087 0.331 
10.97 111.80 0.089 0.138 
26.46 245.30 0.097 -0.663 

0.104 19.75 183.00 0.097 0.091 -0.668 
31.92 332.30 0.088 0.309 
28.38 309.60 0.084 0.676 
26.84 270.10 0.090 0.034 

3.73 34.01 0.099 -0.820 
8.50 71.90 0.106 0.269 
8.74 68.98 0.112 -0.400 

11.73 96.13 0.109 -0.032 
0.122 35.24 311.10 0.102 0.108 0.668 

41.25 328.40 0.112 -0.316 
36.70 300.00 0.109 -0.057 

4.62 35.79 0.114 -0.583 
0.172 16.80 86.29 0.163 0.158 -0.453 
0.180 16.29 85.65 0.160 0.167 0.713 

26.53 74.37 0.263 -0.185 
22.85 63.81 0.264 -0.259 
20.19 58.81 0.256 0.552 

0.267 11.24 32.32 0.258 0.261 0.305 
66.84 201.50 0.249 1.200 
72.93 215.70 0.253 0.841 
68.14 208.40 0.246 1.469 

0.650 82.41 35.36 0.700 0.696 -0.369 
124.80 15.15 0.892 -0.693 

0.848 129.80 13.79 0.904 0.885 -1.914 
122.00 13.02 0.904 -1.875 
241.80 13.52 0.947 -0.587 

0.918 238.90 14.03 0.945 0.941 -0.336 
290.80 16.86 0.945 -0.402 
235.60 4.57 0.981 -0.019 

0.972 221.80 3.93 0.983 0.981 -0.183 
216.10 3.36 0.985 -0.391 
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Figure ( 2-4) 
The relative intensity of Nb(L0 ) and Pd(L0 ) peaks as a function of xNb in Nb­
Pd alloys. The curve is generated by the parameters presented in table 2-III. 
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Table 2-IV 

Sensitivity of Fit 

for different values of aAB and aBA 

(calculations were performed using the Nb-Pd data and A=1.14) 

aBA 

1.5 1.7 1.9 

1.0 0.008 0.006 0.005 
aAB 1.1 0.007 0.005 0.005 

1.2 0.006 0.005 0.005 
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Table 2-V 

Results for Ti-Pd Standards 

aPd, Ti = 0.49 aTi,Pd = 1.87 >. = 0.964 

XTi 
intensity ( cpsp 

Ka(Ti) La( d) r fcalc % diff 

3.27 67.52 0.046 -1.150 
0.061 2.27 55.62 0.039 0.035 -0.447 

2.76 65.71 0.040 -0.557 
6.52 72.88 0.082 -0.726 

0.128 6.42 73.41 0.080 0.075 -0.550 
6.31 74.01 0.079 -0.371 
7.51 57.23 0.116 -0.500 

0.185 8.18 61.48 0.117 0.111 -0.643 
8.88 69.33 0.114 -0.258 

0.200 
26.43 191.00 0.122 

0.121 
-0.080 

24.66 177.40 0.122 -0.129 
15.17 85.22 0.151 -0.628 

0.236 
15.79 90.50 0.149 

0.145 
-0.373 

16.09 90.78 0.151 -0.573 
12.83 70.81 0.153 -0.857 
37.11 203.30 0.154 0.005 

0.250 37.11 203.30 0.154 0.154 0.005 
42.47 235.90 0.153 0.184 
12.26 50.81 0.194 -1.760 

0.282 10.28 45.11 0.186 0.177 -0.881 
12.29 53.54 0.187 -0.991 

0.300 
57.82 257.50 0.183 

0.190 0.631 
50.57 214.10 0.191 -0.139 
73.58 260.40 0.220 0.639 

0.350 73.58 260.40 0.220 0.227 0.639 
58.19 204.80 0.221 0.544 

0.400 
70.46 193.70 0.267 

0.266 
-0.108 

83.65 235.90 0.262 0.388 
90.43 204.40 0.307 -0.001 

0.450 90.43 204.40 0.307 0.307 -0.001 
61.08 138.80 0.306 0.113 

0.501 
123.30 240.80 0.339 

0.351 1.233 
128.40 249.60 0.340 1.130 

0.551 152.00 232.50 0.395 0.397 0.166 
138.80 215.50 0.392 0.522 

0.600 
174.80 216.90 0.446 0.445 

-0.143 
157.60 200.80 0.440 0.510 
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Figure {2-5) 
The relative intensity of Ti(Ka) and Pd(La) peaks as a function of xTi in Ti-Pd 
alloys. The curve is generated by the parameters presented in table 2-V. 
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Table 2-VI 

Results for Ti-Rh Standards 

aRh, Ti = 0.50 aTi,Rh =1.80 A= 0.799 

intensity (cps) 
XTi Ka(Ti) La(Rh) r fca]c % diff 

1.13 24.64 0.044 -1.285 
0.044 1.89 38.42 0.047 0.031 -1.596 

0.87 32.14 0.026 0.447 
3.33 40.32 0.076 -0.424 

0.101 3.62 40.62 0.082 0.072 -0.972 
3.13 37.16 0.078 -0.557 

10.00 42.49 0.191 -0.558 
0.249 9.33 40.82 0.186 0.185 -0.111 

9.84 43.83 0.183 0.159 
16.39 40.08 0.290 -0.287 

0.373 12.79 33.62 0.276 0.287 1.179 
15.23 38.26 0.285 0.265 
24.26 51.44 0.320 1.591 

0.429 
24.26 51.44 0.320 

0.336 
1.591 

24.56 51.79 0.322 1.470 
22.95 47.76 0.325 1.182 
23.58 37.72 0.385 0.172 

0.484 
23.58 37.72 0.385 

0.386 
0.172 

22.12 35.74 0.382 0.409 
18.53 29.62 0.385 0.155 

154.10 123.20 0.556 -0.401 

0.651 
154.10 123.20 0.556 

0.552 
-0.401 

146.30 120.70 0.548 0.377 
147.50 124.80 0.542 1.002 
157.90 99.50 0.613 -0.863 

0.700 250.20 163.00 0.606 0.605 -0.071 
173.30 111.20 0.609 -0.433 

44.38 16.02 0.735 -1.341 
0.800 45.57 16.15 ·0.738 0.721 -1.698 

279.90 112.10 0.714 0.732 
52.88 8.56 0.861 -0.910 

0.900 48.85 7.60 0.865 0.852 -1.382 
56.35 9.40 0.857 -0.555 
57.67 4.03 0.935 -1.155 

0.950 
57.67 4.03 0.935 

0.923 
-1.155 

68.63 4.99 0.932 -0.920 
66.12 5.23 0.927 -0.365 

-54-



0.8 

> 
+I 

(/) 

c 0.6 
(J) 
+I 
c 
(J) 

> 
+I 0.4 co -
(J) 

a: 

0.2 

0~-r~~--~~~-r~~~~~~-r~~~~~~~~ 

0 0.2 0.4 0.6 0.8 1 

Mole Fraction Ti 

-- XBL 868-2908 --

Figure (2-6) 
The relative intensity of Ti(K0 ) and Rh(L0 ) peaks as a function of xTi in Ti-Rh 
alloys. The curve is generated by the parameters presented in table 2-VI. 
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Table 2-VII 

Results for Nb-Rh Standards 

aRh Nb = 1.60 aNbRh = 1.10 >. = 0.678 
' ' 

intensity (cps) 
XNb La(Nb) La(Rh) r fcalc % diff 

2.56 29.88 0.079 -1.903 

0.044 
1.99 24.58 0.075 

0.060 
-1.492 

2.36 29.65 0.074 -1.401 
10.64 141.40 0.070 -1.018 
8.73 21.23 0.291 -0.103 

0.210 8.24 21.62 0.276 0.290 1.438 
7.93 20.19 0.282 0.851 

12.56 19.49 0.392 -2.180 
0.269 13.23 19.24 0.407 0.370 -3.737 

12.61 18.98 0.399 -2.909 
14.77 17.69 0.455 -0.322 

0.332 
12.37 14.61 0.458 

0.452 
-0.668 

14.61 17.33 0.457 -0.562 
67.30 85.83 0.439 1.231 
82.42 70.40 0.539 2.245 

0.423 72.88 64.24 0.532 0.562 3.027 
87.39 71.66 0.549 1.233 

114.40 40.67 0.738 0.633 
0.601 123.40 43.67 0.739 0.744 0.545 

129.40 46.24 0.737 0.733 
0.936 41.90 2.00 0.954 0.971 1.653 
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Figure (2-7) 
The relative intensity of Nb(La) and Rh(La) peaks as a function of xNb in Nb­
Rh alloys. The curve is generated by the parameters presented in table 2-VII. 
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Figure ( 2-8) 
The niobium-rhodium phase diagram as determined by Ritter and Giessen [9]. 
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XBB 867-5539 
Figure (2-9) 

Scanning electron micrograph (20 X) of an Nb-Pd alloy button prepared by arc 
melting. The alloy has 2.7 atomic percent Nb and has been annealed at 1000° C 
for 4 hrs. Note that the grains extend from one side of the button to the other. 
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Chapter 3 

Experimental Methods for the Measurement 

of Galvanic Voltages Generated by 

a Solid State Cell 

3.1 Principles of Operation 

The basic design of a solid state galvanic cell is very simple. The solid 

electrodes are made to intimately contact each side of a solid electrolyte. The 

E:MF is then measured by electrical leads attached to each electrode. As was 

discussed in chapter 1 the cell functions because of the unusual ability of the 

solid electrolyte (superionic conductor) to conduct ions. The electrolytes of 

interest to this study are ones that conduct oxygen ions. There are several 

materials that have this property, most notable is calcia-stabilized zirconia 

(CSZ) which is of interest for use in fuel cells and is currently used in exhaust 

gas sensors for automobiles. Materials based on cerium, hafnium, and thorium 

oxides are also superionic conductors. They are all very refractory ceramic 

materials that share the same crystal structure in their ionically conducting 

form. Oxygen's relative ease of movement through the electrolyte's crystal lat­

tice is a result of a large concentration of oxygen vacancies present in the cry­

stal and the low activation energy required for an oxygen anion and a vacancy 

to exchange positions. 

Thorium oxide has the fluorite crystal structure which is a fcc arrangement 

of thorium cations with the oxygen anions occupying all the tetrahedral intersti­

tial positions of the thorium lattice. The structure is said to be "open" because 
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all the octahedral sites are unoccupied so that oxygen anions might move easily 

through the open lattice. Pure zirconium oxide is monoclinic at useful operating 

temperatures, while the tetragonal and cubic modifications are stable only at 

much higher temperatures. Its fluorite structure is formed, however, when 

amounts of calcium, yttrium, or a variety of rare earth or alkaline earth oxides 

are dissolved in it and it is for this reason the electrolyte is said to be stabilized. 

These oxide additions also play an important role in modifying the defect struc­

ture of the electrolyte as will be discussed. 

3.2 Defect Structure of Solid Oxide Electrolytes 

At any temperature above absolute zero all solids have a finite concentra­

tion of point defects. The defects that are important to the conductivity of a 

material are those that are charged such as electron-hole pairs, ion-pair vacan­

cies (Schottky defects), and vacancy-interstitial pairs (Frenkel defects). The con­

centration of these defects is determined by thermodynamics. Frenkel, Schottky, 

and Wagner [1] realized that because of this, point defects could be treated as 

chemical entities in themselves. 

Charged defects are of course subject to the restriction that electroneutral­

ity be maintained throughout the crystal. It is know·n that anionic Frenkel 

defects are the predominant ionic defects present in oxides with the flourite 

structure. Thus electroneutrality requires 

(3-1) 

where Ce and Ch are the concentrations of conduction band electrons and 

valence band holes. The other terms represent the concentrations of oxygen 

interstitials and oxygen vacancies denoted in the usual Kroger-Vink notation. 
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The conduction band in these ionic solids is primarily made up of cation orbi­

tals while the valence band is made up of anion orbitals. This means that in 

thorium oxide a conduction l;>and electron can be thought of as a Th+3 site 

while a valence band hole is equivalent to o-. 

Electrical conduction in these materials is the movement of charged defects 

under a potential gradient. The conductivity is to first order proportional to 

their charge, mobility, and concentration. Thus it is usually written as the sum 

of contributions from all the charged defects 

(3-2) 

where c, q, and p, represent concentration, charge, and mobility respectively and 

F is the Faraday constant. The first two terms are the contribution from free 

electrons in the conduction band and holes in the valence band while the third 

is a summation over all the ionic defects, i. Steele [2] has pointed out that the 

lowest observed electron or hole mobility is equal to or greater than the largest 

known ionic mobility. Thus, unless the concentration of ionic charge carriers is 

many orders of magnitude greater than the concentration of electronic defects 

the total conductivity will have contributions from two conduction mechanisms. 

The defects are subject to a variety of chemical equilibria that serve to 

relate the concentrations appearing in equation (3-1 ). Worrell [3] has presented a 

concise description of the behavior of these oxide electrolytes and his method 

represents the approach taken by many studying solid electrolyte conductivity. 

Each of the relevant equilibria is used to construct a mass action type expres­

sion relating the concentrations of the various defects and an equilibrium con­

stant. The important assumption made is that the long range interaction 
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between the charged defects can be neglected so that they then form an ideal 

solution. This approach has been surprisingly effective in describing the general 

behavior of the conductivity to changes in the chemical' enviroment and chemi-

cal make up of the solid electrolyte and will be briefly summarized here so that 

the properties of the cell may be rationalized. 

The equilibria between conduction band electrons and valence band holes 

as well as that between interstitial oxygen and oxygen vacancies are intrinsic to 

the solid electrolyte since they involve defects that are inherently present. Con-

duction electrons and holes may recombine by the equation 

0 = e1 +h. (3-3a) 

(3-3b) 

The equilibrium between oxygen vacancies and interstitials is written 

Oo = oi I I + v o .. (3-4a) 

Ka-4 = C(Oi 1 1 )C(V0 "") (3-4b) 

In addition the oxygen activity may be fixed by an external chemical equilibria 

such as the fixed partial pressure of oxygen in the atmosphere surrounding the 

electrolyte. The gaseous oxygen will react with the defects until equilibrium is 

achieved. In our experiments the oxygen partial pressure in the electrodes can 

be quite low. Under these conditions the predominant defects present will be 

oxygen vacancies and conduction electrons, so the relevant equilibrium is 

(3-5a) 

K - C(V "")C 2P 112 
3-5- 0 e 0 2 

(3-5b) 
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Electroneutrality requires that C(V0 ··) = 1/2 Ce so that rearrangement of 

equation (3-5b) gives 

C _ (2K )1/3p -1/6 
e- 3-5 0 2 

(3-6) 

Thus that part of the total conductivity due to conduction electrons ( n-type ) 

will decrease with increasing P 02 with a power of 1/6 if the concentration of 

vacancies is kept nearly constant. 

Similarly at high partial pressure of oxygen the predominant defects are 

oxygen interstitials and holes in the valence band. 

1/2 0 2 = Qi I I + 2h• 

which for the same assumptions as equation (3-6) gives 

C _ (2K )1/3p 1/6 
h- 3-7 02 

(3-7) 

(3-8) 

This implies that the hole conduction or p-type conductivity will increase with 

increasing P02 with a power of 1/6. 

Most electrolytes used, however, contain aliovalent cations which substitu-

tionally replace thorium ions. This is the case when Y20 3 is dissolved in thoria. 

The presence of this new type of defect requires that the electroneutrality equa-

tion be modified to read 

ch + 2C(Vo "") = ce + 2C(Oi I I ) + C(Y Th I ) (3-9) 

C(Y Th 1 
) is easily made larger than the other terms on the right in equation 

(3-9) but it is only determined by experiment that this charge defect is predom-

inantly compensated for by oxygen vacancies and not by holes. Subbarao et al. 

[4] demonstrated this by comparing the densities of YDT samples with that 

predicted assuming the formation of holes or the formation of oxygen vacancies. 

Thus equation (3-9) can be simplified to 
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C(V0 ") ~ 1/2 C(YTh 1 
) 

The analysis that lead to equations (3-6) and (3-8) now results in 

ce = (2K3-s/C(Y Th I ))
112p o:/4 or ce = ( const )P o:/4 

for low P 02, while for high P o2 

ch = (C(YTh I )K3-7/2K3-4)112Pd{4 or ch = (const)Pd£4 

(3-10) 

(3-11) 

(3-12) 

Thus the P 02 is now 1/4 and the magnitude of the electron and hole conduc­

tivity will depend on the yttrium concentration. 

At an intermediate oxygen partial pressure the conductivities due to elec­

trons and holes may both be small, compared to the ionic conductivity due to 

the abnormally high vacancy concentration. Thus the conductivity is expected 

to be independent of P 02 over some range of oxygen partial pressure. Experi-

mental measurements of total conductivity as a function of P 02 are graphed in 

figure (3-1) for YDT and CSZ. At low P 02 the electrolyte is ann-type conductor 

and at high P 02 it is a p-type. The region in the middle is where the conduc­

tivity is nearly all ionic and is said to have an ionic transference number tion 

(a ion/ a total) equal to one. This region is called the electrolytic conduction 

domain. Patterson [16] has reviewed the conductivity data on several oxide 

superionic conductors and assigned lower and upper P 02 limits of the electro-

lytic domain as a function of temperature. It is known that YDT is an ionic 

conductor to a much lower P 02 than CSZ while CSZ is better at higher partial 

pressures [16]. The lower boundaries are difficult to reproduce due to the effect 

of small amounts of impurities. The influence of these multiple valent impurities 

will be discussed in the next section. 
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3.3 Cell Kinetics 

Measurement of true thermodynamic voltages is difficult for any type of 

cell since it is often subject to a variety of systematic errors. This is particularly 

true for high temperature solid state cells of the type used in this experiment. 

There are several sources of irreversible processes which can affect the measured 

EMF. They can be broadly classified into three main areas: electrode polariza­

tion, electrode passivation, and mixed potentials. 

The solid oxide electrolytes used in these cells do not under all conditions 

have an ionic tranference number near one; i.e., an appreciable amount of their 

conductivity may be due to valence band holes and conduction band electrons. 

In the design of a cell each side of the electrolyte may have a different partial 

pressure of oxygen so that there is a thermodynamic driving force to move oxy­

gen from the high P 02 side to the low P 02 side. An electrolyte in a galvanic cell 

. allows the net flow of ions only when electrons flow through an external circuit. 

A potentiometer placed in this external circuit stops the flow of electrons and 

correspondingly stops the movement of oxygen ions through the electrolyte so 

that the EMF measured is that under open circuit (reversible) conditions. If, 

however, electrons are allowed to flow within the electrolyte as shown in figure 

(3-2), then oxygen ions may move even though no electrons flow in the external 

circuit. This unchecked flow of oxygen depletes the high P 02 electrolyte­

electrode interface of oxygen and oxidizes the low P 02 electrolyte-electrode inter­

face so that the measured EMF is that due to a cell under irreversible condi­

tions. Electrodes with these characteristics are considered polarized since 

diffusion within the electrode may be slow. Diffusion potentials also exist within 

the electrolyte under these conditions as discussed by Bullard [7], and Wagner 
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[10]. 

There are several causes of electronic conduction in these materials. One is 

the effect of the partial pressure of oxygen disscussed in detail in the last sec­

tion. Clearly, care must be taken to insure that the appropriate electrolyte is 

used for the partial pressures of oxygen in equilibrium with the electrodes. YDT 

has demostrated an ionic transference number of one to a very low P 02 and is 

recommended for use at 1000° C to as low as 10-26 atm [5], while Patterson sug­

gests 10-21 atm [16]. Lasker and Rapp [6] studied the influence of yttria concen­

tration on ionic tranference number and found an optimum near 15 mole per­

cent Y01.5 in theria. One would expect improvement by increasing yttrium 

addition since as was shown in the last section the oxygen vacancy concentra­

tion will increase with yttrium concentration. At higher concentrations, how­

ever, significant amounts of ordering are thought to occur which would decrease 

the mobility of the oxygen vacancies. 

A very important source of electronic conduction is the presence of 

aliovalent impurities that may assume several oxidation states. Vest and Tallan 

[8] observed appreciable electronic cond~ctivity when small amounts of iron 

chromium and vanadium were added to CSZ. There is no doubt that these 

impurities will modify the electronic defect concentration since they can either 

provide conduction electrons or valence band holes. The large effect by such 

small amounts of iron impurities compared with the amount of calcium or 

yttrium is not rationalized by such a simple picture. Kroger [9] has proposed 

that in actuality many of the oxygen vacancies introduced by calcium or 

yttrium doping are not free but are clustered about the Ca or Y. This would 

imply that the concentration of free vacancies and iron impurities are 
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comparible. 

Electrode passivation concerns the rate at which the electrochemical pro-

cess of interest proceeds. The rate of an electrochemical reaction is described by 

the exchange current density, i0 , which is completely analogous to the rate con-

stant of a normal chemical reaction. Electrochemical reactions proceed with the 

movement of charge so rates are in terms of a current density. For small over-

voltages the current density at an electrode is a linear function of overvoltage, 

(3-13) 

which serves as a definition for i0 • The overvoltage is 1}, F the faraday constant, 

R the gas constant, and T the temperature. The exchange current density plays 

a fundamental role in the measurement of cell voltages since it is a measure of 

how reversible the electrode is. The situation is depicted in figure (3-3). A 

potentiometer works by applying the voltage necessary between two leads so 

that no current flows. What a potentiometer considers to be zero current 

depends on the potentiometer. In figure (3-3) the zero current level is the quan-

tity ~i. For a given ~i the electrode with the larger i0 will have the better 

defined equilibrium voltage since the error in determining the necessary voltage 

will be smaller (see equation 3-13). Thus in order to measure accurate EMF's 

one must use a potentiometer that draws a minimum of current. Such a poten-

tiometer will have an input impedence much larger than the total cell resis-

tance. 

The exchange current, i0 , must also be made as large as possible. i0 con-

tains all the kinetic information of the electrochemical reaction such as the con-

centrations of reactants and products as well as rate constants. Very little work 
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has been done on the kinetics of the solid electrolyte - solid electrode interface 

especially in cases where the electrode has several phases. Worrell and lskoe [11] 

have proposed a model for the electrochemical reactions occuring at a metal-

metal oxide electrode on a solid electrolyte. They assume that the rate of the 

electrochemical reaction is completely controlled by diffusion of oxygen through 

the metal grains of the electrode. It is a simple matter to show that the 

exchange current density that results from this assumption is 

. _ 2{Dc)F 
lo-

~y 
(3-14) 

where (De) is the solubility-diffusivity product of oxygen in the metal phase and 

~y is a characteristic length for oxygen diffusion in the electrode. ~y is 

assumed to be the average size of the metal grains in the electrode. They had 

great success predicting exchange currents from known solubility- diffusivity 

products in the copper, iron, and nickel. More recently Iwase et al. [12] have 

applied this technique to Mo,Mo02 electrodes. 

Inspection of equation (3-14) shows that in order to increase the reversibil-

ity of the cell the metal grains in the electrodes should be made as small as pos-

sible to minimize the diffusion resistance. This mechanism is not the only one 

that may be important in these cells because electrodes containing only oxides 

are known to provide fast enough kinetics to be reversible. Several binary oxide 

electrodes, such as Nb02-Nb120 29, are in fact used for reference electrodes . 

Thus electrochemical reactions in these cells must also occur with the oxide 

directly. 

Another way an electrode may be passivated is when a reaction occurs 

between it and the electrolyte. These reactions leave a product phase separating 
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the electrolyte from the bulk electrode. One of the advantages of thorium oxide 

over zirconia is its improved chemical stability. Reactions are, however, known 

to occur between the doping element in the electrolyte and common electrode 

materials. Worrell reports [13] that YFe03 forms at temperatures as low as 

900° C between YDT and Fe-FeO electrodes. A bluish product layer has been 

attributed to YNb04 when YDT is reacted with Nb02,Nb120 29 at 1050° C or 

higher [14]. This compound and other yttrium niobates have been the subject of 

a recent crystallisation kinetics study [15]. 

The electrode-electrolyte interface is invariably in contact with a gaseous 

phase which is usually purified helium or argon. Electrochemical reactions can 

occur with chemical species in the gaseous phase and may lead to a mixed 

potential. To describe this condition consider the hypothetical situation dep-

icted in figure (3-4). A solid electrolyte is bounded on one side by a reversible 

reference electrode with a fixed partial pressure of oxygen P 0 ref· The other side 
2' 

has solid electrode consisting of two oxides, MO and M02, as well as a gaseous 

atmosphere of helium. The helium is contaminated with a small amount of oxy-

gen with partial pressure, P 02, but because of the slow oxidation kinetics of the 

electrode this pressure is actually higher than that one would calculate from 

equilibrium in the reaction 

M02 = MO + 1/2 0 2 (3-15) 

Two electrochemical reactions are possible in this situation, 

MO + o-2 = M02 + 2e- (3-16) 

1/2 02 + 2e- = o-2 (3-17) 

In these equations we have ignored the mechanistic subtleties involved with the 

-70-



transfer of two electrons and mean them only to represent two overall electro-

chemical reactions. If equilibrium could be achieved only with respect to reac-

tion (3-16) then the EMF generated by the cell would be 

(3-18) 

where PMo MO is the partial pressure of oxygen in equilibrium with the oxides. 
' 2 

If reaction (3-16) were eliminated, however, then the observed EMF would be 

Note that these voltages are different for any situation where the electrode is 

not in equilibrium with the gas. 

The situation where both reactions (3-16) and (3-17) occur can be under­

stood by use of the kinetics of each of the reactions. Figure (3-5) shows a plot of 

the current response as a function of electrode potential for each of the reac-

tions separately as well as their sum. The curvature of each of the indivdual 

responses is a result of the Butler-Volmer type kinetics usually found in electro-

chemical reactions and/or diffusion control of species involved in the reaction. 

The parts of the curves near their respective overvoltages of zero are the regions 

where the linearized Butler-Volmer equation, (3-13), may be used. The poten-

tial that is actually measured is that where the net electrode current response is 

zero and is in general different from either of the individual potentials as shown 

in figure (3-5). 

The exchange current densities of each of the reactions determines where 

the measured potential lies between fo and fMo MO • If these two potentials are 
2 ' 2 

not too far apart both reactions can be described by equation (3-13). As shown 

in figure (3-6) the effective electrode response will be 
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(3-20) 

where i0 tot = iMo MO + i02 and Eeff is given by 
' ' 2 

[ 
io,MO,M02 ] 0 [ 

1o,02 ] 0 
Eeff = i + i . EMO,M02 + · + · EQ2 

. o,MO,M02 o,02 1o,MO,M02 1o,02 
(3-21) 

Equation (3-21) means that the reaction with the higher exchange current will 

have a potential closer to that measured. One expects that the exchange current 

for a reaction will be proportional ·to the concentration of reactants to some 
f ~ ' • 

small power just as in any rate expresion. For a gaseous reactant, concentration 

is equivalent to partial pressure, thus as the partial pressure of the contaminant 

is reduced the exchange current is decreased so that the other reaction should 

' i . :· . 

have greater influence on the measured voltage. 

Although this example is a bit contrived it can be used to illustrate why a 

cell design where both electrodes are not physically isolated from one another 

will work in some cells and not in others. Consider a cell where the electrodes 

on each side of the electrolyte are in contact with the same gaseous Emviroment. 
,. 

If the electrodes are Nb,NbO and NbO,Nb02 then the electrodes possess 

different equilibrium oxygen potentials. The NbO,Nb02 electrode will contam-

inate the gas with an amount of oxygen too high to be in equilibrium with the 

Nb,NbO electrode. The effect will be negligible, however, because the magnitude 

of the partial pressures at operating temperatures is less than 10-20 atm and can 

not impart a significant current drain on the reactions involving only the solids. 

The situation is quite different when an Mo,Mo02 electrode is used. The partial 

pressure of oxygen in equilibrium with this electrode is also very low but there 

is a significant partial pressure of molybdenum oxide species. These gaseous 
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molybdenum oxides may undergo electrochemical reactions and transport 

molybdenum and oxygen throughout the chamber. The use of this type of elec­

trode requires that the two electrodes be separated into different compartments 

so that gaseous transport can be prevented. 

As another example consider two gas streams of helium one contaminated 

with just oxygen and the other with carbon oxides. If both are passed over an 

oxygen getter they may both emerge with nearly the same thermodynamic par­

tial pressure of oxygen. The stream with the carbon contamination, however, 

may have an appreciable partial pressure of CO since the carbon has reduced 

the chemical activity of the oxygen. The two streams have very different elec­

trochemical behavior because in the former case the partial pressure of electro­

chemically reactive species is very low, while in the latter it is very high. The 

larger contaminant partial pressure may increase the exchange current density 

for the parasitic reaction so much that it could dominate the electrode kinetics 

even though both streams by themselves would give the same equilibrium vol­

tage. 

3.4 Arrangement of the Cell 

The basic design of the experiment is fashioned after that used by Meschter 

and Worrell [17]. The cell furnace and gas purification system are shown in 

figures (3-7) and (3-8). A schematic of the control and measurement system is 

presented in figure (3-9). 

The high temperatures required to perform the experiment were provided 

by a specially designed three zone furnace and control system. The 30 in. cell 

furnace [21] had three independently controlled and powered Kanthal heating 
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elements that provided a 3.5 in. diameter hot zone. The setpoints of the two 

end sections were fixed to the temperature of the center section so that the load 

on the end elements would work to offset the heat loss out the ends of the tube. 

The three temperature controllers and SCR power supplies were manufactured 

by Eurotherm Corporation [22]. This technique was very successful in providing 

a 12 in. constant temperature zone accurate to within 0.2° C. in the center sec­

tion of the furnace. 

A 99.8% alumina tube (2 in. i.d., 0.125 in. wall, 24 in. length) was used to 

enclose the cell. The tube was closed at one end and specially ground on the 

open end so that it permitted a leak tight seal to be made using a Viton 0-ring 

and a watercooled brass collar. Electrical noise from the furnace windings was 

eliminated by a grounded Kanthal sheath placed between the furnace elements 

and the cell tube. A stainless steel end cap was bolted to the top of the collar 

using another Viton 0-ring to make the seal. This cap served as the mounting 

surface for all the support members used to hold the cell together. The main 

structural support was provided by a solid 99.8% alumina rod (1/2 in. dia., 16 

in. long) which fit into a sleeve in the end cap. 

Two 1/8 in. dia. alumina tension rods and an alumina disk were used to 

keep the cell under compression during operation. The ends of the tension rods 

had threads ground in them so that connections could be made. Special stainless 

steel fittings were used to attach these rods to stainless steel springs fixed to the 

end cap. The ends of the rods in the hot zone passed through holes in the 

alumina disk. Two tantalum nuts could then be screwed onto the rods so that 

the disk would compress the cell assembly against the support rod. 
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The cell assembly consisted of an electrolyte pellet sandwiched by two elec­

trodes. The EMF leads were made of 20 mill platinum wire that were spot 

welded to two polished platinum disks. These disks were placed on the ends of 

the two electrodes so that they would also be held under compression. The leads 

were insulated by hollow alumina rods and alumina beads up to ceramic feed­

throughs welded in the end cap. Alumina or thoria spacers were used between 

the cell assembly and the alumina disk to account for any variation in the 

thickness of the electrodes of electrolyte. They were choosen to keep the cell in 

roughly the same amount of compression each time it was run. The temperature 

of the cell was measured by a Pt-10%Pt,Rh thermocouple placed within 1/16 

in. of the cell. Once secured to the end cap the cell assembly and support pieces 

were mounted vertically in the cell tube so that the end cap was on top. 

During operation the cell chamber was continuously flushed with inert gas, 

which was made to pass down the length of the cell tube through an alumina 

tube to a forechamber below the cell assembly. This chamber was constructed 

from 10 mill tantalum sheet spot welded into the form of a tube and was 

packed with corrugated zirconium foil [19]. Dushman [20] has recommended the 

use of zirconium for an oxygen getter since experiments indicate that oxygen 

dissolution into the bulk of the metal at 1000° C is fast and thus the surface 

does not become coated with an oxide. The gas would then flow over the zir­

conium and then up past the cell to a exit in the end cap. Additional zirconium 

foil was wrapped around the cell assembly taking care to insure that it would 

not touch the electrolyte, electrodes or any of the electrical leads. The cell 

would not function without the presence of gettering material even when the 

gas was pretreated in an external gettering chamber. Presumably, contaminants 
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adsorbed on the alumina surfaces were enough to ruin the measurements. The 

end cap surface was protected from radiative heating by a series of tantalum 

heat shields mounted between it and the hot zone. 

The inert gas used to flush the cell chamber was purified helium. Ultrapure 

helium (99.999%) [18] was first passed through a stainless steel tube immersed 

in a liquid nitrogen bath. The gas (now free of condensables) would then flow 

through a hot Rene 41 stainless steel tube (5/8" i.d.) packed with zirconium 

sheet [19]. The sheet was corrugated and rolled tightly into the tube in order 

maximize the surface area available for reaction with any oxygen containing 

species present in the helium. The tube passed through two Kanthal-wound fur­

naces with hot zones roughly 6 to 8 in. in length. During operation the first fur­

nace was set to 1000° C while the second was at 600° C to 700° C. Hydrocarbon 

contaminants would crack on the high temperature zirconium surface forming 

zirconium carbide and hydrogen. The solubility of hydrogen in· the metal at 

high temperature is very low compared to that at 600° C so that the low tem­

erature zone could be used as a hydrogen absorber. 

After exiting the ·cell furnace through . the end cap, the gas would pass 

through a 1/4 in. stainless steel tube in a liquid nitrogen bath to a rotameter so 

that its velocity could be measured. The gas would then flow through a throt­

tling valve and on to a mechanical pump. This system was very effective in 

preventing any back flushing of contaminants during transients in the flow of 

gas. Steady state flow rates were routinely 25 ccfmin or lower. Check valves 

were ineffective at these low flow rates. 
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3.5 Control and Measurement 

Figure (3-9) is a schematic of the control and measurement system designed 

and built at M.M.R.D.,L.B.L. EMF measurements were made using a Keithley 

(23] Model 610C solid state electrometer with an input impedance of greater 

than 1014 ohms with shielded coaxial cable between the cell cap and the elec-

trometer. This model is equipped with a one milliamp output for full scale input 

deflection. The signal generated by this output was connected to a Doric (24] 

potentiometer that is part of the computerized data acquisition system. 

This system was a slightly modified version of the one designed by Katz, 

Bethly, and Severns (25] which is based on a simple Z80 microprocessor on a 
I 

CPU card built by Monolithic Systems (26] for use in industrial environments. It 

conforms to the INTEL Multibus standard used to connect with peripheral dev-

ices. The CPU has 48 programmable I/0 lines used for input from the Doric 

potentiometer and a Doric trendicator used to measure the cell temperature. In 

addition a D /A card provided a programmable analog output to be used for the 

furnace setpoint. A 16k EPROM card was installed with a BASIC interpreter 

(27] and machine language routines for reading temperature and EMF as well as 

changing the furnace setpoint. 

The most significant change made to the system design was an improve-

ment to data and program storage which previously had been a simple teletype 

equipped with a paper tape storage device. Instead of installing more modern 

disk storage devices compatible with Multibus it was decided to replace the tele-

type with an IBM PC [28] and write appropriate software so that data collected 

by the MSC CPU (26] could be stored on the S-100 format used by the IBM PC. 

This approach led to immediate conversion to a more contemporary format 
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which was a great aid in processing and visualizing the data. 

3.6 Electrode Preparation and Polishing 

The electrodes were prepared in exactly the same way as the samples used 

in the oxide-alloy equilibration study described in chapter 2 except that the pel­

lets were always kept dry following annealling. It was discovered that those 

samples that had been wet polished before use in a cell would give EMF meas­

urements that would vary wildly whenever the temperature was changed. Fig­

ure (3-10) is a EMF and temperature trace as a function of time for the cell, 

(3-22) 

where the electrodes had been wet polished and dried before use. The EMF 

varies to values almost twice that expected by the known thermodynamics of 

the oxides used in the cell. Clearly this phenomenon is the result of residual 

water absorbed within the electrodes. Even after hot pressing, the electrode pel­

lets are still porous due to the change in volume accompanying the change from 

reactants to products in the annealling step. The high surface area generated by 

the pores then absorbed water which would crack and liberate hydrogen when 

heated to high temperatures. This idea is supported by the fact that the electr<r 

lyte could be sonic cleaned in ethyl alcohol followed by drying and still perform 

well. The electrolyte is very near theoretical density, as will be discussed in 

chapter 4, so that it has a minimum of surface area to absorb water. 

The interfacial contact between the electrodes and the electrolyte must be 

good, so that these surfaces are required to be flat. A device was made to hold 

the electrode pellets at a fixed angle with respect to a rotating polishing wheel. 

The pellet was secured to the brass device by double sided tape. A small ledge 
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milled in the brass prevented the pellet from being knocked off by the lateral 

force, imparted to it during polishing. This technique prevented the rounding of 

the edges that occurs when pellets are held by hand when polished. Clean and 

dry silicon carbide paper was ,used as the polishing medium. The grit sizes used 

were 320 followed by 600. When both sides of the electrode are polished in this 

way two flat and parallel faces are produced. Any residue that might be left 

from the tape was removed by lightly polishing the pellet faces by hand on 600 

grit silicon carbide paper. 

Chapter 4 details the preparation of the yttria doped thoria used as the 

solid electrolyte in these experiments. It was made to a slightly larger diameter 

than the electrodes (1/2 in. compared with 7/16 in.) so that the curvature of 

the edges imparted when it was polished by hand had little consequence. In 

addition it was very hard so that this curvature was only slight. This was for­

tunate since it meant that the YDT pellets could be polished inside a glove box 

which prevented the contamination of the laboratory. The polishing was again 

done on silicon carbide paper starting with grit size 320 and ending with 600. 

3. 7 Cell Operation 

The polishing of the electrodes and electrolyte as well as the assembly of 

the cell were performed without touching any of the parts to be used with bare 

hands. Surgical gloves that had been washed with soap and water followed by 

ethyl alcohol were worn throughout the assembly process. The ceramic parts to 

the apparatus were frequently fired in air for several hours at 1000° C. 

After the conductivity of all the leads was checked the cell assembly and 

support would be inserted in the cell tube and bolted into place. The chamber 
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would be evacuated by opening a gate valve between 'the gettering furnaces and 

the cell tube. Pumping was provided by a mechanical pump through a molecu­

lar sieve. The liquid nitrogen traps in the system and between the system and 

the mechanical pump would be filled once the pressure had reached 50 microns. 

The cell furnace would then be slowly ramped up to 200° C under these condi­

tions for several hours in order to degas the chamber. Helium flow would then 

be started and the gettering furnaces brought to operating temperatures. Mter 

an hour the experiment would begin by ramping the cell furnace through the 

preprogramed temperature schedule. 

Typical ramp rates between constant temperature periods were 100° C/hr 

to 150° C/hr. These slow ramp rates were needed to prevent cracking of the 

alumina cell tube which was much more susceptible to thermal shock than any 

of the other parts. Temperature, EMF, and the time were recorded approxi­

mately every minute during the entire experiment. Control of the temperature 

was within 0.3° C during the constant temperature periods the duration of 

which was assigned based on experience. Two to three hours was usually 

sufficient at temperatures near 1000° C to obtain voltages constant to within 0.2 

millivolt for two hours. Much longer times were needed for lower temperatures. 

Attempts to write the operating program so that it would not proceed to the 

next constant temperature period unless the EMF had been constant met with 

little success. The behavior of the cells varied so much between electrode 

materials that appropriate criteria could not be predicted. 

Several simple tests were used to check the reversibility of the cell .Tem­

perature schedules were also choosen so as to collect EMF data on both increas­

ing and decreasing temperatures in order to check for the presence of 
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irreversible changes in the cell with time. The gas flow was changed or even 

stopped during an experiment to check for yariation in the measured voltage. A 

change in the E:MF when the helium flow rate was changed would indicate reac­

tions with gaseous contaminants. On several cells the E:MF leads were shorted 

to see if the voltage would recover when reconnected to the electrometer. 

The duration of the experiment was from two to three days. Figure (3-11) 

is a typical trace of a cell's EMF and temperature schedule as a function of 

time. The protocol for accepting an E:MF as the reversible one was based not 

only on it being relatively constant with time ( ±0.2 millivolt/hr ) but also on 

the cell's behavior to some of the tests discussed above and its performance at 

other temperatures. 
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Figure ( 3-1) 
Electrical conductance of solid electrolytes versus log1oP o

2 
at 1000° C. The filled 

circles are the data obtained by Lasker and Rapp [6] for (Th02)o.ss(Y01.5)o.Is· 
Open circles were data measured by Patterson et al. (29] on (Zr02)0.85(Ca0)0.15• 
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The short circuit of an high temperature galvanic cell by electronic leakage 
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The effect of exchange current density on the performance of galvanic cells. 

-87-



electrode 

o= 

o= 
solid electrolyte 

-- XBL 868-2914 

Figure (3-4) 
Parallel electrochemical reactions that may take place in solid state cells. 
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The current response as a function of electrode potential for each of the parallel 
electrochemical reactions. The dashed line is the effective electrode response, 
which is the sum of the individual reaction curves. 
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Figure (3-6) 
The linearized response of each electrochemical reaction is used to derive the 
approximate relation between exchange current densities and the measured cell 
voltage. 
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Figure (3-8} 
Schematic of the gas purification system. 
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Figure (3-11) 
Typical performance of the solid state cells built in this study. This is the trace 
of the cell NbO,Nb02/YDT /Nb(Pd),Nb02• The sharp spikes in E:MF when the 
temperature is changed are commonly observed. They could be the result of the 
cell being temporarily not being in thermal equilibrium. Because of its long time 
constant, however, it is likely that these transients are the result of the slow 
rate of diffusion in one of the electrodes as material moves to establish a new 
state of equilibrium. 

-95-



Chapter 4 

Preparation of Transparent Yttria doped Thoria 

and the Preparation of Solid Electrolyte for use in 

High Temperature Galvanic Cells 

4.1 Introduction 

This study is primarly interested in the preparation of a reliable 

solid electrolyte for solid-state galvanic cell experiments. High purity must 

be maintained in producing calcia stabilized zirconia (CSZ) and yttria 

doped thoria (YDT) electrolytes since their electronic conductivity is 

greatly influenced by small amounts of contaminants. High density 

material is also important to increase the structural integrity of the ceramic 

and prevent vapor phase oxygen transport through the electrolyte. There is 

also general interest in the production of high density refractory oxides for a 

variety of- technical applications. 

The techniques discussed here have lead to the preparation of fully 

dense YDT bodies that are transparent. This unusual state is difficult to obtain 

in refractory ceramics without introducing significant amounts of impurities. 

The transparent material produced here is largely free of such impurities 

although the small amounts of contaminants that do exist make this material 

inferior to those of lower density for use in galvanic cells. Its properties do how­

ever offer intriguing possibilities for use as a high temperature window to 

confine discharges of reactive gasses. Oreskovich et al. [1] have produced tran­

sparent Y20 3 and YDT by a scheme similar to that used here except that 
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they did not explore the effect of different processing techniques on the 

powder's ability to give transparent material. Transparent alumina (2] is 

currently used in high pressure sodium lamps. 

Several methods exist for producing ceramic powders with particle size less 

than 1 Jlm. They all rely on small particle size precursors that are carefully 

oxidized to form the oxide without increasing the grain size. Two methods 

often used to produce multicomponent powders are controlled hydrolysis 

of metal alkoxides first used by Mazidiyasni, Lynch, and Smith [3] and 

coprecipitation of the metal oxalates [4]. 

4.2 Attempts at Hot Pressing 

Traditionally, highly dense ceramic bodies of cylindrical shape are pro­

duced by hot pressing. Several pellets were prepared by surrounding 

prepressed YDT compacts with boron nitride powder in a graphite die and hot 

pressing at 1400°C for 15 min. The product was very dense but had a dark 

color. Heat treatments in air at 950°C made the samples lose mass, indicat­

ing the presence of a contaminant and not reduced thoria, figure (4-1). Thoria 

reduction would mean that oxidation would occur with an increase in mass. 

The color never completely disappeared even after many days under these 

conditions. 

Rhodes [5] observed similar behavior in hot pressed Zr02 and attributed 

it to carbon contamination from the furnace atmosphere. The form that car­

bon takes in the sample is difficult to say but its presence in the electrolyte 

would be detrimental to the performance of a solid state galvanic cell since it 

could increase the electronic conductivity and short circuit the cell. Rhodes 



argues that carbon could be trapped in the pores of the densifying ceramic in 

the form of gaseous carbon oxides. CO could be produced by residual water 

vapor reacting with the graphite die. CO would disproportionate to C and 

C02 depending on the presence of trace amounts of metals which would 

catalyze the reaction. When oxidized the sample could only lose mass if the C 

diffuses to the surface to react with oxygen because reaction within the 

ceramic would lead to a mass increase. A simple analysis of the mass 

changes in figure ( 4-1) assuming only C diffusing out leads to a diffusivity of 

around 1 X 10-8cm2 /sec at 950°C which is a value not unlike the known 

diffusivity of carbon in similar materials. 

4.3 Optimization of the Oxalate Precipitation Method 

The removal of carbon from the completely dense material would seem 

to be a difficult task since the diffusion path length is quite long. The oxalate 

precipitation method for the preparation of dense YDT has proved to be very 

effective. Carbon present in thorium oxalate is removed by oxidation of the 

thorium oxalate powder, thus the diffusion path length can be made quite 

small. The principle advantage of this technique is that the final partical 

size can be made small to maximize the driving force for densification. 

The starting materials were high purity thorium oxide and yttrium oxide. 

These oxides are very inert toward acid attack but a method was found to 

dissolve 50 to 100 gram amounts in a resonable amount of time. Concen­

trated nitric acid reacts only slowly with Th02 even when heated but when 

catalytic amounts of HF are added the reaction proceeds. The HF seems to 

continually etch the surface of the Th02 increasing the rate of dissolution. 
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The round bottomed pyrex flask containing the powder and acid was attached 

to a water cooled condenser to prevent the escape of HF vapors. This meant 

that an excess of HF was not needed and only a drop or two of 48% HF 

solution was used. No attack of the flask was noted presumably because the 

HF concentration was low and the surface area of the flask compared to the 

powder was small. Too much HF left noticeable crystals of thorium fluoride. 

Solutions were always filtered through a fritted glass disk before the precipi­

tation step. Fifty grams of powder could be dissolved in an hour in 150cc cone. 

HN03 and 50cc distilled water when the flask was refluxed with an electric 

heating mantle. 

An optimization study was carried out to determine a method by which 

high density YDT could be obtained from the nitrate solution prepared 

above. The investigation is shown schematically in figure ( 4-2). The procedure 

divides naturally into five basic operations. The first is copreciptation with 

oxalic acid solution followed by isolation of the resulting thorium and 

yttrium oxalates. The powders must then be dried and oxidized to obtain the 

metal oxides. Sintering is the last step in which the oxide powders are heat 

treated to achieve final density. 

The precipitation reactions were carried out by adding the nitrate 

solution to a quickly stirred 80% saturated oxalic acid solution that exceeds the 

amount needed to preciptate all of the thorium and yttrium by 100%. The 

nitrate solution was added dropwise from a burrette. 

White, et al. [6] noted the strong temperature dependence of particle 

size in thorium oxalate precipitations. Their results suggest that lower tem­

peratures favor the precipitation of smaller crystallites. Nucleation and 
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growth phenomena frequently have such temperature effects since nucleation 

mechanisms are frequently independant of temperature while growth mechan­

isms involve a transport component which increases with temperature. The 

precipitation temperature of early experiments averaged 50°C due to the heat 

of solution of cone. nitric acid. Two changes were made: the nitric acid solu­

tion was brought to a pH of about 4 by addition of cone. NH3 and the pre­

cipitation was carried out in an ice bath. The acidity of the final solution is 

required to prevent the precipitation of thorium hydroxide. The hydroxide 

does form as NH3 is added but is dissolved as the solution is stirred. 

Room temperature thorium oxalate slurries are hard to filter but it was 

discovered that cold solutions could be filtered if care was taken to have a layer 

of distilled water already passing into the Buchner funnel as the slurry was 

added. If the filter paper [7] was just moist, the small particles would creep 

under the paper and prevent a good seal. 

Agglomerates have long been known to play an important role in the 

sintering behavior of ceramic materials. Recently, there has been great 

interest in quantitatively characterizing their effect. This study indicates 

some of the effects of agglomerates but is in no way quantitative. In early 

experiments the wet powder was dried on a hot plate. This lead to large, 

cracked agglomerates that had to be milled with zirconia mixing balls before 

they could be oxidized. Drying with a heat lamp yielded softer, more uniform 

agglomerate that also had to be milled. Samples processed in this way typi­

cally show greater variety in pore size and shape after sintering. They 

include small, spherical pores and large oddly shaped ones as shown in figure 

(4-3). Presumably, the large ones originate from the voids between 

-100-



agglomerates. 

Many of the problems from agglomerates can be eliminated by freeze 

drying the wet slurry. The freeze drier was constructed out of a large liquid 

nitrogen trap for a diffusion pump and the vacuum was supplied by a mechan­

ical pump. The ends of the trap were sealed with appropriately constucted 

flanges so that a 250cc round bottom flask could be fitted to one end and the 

pump to the other. The slurry was placed in the r.b. flask and immersed in 

liquid nitrogen until frozen. The flask could be attached to the bottom of the 

trap and evacuated. The system worked very effectively and could sublime 

75cc of water in 10 to 15hr. A very fine flocculent powder was produced. 

This powder needed no milling or grinding at all. 

The thorium oxalate powder produced by this method is a hydrate with 

the formula [Th(C204h]o.ss[Y(C20 4h.slo. 15·6.8H20 which was determined by 

thermogravimetric analysis. White et al. [6] observe for pure thorium oxalate 

only the dihydrate. They however, dried powders at 115°C before analysis. 

White et al.[6] also note that if oxidized at high temperature too quickly the 

powder may begin to fuse due to the low melting temperature of the hydrate. 

They show SEM micrographs of samples fired in this way that indicate the 

particles fuse creating large voids and making it impossible to obtain high 

green densities. Figure ( 4-2) shows that our experiments also achieved better 

results by first forming the anhydrous oxalate at 300°C and then decomposing it 

at 950°C. 

Experiments indicate that even after 24 hr in air at 950°C as much as 

1% by weight residual carbon is still present in the powder. When sintered 

at 2000°C the reducing power of this carbon creates a high vapor pressure of 
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ThO and the ceramic decomposes. Heating in pure oxygen for several 

hours eliminates this proble.m. 

Cold pressing of the pellets was performed in a 1/2 in. stainless steel die 

without the use of any type of binder. Improper die pressing often resulted in 

rather large defects in the compacted pellet which of course did not disappear 

upon sintering. Rather low loads on the die gave the best results; only 5000 lbr 

applied for several minutes. The rate at which pressure was applied and 

removed was made as slow as possible. The travel of the die's rams was distri­

buted evenly by applying the same load to both the upper and lower ram and 

allowing them both to move freely. Frequently experimenters leave the lower 

ram statically in place which tends to yield uneven compaction. The body of 

the die, charged with powder, was held by hand between the anvils of the 

hydraulic press so that both the upper and lower rams extended out each side of 

the die. As the load was applied and the powders began to compact, the die 

would become locked in place .and would no longer have to be held. The pellet 

was carefully ejected through the tapered end of the die by the use of a V-block 

at that end and applied pressure to the other. Teflon disks cut to fit the bore of 

the die were used several times to see if the quality of the compacts improved. 

The powders were placed between two prepressed Teflon disks (:=::::::: 1/32" thick) 

and compacted in the normal way. This method offered, however, little 

improvement of the samples and was abandoned. The entire pressing operation 

described thus far was performed with the die, rams, and sample inside a sealed 

plastic bag so as not to contaminate the hydraulic press with thorium oxide 

powders. The compacted pellets were prepared for sintering by first scraping off 

the outside of the pellet with a glass slide. This was done in order to minimize 
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contamination from the steel die. 

Sintering was performed in a tungsten resistence furnace made by Centorr 

Associates [8] and a vacuum supplied by an oil diffusion pump with an attached 

L.N. trap. The vacuum and control systems were designed and built at 

M.M.R.D.,L.B.L. This furnace was capable of operating at 2200° C for 

extended periods of time. A high temperature tungsten rhenium thermocouple 

proved to be unreliable for use as a control thermocouple due to the extremely 

high temperatures involved which severely limited its lifetime. Thus tempera­

ture control had to be provided by linear variation in power input. This of 

course meant that set point control yielded a highly nonlinear temperature out­

put. Ramp rates were always chosen with regard to the highest rate of tempera­

ture change between the initial and final set point. The temperature ramp rate 

was such that the soaking temperature was reached after four or five hours 

inorder to minimize thermal stress. 

The sample was supported during sintering by a devise designed to minim­

ize contact with foreign materials. The samples were placed on five vertical 

tungsten wires (0.0625 in. dia.) so that contact was limited to their tips. These 

wires were fixed in position by holes electric discharge machined in a molybde­

num pedestal. Figure (4-4) depicts this devise and its use. The tungsten mesh 

heating element provided a hot zone of about 2 in. in diameter by 3.5 in. in 

length. The heat shields were made from tungsten sheets in a variety of 

thicknesses and surrounded the element on all sides. 

Finally the influence of sintering atmosphere was investigated. It was 

found that the presence of hydrogen greatly improved the final density. For 

safety reasons initial experiments used only nonexplosive mixtures such as 4% 
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H2-Ar until proper modifications could be made to the tungsten resistance 

furnace. It has long been known that a gas insoluble in the lattice will inhibit 

pore shrinkage when it becomes entrapped at the point of pore closure. This 

would indicate that the very small spherical pores in figure ( 4-4) could be 

elliminated if pure H2 was used. Indeed, transparent samples are produced by 

use of a pure H2 atmosphere as is shown in figure (4-5) and figure (4-6). 

X-ray diffraction studies and a correlation of lattice parameter with 

respect to yttrium concentration [1] gives the yttrium concentration to be 17 

mole percent as Y01.5. The theoretical density calculated from this concentra­

tion is 9.1561 gmfcc and means that the bulk densities in figure (4-2) range 

from 94.3% to 99.8% of theoretical. 

4.4 Electrolyte Prepared from Stock Powders 

Material of lower density was prepared directly form the stock powders in 

order to compare with the performance of the high density electrolyte. The 

stock powders were carefully weighed into a small glass vial in the proportion 

(Th02)0.85(Y01.5)0.15• Several small glass beads were added and the top of the 

vial was covered with parafilm and capped. The vial was then mixed on a slow 

speed rotary mixer for several hours followed by removal of the glass beads with 

tweezers. 

The powders were cold pressed in the same way as the material from the 

oxalate precipitation study and as before the pellets were cleaned with a glass 

slide. The sintering conditions of 2000°C under hydrogen were maintained for a 

period of several hours while ramping between temperatures at approximately 

150°C/hr to 250°C/hr. The final density of the pellets varied from 92% to 95% 
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of theoretical density. 

4.5 Performance of Electrolytes 
The criterion we used to screen electrolyte material was performance 

of the cell 

with overall reaction 

The electrodes are composed of oxides with known thermodynamics thus the 

cell emf and temperature coefficient can be predicted. Figure ( 4-7) is a third 

law plot based on the entropy change given in the literature (see chapter 5 ). 

Included in the figure are data from Worrell [9] and from two cells using 

electrolyte prepared from th~ stock oxide powders which were sintered in H2 

to 94% of theoretical density. It is clear from figure (4-7) that electrolytes 

prepared by oxalate precipitation give anomalous temperature coefficients. One 

possible reason for this is that small amounts of residual carbon have increased 

the electronic conductivity to a value that causes polarization of the cell. This 

material can not therefore be used in the galvanic cell experiments. The 

material produced from the stock powders performed well, however, and was 

used in the thermodynamic studies. 
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Figure ( 4-1) 
Mass loss of hot pressed YDT when heated in air at 950° C. 
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Optimization study for preparation of high density YDT by the oxalate precipi­
tation method. 
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Figure (4-3) XBB 867-5545 

Device for holding sample pellets during sintering. The tungsten wires are held 
in place by holes electric discharge machined in the molybdenum base. The 
longer wires on the side help prevent the sample from falling off the shorter 
ones. Note the hole placed in the side which is used as a black body for tem­
perature measurement. 
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Figure ( 4-4) 
XBB 867-5546 

YDT sample, 8.54 gm / cc, as polished (2.5 X) . 
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Figure ( 4-5) 

YDT sample, 9.14 gm/ cc, as polished (25 X). 
are from the underside of pellet. 
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Note sample is transparent: lines 



XBB 867-5543 

Figure ( 4-6) 
YDT sample, 9.14 gmj cc. The letters YDT are typed on the paper underneath 
the pellet. 
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Figure ( 4-7) 
Third law plot for NbO+ 1.25Nb20 4.8=3.5Nb02• Electrolyte prepared by 
oxalate decomposition performs poorly compared with material produced by 
sintering the stock oxides. 
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Chapter 5 

Observations and Conclusions 

5.1 Palladium Alloy and Niobium Oxide Equilibration 

The niobium-oxygen and niobium-palladium binary systems were discussed 

in chapter 1. Our immediate goal is to use the observations presented here to 

sort out how these complicated binary systems interact to form the ternary 

phase diagram. A ternary system is in general more complicated than a binary 

because of an additional degree of freedom allowed by the phase rule. The Pd­

Nb-0 system and its analogs are greatly simplified by the experimental observa­

tion that the solubility of palladium in the oxides is very small. Similarly, the 

solubility of oxygen in the alloys is also very small in all but a few cases. Thus 

the ternary diagram is almost entirely made up of poly-phase regions and all the 

samples presented here can be expected to have at least two phases. 

The multiple phases are clearly seen in optical micrographs of the polished 

samples. Figure (5-l) is the magnified polished surface of sample NB02. It 

possesses grains with a metallic luster as well as those with a dull gray hue. The 

black areas are residual pores. The metallic grains are as, expected, the alloy 

phase which can be easily shown by selective X-ray mapping of the surface or 

by scanning Auger microscopy which is discussed below. Note that this polished 

surface has not been chemically etched. 

For a single degree of freedom the phase rule permits only three phases at 

equilibrium in a ternary system. With the pressure fixed to ambient, our experi-
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ments then fix the temperature to a controlled value. Figure (5-2) is an optical 

micrograph of sample NP03. A metallic phase is present as well as the residual 

pores. The sample also has oxide grains with two different shades of gray when 

illuminated by unpolarized light. Evidence that two different oxides are indeed 

present can be seen in figure (5-3) which represents elemental maps of a surface 

of this sample taken by counting Auger electrons ofspecific energies. The oxy­

gen map shows that there are regions which contain different amounts of oxygen 

within the gray material depicted in the secondary electron image of the same 

area. Secondary electron images do not produce pictures of great contrast, so it 

is difficult to tell if the changes in contrast observed in the optical micrograph 

correspond to regions of different oxygen content. These observations, however, 

do not conflict with the X-ray diffraction results presented below. Figure (5-3) 

also shows that the oxygen content in the alloy must be small. This is confirmed 

by comparison of the Auger spectrum obtained from the alloy taken during con­

tinuous sputtering (see figure (5-4)). The Auger spectrum for the oxide phase is 

shown for comparison. Energy dispersive X-ray analysis also confirms that the 

amount of palladium dissolved in the oxide is below the detection limit. 

The number of oxide phases in the samples can in many cases be deter­

mined as above by using optical microscopy. The task is not always easy, 

because the lower oxides of niobium are very metallic in appearance. Figure (5-

5) is an optical micrograph of sample NP08. This sample also has three phases, 

where one of the gray oxide phases is clearly present along with two phases that 

are metallic in appearance. The large cubic grains, however, are not those of an 

alloy phase, but are NbO crystallites which are very similar to the crystallites 

found in the starting NbO material. One of the reactants used in the prepara-
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tion of this sample was NbO along with niobium and palladium powder. The 

reactants and number of oxide phases determined by optical microscopy are 

listed in table (5-I) for each of the Pd-Nb-0 samples. 

Optical microscopy does not yield much information on which oxide or 

alloy phases are present in a sample but it is an important tool because 

knowledge of the number of phases is a great help in understanding the compli­

cated X-ray diffraction patterns generated by these polyphase samples. The 

niobium oxides between Nb02 and Nb20 5 form several homologous series which 

have over one hundred atoms per unit cell. The intricate patterns in which the 

atoms are arranged produce many planes which will diffract X-rays. The powder 

patterns are further complicated by lines from other phases, thus one must be 

able to superimpose patterns from these phases in order to completely charac­

terize the samples. Fortunately the crystal structures of all the phases we are 

concerned with are known in sufficient detail to allow their detection in the 

samples. Thus the crystal stuctures of the alloys discussed in chapter 1 can be 

used to generate theoretical powder patterns which can be superimposed on pat­

terns of the pure oxides. Assignment of the lines observed in the sample's 

powder pattern can then be made by comparison. The procedure used to calcu­

late these patterns is discussed in Appendix 1. 

Inspection of the X-ray patterns of all the NP samples shows that they 

may be classified into groups that show related peaks. Samples NP08, NP09, 

and NP 10 show identical patterns except for slight changes in the relative inten­

sities of some of the lines. The upper three traces in figure (5-6) are a part of 

the patterns for these three samples taken with CuKo radiation. Note that there 

is a one to one correspondance for all the peaks. The lower trace in figure (5-6) 
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is the pattern for a sample of NbO and Nb02 that had been equilibrated in the 

same way as the NP samples. Disregarding the change in relative intensity of 

the NbO and Nb02 lines, all the oxide peaks can be found in the traces above. 

One must conclude that both oxides are present in these samples. Further evi­

dence is found in the optical microscopy results shown in table (5-I). Two oxide 

phases were observed in each of these samples. The changes in relative intensi­

ties of the two oxide lines reflects the fact that they are in different volumetric 

proportion. 

There are lines present in the sample patterns of figure (5-6) that do not 

correspond to lines in the binary oxide sample. These lines are, of course, those 

of the alloy phase. Comparison with the calculated patterns of Appendix 1 

showsonly those of the NbPd2 phase are consistent with these extra peaks. The 

position and relative intensity of the lines for the NbPd2 phase are superim­

posed on the binary oxide pattern at the bottom of the figure. This is done by 

drawing lines where the maxima to the peaks would be expected with heights 

representative of the relative intensity of the reflections. The complete assign­

ment of all the lines in the sample patterns are presented in table (5-II). 

The composition measurements confirm that the alloy phase in the samples 

above is indeed NbPd2• The EDAX results for all the NP samples are presented 

in table (5-III). The NbPd2 phase in samples NP08, NP09, and NP10 are found 

to have niobium mole fractions of 0.333 ±0.001, 0.325 ±0.003, and 0.323 ±0.004 

respectively. All these compositions seem to be the same within the experimen­

tal error of the method. 

The optical, X-ray, and composition results all indicate that samples, 

NP08, NP09, and NP10 represent compositions in the ternary phase diagram 
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for which three phases are in equilibrium, i.e. NbO, Nb02, and NbPd2• The 

temperature was fixed during the heat treatment so that at equilibrium the con­

centrations in each of the three phases is fixed. and is independent of the start­

ing materials used to prepare the samples. This is the case as long as the overall 

composition lies within the ternary phase envelope. This last point is illustrated 

by the three samples just discussed. Sample NP08 was prepared from niobium, 

palladium, and NbO powders, while NP09 and NPlO used Nb20 5 and Nb02 

respectively instead of the monoxide. Thus the fact that this ternary phase 

region is independent of reactants provides a check that equilibrium is being 

attained. 

The diffraction pattern for NP07 is considerably simpler than those dis­

cussed above and is depicted in the upper trace of figure (5-7). This is consistent 

with the results from optical microscopy which indicate that the sample has a 

single oxide phase. The lower trace in figure (5-7) is the pattern for the stock 

Nb02 material. The similarity between these lines and many in the sample's 

pattern is unmistakable. Superimposed on the lower trace is the synthesized 

pattern of NbPd2, again, which match the rest of the reflections in NP07's pat­

tern. The complete assignment of the reflections in this pattern is given in table 

(5-IV). Reference to table (5-111) confirms that the composition of the alloy 

(niobium mole fraction 0.327 ±0.007) is near that corresponding to NbPd2• 

A different set of three samples which have identical patterns is shown in 

the three upper traces of figure (5-8). Two of the samples, NP04 and NP06, 

were prepared from niobium, palladium, and Nb20 5 powders while the third, 

NP05, was prepared from just palladium and NbO powders. The X-ray patterns 

reveal that the single oxide phase observed by optical microscopy is again 
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Nb02• The lower trace in figure (5-8) is the Nb02 pattern which matches many 

of the reflections in the other patterns. There are many extra lines, however, 

which do not correspond to the NbPd2 reflections seen in the pattern for NP07. 

Superimposed on the lower Nb02 trace is the calculated pattern for 

beta-NbPd3, which clearly confirms this compound's presence in these samples. 

The assignments of the observed reflections for the samples are presented in 

table (5-V). 

Samples NP04, NP05, NP06, and NP07, are two-phase systems and as such 

have an extra degree of freedom over samples that are three-phase. This means 

that for the given equilibration temperature the compositions in each terminal 

phase can be varied. There must, however, be a one to one correspondence 

between the composition in one phase and that in the other. This relationship is 

frequently referred to as the tie lines between the two phases. Thus, different 

two-phase samples only have identical terminal phases if the overall composi­

tions of the two samples lie on the same tie line. The homogeneous range of 

Nb02 is so small that composition changes have negligible effect on the lattice 

constants for the phase so that no change is detectable by X-ray diffraction. The 

NbPd3 compound though is known to have a relatively large homogeneous 

range. Giessen et al. [1] observed this phase from 23 to 26 atomic percent 

niobium while NbPd2 supports only a small amount of nonstiochoimetry. This 

accounts for the difference in measured niobium concentrations for samples 

NP04, NP05, and NP06, which are 0.252 ±0.005, 0.242 ±0.002, and 0.236 

±0.003 respectively. 

Optical microscopy indicates that there are two oxide phases present in 

sample NP03 while only one was observed in NP01 and NP02. The overall 
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compositions in the samples are such that they allow one to guess that the 

oxides present would be those between Nb02 and Nb20 5• The phase in equili­

brium with oxygen saturated Nb02 is thought to be the monoclinic form of 

Nb120 29• Schaffer et al. [2] made early observations of this as well as Marucco 

[3] and later Naito et al. [4]. Nb120 29 has also been prepared in an orthorhombic 

form [5], but the equilibrium phase appears to agree with the work of Noriri [6] 

on a monoclinic single crystal. This fact is confirmed by comparing the powder 

pattern of a sample consisting of saturated Nb02 and Nb120 29, prepared from 

Nb02 and Nb20 5, to a pattern of pure Nb02 and a calculated powder pattern 

from the crystal structure determined by Norin [6]. The patterns shown in 

figure (5-9) are in excellent agreement. 

The X-ray pattern of sample NP03 is compared, in figure (5-10), with the 

pattern generated above for Nb02 and Nb120 29• The lines match perfectly when 

the reflections corresponding to fcc palladium are added. The palladium solid 

solution range, as discussed in chapter 1, is quite large, so that the measured 

concentration of 0.135 ±0.004 is consistent. 

The patterns for samples NP01 and NP02 are identical and similar in 

appearance to that for NP03, but carefull examination of the patterns shown in 

figure (5-11) indicates that they are indeed different. There are slight shifts in 

the positions of some of the stronger reflections and the appearance of some new 

lines. There is good agreement with the powder pattern observed by Gruehn 

and Norin [7] shown in figure (5-12) for the phase Nb02 .483• Naito et al. [4] indi­

cate that this is the only equilibrium phase between Nb120 29 and Nb20 5 at 

1000°C. Many of the other phases that exist at higher temperature in this 

region are known to have X-ray patterns that are very similar to one another, 
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thus assignment of the phases in this region is very difficult. 

The upper two traces in figure (5-13) are the patterns for NP14 and NP15. 

Reflections from NbO appear in the patterns and are shown in the sythesized 

' pattern at the bottom of the figure. Giessen et al. [1] have shown that the lat­

tice constant for bee niobium changes from a value of 3.307 angstroms at pure 

Nb to 3.242 at 25 atomic percent palladium which is a much greater change 

than the variation in lattice parameter in the palladium solid solution. Our 

measurements yield a lattice parameter of 3.27 angstroms. This accounts for the 

shift in the positions of the niobium (110) and (200) reflections in NP14 and 

NP15's patterns but this does not explain· the many weak lines that have 

appeared. These lines do seem to fit the positions of reflections observed by 

Greenfield and Beck [8] for the tetragonal a phase of Nb3Pd2• The estimated 

intensities of these lines at the positions their work indicated are also shown at 

the bottom of figure (5-13). The assignment of two metal phases does not 

conflict with the composition measurements which lie between the compositions 

of the two phases and seem to scatter much more than the expected experimen­

tal error. This scatter is a result of randomly analyzing one or more grains of 

the two different phases. 

Sample NPll has reflections for both the a phase and NbO as shown in 

figure (5-14). The bee niobium lines have disappeared, while those of the NbPd2 

phase now are unmistakably present. Thus this sample also has two metallic 

phases, Nb3Pd2 and NbPd2• The composition measurements again offer confor­

mation since the 0.557 ±0.063 mole fraction measured is intermediate to these 

phases and scatters even more wildly than measurements for NP14 and NP15 

since the difference in composition of the two phases is greater. 
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The samples richest in niobium were difficult to characterize. The X-ray 

diffraction patterns for NP12 and NP13 indicate that they contain bee niobium 

and NbO but the composition measurements for these samples seem to scatter 

more than the error expected for the method. Closer inspection of the X-ray 

pattern for NP12 shows that there are two weak lines present at positions 

corresponding to the strongest lines of Nb02• Thus it is safe to conclude that 

this last sample has not reached eqilibrium. The liquidus temperature is known 

to rise rapidly from 1520° C at palladium saturated bee niobium to the melting 

point of pure niobium at 2471° C [1]. A general rule is to try to equilibrate 

alloys at a temperature at least three quarters of the melting point in order to 

reach equilibrium in a finite amount of time. Thus these samples may not be 

able to equilibrate at the soaking temperature of 1000° C. 

Table (5-VI) summarizes the phase assignments for the NP samples and 

their overall atomic composition calculated from the amounts of starting 

materials used. It is a trivial matter to construct the ternary phase diagram at 

1000° C from the information in this table. The diagram consistent with it is 

shown in figure (5-15). 

The inclusion of the a phase conflicts with the most recent phase diagram 

study on the Nb-Pd system [1] but has been observed by other investigators [8). 

Giessen et al. [1] suggest that it may be stabillized by a variety of impurities. 

Their experiments show that small amounts of tantalum or vanadium will pre­

cipitate the a phase in Nb-Pd alloys, but they also say that carbon or oxygen 

will not. The presence of tantalum is difficult to exclude in our experiments 

since niobium frequently contains small amounts of it. The two ores are found 

together in nature and are difficult to separate in processing. The other 
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possiblity is that what we have observed is not the a phase at all but a new ter­

nary compound containing only a small amount of oxygen. Such compounds 

have been observed . in analogous systems, such as Nb5Pt30 [9] and 

Nb0.519Ir0.2960 0.185 [10]. The lines defining the phase boundaries in this region 

are shown as tentative because the issues discussed above can only be resolved 

by a detailed study of this small region of the diagram. 
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5.2 Rh-Nb-0, Pd-Ti-0, and Rh-Ti-0 Equilibration 

Many of the difficulties experienced in preparing the Nb-Rh EDAX stan­

dards occured in the preparation of rhodium-niobium oxide samples. Initially 

trial samples were made in order to investigate the length of soaking period 

needed to reach equilibrium. The stock rhodium powder had not been classified 

for these test samples, so that it contained many agglomerates of particles in 

the 50 to 100 micron range. Figure (5-16) is an electron micrograph of one of 

these large grains in a sample that had been heated under vacuum for two days 

at 1225° C followed by seven days at 1000° C. Superimposed on the photo is a 

trace representing the intensity of niobium La X-rays as a function of position 

through the alloy grain. Note that there are two regions of different niobium 

concentration within this grain. The region of low niobium concentration is the 

rhodium solid solution and the higher is the NbRh3 intermetallic phase. 

The presence of the two alloy phases is not in itself a problem since these 

phases are in equilibrium in the binary system, but more careful analysis reveals 

that a niobium concentration gradient exists in the NbRh3 phase. Figure (5-17) 

is a plot of the concentration of niobium averaged over 12 by 12 micron regions 

across the face of the grain pictured in figure (5-16). The graph indicates that 

there is as much as a 3 atomic percent drop in niobium concentration across the 

NbRh3 phase. Thus this sample cannot be in thermodynamic equilibrium. The 

niobium diffusion coefficient in rhodium must be substantially smaller than that 

in palladium solutions because of the fact that rhodium's melting point is four 

hundred degrees greater than palladium's. This is the reason that the palladium 

samples equlibrated much more easily than the rhodium samples. 
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The rhodium powders used in samples NR01 to NR07, TR01 and TR02 

were classified before use with a .2 mm sieve to help deagglomerate the starting 

material. This seemed to decrease the time required to reach equilibrium. 

The reactants and number of oxide phases determined by optical micros­

copy are listed in table (5-VII) for all the Rh-Nb-0 samples as well as the Rh­

Ti-0 and Pd-Ti-0 samples. Also included in the table are their overall atomic 

compositions and alloy compostions. The identities of the oxides detected by X­

ray diffraction are also presented in this table. 

The Rh-Nb-0 samples of interest are those with two oxide phases, NR01 

and NR05. It is clear from figure (5-18) that the two oxide phases in sample 

NR05 are NbO and Nb02• This figure is a small section of the X-ray pattern for 

the sample as well as a pattern for a sample of just the two oxides. The X-ray 

pattern for NROl shows significant amounts of Nb120 29, while only very weak 

lines for Nb02 (see figure (5-19)) are present. This is consistent with the optical 

microscopy results, which show only a small volume percent of the second oxide 

phase. The overall composition and the assignment of one of the oxides to 

Nb120 29 and the measurement of a 21 atomic percent alloy forces one to con­

clude that the second oxide is indeed Nb02 since any other choice would not be 

consistent with the overall mass balance of the sample. The phase diagram com­

patible with these the assignments for the NR samples is shown in figure (5-20). 

Kleykamp [19] studied the rhodium rich portion of this diagram and found very 

similar results. 

Samples TR01, TR02, and TP01 were designed to yield three phases upon 

equilibration. This was accomplished by weighing out the correct proportions of 

two oxides such that the overall composition would lie in a two phase region of 
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the binary Ti-0 system. A small amount of palladium or rhodium was added to 

this powder and then mixed well before hot-pressing. The small atomic percent 

of platinum group metal could not significantly change the relative amounts of 

the two oxides. 

Figure (5-21) contains the X-ray patterns for TR01 and TP01 as well as a 

pattern for a sample containing only TiO and Ti20 3• All the reflections for the 

two oxides are present in the samples, but the small volume percent of the alloy 

prevents complete identification of any intermetallics that may be present. The 

reflections that are not those of the oxides do, however, coincide with the 

strongest reflections expected for rhodium or palladium alloys. 

5.3 Galvanic Cell Measurements 

The first galvanic cell experiments were performed with electrodes 

composed entirely of two oxide phases, specifically, 

(cell-I) 

These experiments allowed us to check the reliability of our measurements since 

the voltages could be compared with those measured by other investigators. 

This cell's performance was not as good as those that had an alloy-oxide sample 

as one of the electrodes. When used at temperatures above 1000° C the voltage 

measured quickly degraded and the cell became unusable. It did work, however, 

at lower temperatures than the alloy-oxide cells since steady voltages were 

measured after several hours at temperatures as low as 800° C. 

The measured voltages as a function of temperature for two cells of type I 

are presented in figure (5-22) and are fit by 
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t:1(mv) = 199.6 + 0.054T(°K) (5-1) 

The separate runs agree very well and depart from the linear fit by only several 

millivolts out of 260 mv. Worrell's [12] measurements for a type I cell are also 

plotted in figure (5-22). He assigned an error of 10 mv to each of these points 

since the EMF varied with the flow of inert gas though the cell container. Varia­

tion with flow rate was not noted in our experiments. His measurements are, 

however, consistently higher than ours. Nonetheless, our results are in excellent 

agreement with Worrell's when one considers that they only differ by 5 mv out 

of 265 mv. 

The Nb-Pd-0 samples used in the galvanic cell measurements were 

prepared by referring to the phase diagram that was constructed in the alloy­

oxide equilibration experiment. The proportion of reactants was chosen so as to 

yield a single oxide phase and alloy phases with niobium concentrations from 

that in NbPd3 down to one atomic percent. The reactants and heat treatments 

used for the samples are described in table (5-VIII). All but the last of these 

samples was prepared especially for use as electrodes, with special care not to 

contaminate them before the cell experiment. Sample NP23 was obtained from 

NP04, which had previously been used in the oxide-alloy equilibration study. 

Before use as an electrode, however, it was heated under vacuum for 24 hrs at 

1150° C to insure that the specimen was dry. The procedures discussed below to 

identify the phases present in the electrode were performed after the samples 

were used in the cell experiments. 

The annealling temperatures were not limited to 1000° C, particularly for 

samples with only a small amount of niobium metal as a reactant. These sam-
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pies, with relatively isolated grains of niobium, have greater diffusion distances 

over which to equilibrate. Unfortunately, these samples also have the greatest 

palladium activity, which means palladium loss due to vaporization is greatest 

in these samples. The largest palladium loss was in sample NP16 which 

decreased in mass by 6%. The vapor pressure of palladium at 1400° C is known 

to be 2.7X10-8 atm [11]. The Langmuir equation may be used to estimate the 

amount of mass loss expected over the period of six days. This calculation yields 

0.003 gm/cm2 while the total mass lost was 0.083 gm. The sample had a 

superficial area of 3 cm2 but because it was not completely dense it is not 

unreasonable to assume that the total area was between 5 and 10 cm2• The 

entire surface area, of course, is not available for vaporization since the partial 

pressure of palladium within the porous body will be near its equilibrium value 

and thus only grains near the surface will contribute to the vaporization area. 

This still yields a lower loss than that measured but it is the correct order of 

magnitude. 

Even with a 6% change in the mass of NP16 there is only a slight effect on 

the concentration expected in the alloy. Originally its reactants were weighed 

out to give one atomic percent of niobium in the alloy. From the known 

amounts of reactants and the loss of 0.083 gm Pd, one can calculate that the 

expected final composition should be a niobium mole fraction of 0.024. This is 

close to the measured final mole fraction of 0.030±0.007. Thus although the 

mass loss was large in sample NP16, it has little effect on our experiments since 

we measure the composition of the alloy by EDAX after the heat treatment. 

Note also the mass loss quickly diminishes as the niobium concentration in the 

alloy increases due to the expected drop in palladium activity. 
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X-ray diffraction reveals that ~ample NP23 still retains the Nb02 and 

NbPd3 phases present in sample NP04. Examination of this pattern and that for 

NP22 which are presented in figure (5-23) reveals that it also has reflections 

that are attributed to the NbPd3 phase. The EDAX measurements on NP22, 

however, scatter between 18 and 22 atomic percent niobium which indicates 

that there are two alloy phases in this sample; NbPd3 and saturated palladium. 

Giessen et al. [1] also find that these alloys are in equilibrium with one another 

at temperatures below 1300° C. Saturated palladium's presence is difficult to 

confirm by X-ray diffraction since the palladium reflections lie very close to 

those of NbP d3• 

The X-ray patterns shown in figure (5-24) indicate that the phases present 

in samples NP20 and NP21 are Nb02 and palladium solid solution. NP20 has 

an alloy of 13.9 atomic percent niobium while NP21 has 16.8%. The alloy con­

centrations found in samples NP20, NP21, and NP22 are in agreement with the 

phase diagram in figure (5-15), which shows that Nb02 is in equilibrium with 

alloys between 0.134 and 0.33 mole fraction niobium. 

The single oxide present in samples NP16, NP17, and NP18 is the monoc­

linic form of Nb20 5• Small sections of their X-ray patterns are shown in figure 

(5-25) where they are compared with the reported positions and intensities of 

reflections of Nb20 5 [12]. The patterns are very similar to those observed from 

Nb02.483 but the positions of the strongest reflections are measurably different. 

NP19 does show the reflections for Nb02.483, which is consistent with the results 

for NP01 and NP02. These samples have an alloy composition very close to that 

in NP19 and are in equilibrium with the same oxide. 
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The cells used to measure the partial molar Gibbs energy of niobium in 

samples NP16 to NP23 all used the the Nb02,Nb20 4_8 reference electrode. In 

addition NP16 was measured again against an Fe,Fe0_950 reference electrode to 

check for thermodynamic consistency. 

The cells using the niobium oxide reference electrodes can be classified into 

three types. The first uses samples in which the alloy is in equlibrium with 

monoclinic Nb20 5• Thus samples NP16, NP17, and NP18 were used in cells of 

the type 

(cell-II) 

The cells with electrodes NP16, NP17, and NP18 functioned sluggishly, 

especially NP17, which could only be made to work properly between 878° C 

and 968° C. Below this temperature range a steady and reproducible E:MF was 

achieved only after several hours. The two regions were distinguished, however, 

by the lower region having an EMF with an abnormally large temperature 

coefficient. The region at higher temperature had a low temperature coefficient 

which is characteristic of cells with overall reactions involving only solids and 

thus have small changes in entropy. Presumably, below a critical temperature 

the electrode kinetics are too slow to counter the increasing effect of electronic 

conduction in the electrolyte. The EMF in the upper region is linear in tempera­

ture, see figure (5-26), for all these cells and can be fit to the following equations 

ENP16(mv) = 167.5 + 0.046T (1120-1270° K) 

ENP17(mv) = 151.5 + 0.022T (1150-1240° K) 

ENp18(mv) = 213.3- 0.045T (1145-1275° K) 
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The experiment with sample NP19 uses a cell of the second type since the 

alloy in this electrode was not in equilibrium with Nb20 5 but was shown above 

to contain Nb02.483• In order to maintain similarity with the equations that will 

be derived for the cells of type II, we will regard this compound as Nb20 4.966• 

The cell is described by 

(cell-III) 

The EMF measurements for this cell, see figure (5-26), may be fit to the follow­

ing expression 

€Np19(mv) = 134.2- 0.047T . (1225-1305° K) (5-5) 

The third type of cell that used an Nb02,Nb20 4.8 reference electrode was 

, that for samples NP20, NP21, NP22, and NP23. The cell configuration is writ­

ten 

(cell-N) 

The cell using the NP21 electrode was run a second time after replacing 

the reference electrode and electrolyte to check the reproducibility of the meas­

urements, which agree within a millivolt. Figure (5-26) also includes the results 

for these cells. Their voltages are fit by the following expressions 

fNP2o(mv) = -10.1- 0.022T (1160-1275° K) 

fNP2 1(mv) = -34.3- 0.032T (1230-1285° K) 

fNp 22(mv) = -30.0- 0.058T (1170-1270° K) 

fNP23(mv) = -201.4- 0.027T (1180-1255° K) 
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An experiment was repeated on electrode NP16 using a Fe,Fe0.950 refer­

ence electrode so that the resulting cell configuration was 

(cell-V) 

The voltage fit the expression 

ENP16,Fe-Feo.
95

0(mv) = -13.2 + 0.056T (5-10) 

This cell had only marginal performance and only seemed to operate well in the 

range between 930° C and 1000° C. In addition a slight discoloration at the iron 

electrode electrolyte interface was noted when the cell was disassembled. This 

was undoubtedly the YFe03 reaction product that Meschter [13) describes as 

occuring at this interface when the cell temperature is above 800° C. The 

amount of this phase was not enough to be detected by X-ray diffraction. 

Meschter [13] observed that its presence makes the measured EMF slightly 

lower than the thermodynamic voltage that should be generated. Bullard [14] 

reasons that the magnitude of this decrease depends on the ionic transference 

number of the ternary oxide. It will be shown later that the voltage generated 

by cell V was indeed slightly low but the derived partial molar Gibbs energy for 

niob'ium is within experimental error of that derived from the cell of type II. 

5.4 Results for Thermochemical Quantities 

The ternary diagrams that were determined in sections 5.1 and 5.2 can now 

be used to calculate the partial molar Gibbs energy in the alloys at those com­

positions terminating ternary phase regions in which two of the phases are 

oxides. Regions that fulfill this condition are 
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NbO-Nb02-Rh(xNb=0.36)' 

TiO-Ti203-Pd(xn=0.36)' 

Nb02-Nb1202g-Rh(xNb=0.21) 

TiO-Ti20 3-Rh(xn=O.SI) 

The equilibrium between Nb02 and Nb20 4.8 fixes the niobium activity by 

the following equation 

(5-11) 

At equlibrium the Gibbs free energy change for the reaction must be zero, thus 

(5-12) 

where .D.GNb is the partial molar Gibbs energy of niobium in equilibrium with 

the two oxides . .D.Gt(Nb20 4.8) and .D.Gt0 (Nb02) are the Gibbs energy of forma-

tion of the two oxides which were shown in chapter 1 to have values of -311200 

calfmole and -135660 cal/mole respectively at 1000° C. Substitution of these 

values into equation (5-12) results in a .D.GNb of -35.9 kcal/mole. 

The partial molar Gibbs energy is related to the activity and the activity 

coefficient by the definition 

(5-13) 

Substitution of the compositions of the samples in equilibrium with both Nb02 

and Nb20 4.8 gives for a niobium-palladium solution at 1000° C, 

log101'Nb(xNb=O.I35) = -5.30, while for rhodium solution log101'Nb(xNb=o.21) = -5.47. 

Note that the activity of niobium has been reduced over five orders of magni-

tude from that which one would expect in an ideal solution of the two metals. 

The niobium activity is fixed in samples with NbO and Nb02 by the reac-

tion 

2Nb0 = Nb02 + Nb (5-14) 
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so that the partial molar Gibbs energy of niobium is given by 

(5-15) 

The Gibbs energy of formation of NbO is -72880 cal/mole, as given in chapter 

1, so that the partial molar Gibbs energy in equilibrium with NbO and Nb02 is 

-10.1 kcal/mole at 1000° C. The resulting activity coefficients are 

log1o'"YNb(xNb=0.333) = -1.26 for the palladium solution and 

log10'"YNb{xNb=0.36) = -1.30 for rhodium solution. Thus, in a relatively small 

composition range the activity coefficents have changed four orders of magni­

tude. This is an indication that the character of the solution is changing 

dramatically in this composition range. 

The equilibrium of TiO and Ti20 3 fixes the titanium partial molar Gibbs 

energy at 1000° C to a value of -22.6 kcal/mole by the reaction 

(5-16) 

Equation (5-13) then gives for the titanium activity in palladium solution 

log10'"YTi(xn=0.36) = -3.44 and in rhodium solution log10'"YTi(x~1=0.51)=-3.5g. 

The high temperature galvanic cell experiments had the advantage that the 

voltage generated could be used to calculate the partial molar Gibbs energy of 

niobium in alloys that were in equilibrium with only one oxide. In addition they 

allowed the evaluation of ~GNb at several temperatures. 

The overall reaction for a type I cell is 

(5-17) 

Multiplication of the EMF data -nF results in the Gibbs energy for this reaction 

as a function of temperature. The number of equivalents in equation (5-17) is 
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two, so using equation (5-1) gives 

A.G(cal/mole) = -g2Q6- 2.50T(°K) (5-18) 

Worrell [12] did the same with his data and by weighting measurements from 

temperatures above 1200°K over lower temperatures measurements he arrives at 

A.G(cal/mole) = -11150- 1.38T(°K) 

The intercept and slope of equations (5-18) and (5-1g) differ significantly even 

though the numerical values of A.G are in good agreement over the temperature 

range of the experiment. This is because of temperature dependent errors, which 

may vary between investigators. These differences are common among high tem­

perature thermodynamic data and indicate that second law estimates of A.H 

and AS must be used with caution for most reactions. 

·The technique most frequently used to check for temperature dependent 

errors and to obtain accurate heats of reaction is the third law method [15]. The 

Gibbs energy function, gef, calculated from calorimetric measurements or by 

estimation, is used to calculate A.H2~8 for each of the equilibrium measurements. 

This scheme is equivalent to obtaining the entropy change for the reaction by 

independent means and calculating a A.H for each A.G measured. The advan­

tage is that a heat of reaction is obtained for each measurement and not by 

fitting all of them to obtain just one. Secondly, estimates of the entropy change 

of a reaction can be made quite accurately so that even when calorimetric data 

is lacking one can reliably use the third law method. If there are no temperature 

dependent errors A.H2~8 will be independent of temperature. The free energy 

function for all the oxides in equation (5-17) were presented in chapter 1 and 

may be used to calculate A.gefO as a function of temperature for this reaction. 
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Each of the EMF measurements gives a value of ~G0 which may then be used 

in 

~H~8 = T(~G0/T + ~gefO) (5-20) 

Figure (5-27) is the third law plot for the data of the cells of type I and from 

Worrell [12]. The calculated value of ~H2~8 changes by by 0.3 kcal/mole over 

the temperature range where the experiments were conducted, which is con­

sidered quite good for high temperature galvanic cell experiments. The average 

value of ~H2~8 is -15.7±0.2(kcal/mole) for our measurements while Worrell's 

gives -16.1±0.1. 

The overall reaction for a cell of type II is 

(5-21) 

The Gibbs free energy change for the reaction is related to the standard Gibbs 

energy change by the equation 

(5-22) 

where ~GNb is the partial molar Gibbs free energy of niobium the alloy oxide 

electrode. ~G0 at any given temperature is calculated by reference to the ther­

mochemical data for the reactants and products in their standard states (see 

chapter 1). The Gibbs energy functions, gefO, were used to calculate ~G0 

because of the ease of interpolating them between reference temperatures. The 

change in the Gibbs energy function for this reaction between 1100°K and 

1400°K is approximated by 

~gefO(cal/deg/mole) = 9.178- 3.897X10-3T (5-23) 
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and ~H2~8 is 34500 cal/mole. Substitution of ~G = -nFt: into equation (5-22) 

and using the relation ~ G0 = ~H2~8-T ~ge£0 gives 

~GNb = 1.25(-nFt:- ~H~8 + T ~ge£0) (5-24) 

Equation (5-21), as written, has four equivalents so that n equals 4 in (5-24) and 

it may be used to calculate ~GNb at any temperature an EMF measurement is 

made on a cell of type II. 

Rather than substitute (5-2), (5-3), or (5-4) into equation (5-24) the indivi­

dual measurements were substituted so that the scatter resulting from variation 

in voltage may be appreciated from a plot of ~ GNb versus T, shown in figure 

(5-28). The curves are very linear and fit to these expressions 

~GNb(NP16) (cal/mole) = -54500- 6.33T 

~GNb(NP17) (cal/mole) = -53720- 2.70T 

~GNb(NP18) (cal/mole) = -60630 + 4.85T 

(5-25) 

(5-26) 

(5-27) 

Cell V can be used to check the thermodynamic consistency of our meas­

urements. Its overall cell reaction is 

(5-28) 

so that the partial molar Gibbs energy of niobium is given by 

(5-29) 

Equation (5-28) is for four equivalents so that with the known thermodynamics 

of the oxides and the voltage of cell V we can evaluate ~GNb· Meschter et al. 

[13] report that the Gibbs energy of formation of Fe0.950 is can be evaluated 
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from 

~Gf0(Fe0.950)(cal/mole) = -63120 + 15.45T (873-1633°K) (5-30) 

At 1000° C, equations (5-29) and (5-30) yield -60 kcalfmole for ~GNb in sample 

NP16, while equation (5-25) gives -62.5 kcalfmole. The agreement between the 

two values is not excellent but is close to the experimental uncertainty. The 

difference is understandable considering the presence of YFe03 at the 

electrolyte-electrode interface which will lower the EMF generated by the cell. 

The cell of type Ill has an overall cell reaction, which when written for four 

equivalents, is 

0.402Nb20 4.966 + 5Nb02 = 2.5Nb20 4.8 + 0.805Nb(Pd) (5-31) 

The Gibbs energy function and heat of formation of Nb20 4.966 are not known 

explicitly, so they were estimated by a linear interpolation between those 

assigned to Nb20 4.8 and Nb20 5• This results in 

~gefO(cal/degfmole) = 9.338- 3.960X10-3T (5-32) 

and the ~H~8 is 34500 calf mole for reaction (5-31 ). Then as before the .partial 

Gibbs energy of niobium is simply related to the measured EMF by 

~GNb = (-nF€- ~H2~s + T~gef0)/0.805 (5-33) 

Direct substitution of the measurements was made into equation (5-33) so 

that the points for this cell could be plotted in figure (5-28). A fit of these points 

yields 

~GNb(NP19) (cal/mole) = -50480 + 4.62T (5-34) 
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Cells of type N have the overall reaction 

(5-35) 

which is based on four equivalents. The change in the Gibbs energy function 

from the thermochemical values in chapter 1 is 

~gefO(cal/deg/mole) = 12.323- 5.315X10-3T (5-36) 

and the ~H2~8 is 42900 cal/mole. The partial molar Gibbs energy of niobium is 

then related to the measured E:MF by 

(5-37) 

Each E:MF measurement was substituted directly into equation (5- 37) with 

the results depicted in figure (5-28). The partial molar Gibbs energies of 

niobium for these samples are fit by 

~GNb(NP20) (cal/mole) = -34210 + 1.52T 

~GNb(NP21) (cal/mole) = -31170 + 1.79T 

~GNb(NP22) (calfmole) = -32620 + 4.79T 

~GNb(NP23) (cal/mole) = -17050 + 1.78T 
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5.5 Discussion 

The specific interactions between solute and solvent are best described by 

the niobium partial Gibbs energy in excess of that expected by a perfect solu­

tion. The excess partial molar Gibbs energy is the difference between the partial 

molar Gibbs energy and the configurational Gibbs energy obtained upon per­

fectly random mixing. Thus the expressions for AGNb in section 5.4, can be 

used to derive the excess partial molar Gibbs energy of niobium, AGNi,, from 

the equation 

(5-42) 

When this is applied to equations (5-25,26,27), (5-34), and (5-38,39,40,41) the 

following equations are derived in cal/mole 

XNb = 0.03 AGNb = -54500 + 0.64T (5-43) 

XNb = 0.037 AGNi, = -53720 + 3.86T (5-44) 

XNb = 0.067 AGNb = -60630 + 10.2T (5-45) 

XNb = 0.104 AGNb = -50480 + 9.12T (5-46) 

XNb = 0.139 AGNb = -34210 + 5.44T (5-47) 

XNb = 0.171 AGNi, = -31170 + 5.30T (5-48) 

XNb = 0.18 AGNb = -32620 + 8.19T (5-49) 

XNb = 0.22 AGNb = -32620 + 7 .49T (5-50) 

XNb = 0.255 AGNb = -17050 + 4.49T (5-51) 
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Equations (5-49) and (5-50) were both obtained from equation (5-40), since at 

equilibrium the partial molar Gibbs energy of niobium in saturated palladium, 

xNb = 0.18, must equal that at the lower phase boundary of NbPd3, 

xNb = 0.22. The results for the alloys in equilibrium with NbO,Nb02 and 

Nb02,Nb120 29 can be used to calculate ~G:Nb at 1000° C at niobium mole frac­

tions 0.333 and 0.135 respectively. The partial molar Gibbs energies of -10.1 and 

-35.9 kcal/mole yield niobium excess partial molar Gibbs energy of -7.3 

kcal/mole at xNb = 0.333 and -30.8 kcal/mole at xNb = 0.135. 

The partial molar enthalpy and excess partial molar entropy are related to 

the excess partial molar Gibbs energy by ~Gixs = Hi-TSixs· Inspection of equa­

tions (5-42) through (5-51) reveals that the partial molar enthalpy tends to a 

less negative value with increasing niobium concentration. The uncertainty of 

the temperature coefficient in these equations makes it difficult to derive any 

trends in the partial molar entropy. Kubaschewski [16] has shown that for a 

wide variety of metallic solutions, the partial molar enthalpy and excess partial 

molar entropy at high dilution are approximately related by 

Hi= (3400±1400° K)Sixs. This relation is understood by considering that for 

solutions where there are large specific interactions. between the solute and sol­

vent there is a reduction in the lattice vibration contribution to the entropy. At 

higher concentration of the solute there is an additional tendency toward order­

ing because the solute atoms wish to surround themselves with solvent atoms. 

Thus, for the partial molar enthalpies in the equations (5-25) to (5-41 ), an excess 

partial molar entropy of the order of -10 cal/degfmole is not unreasonable. 

The activity coefficient, defined by equation (5-13), is plotted in figure (5-

29) for the results of the galvanic cells at 1000° C. The .activity coefficients for 
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the alloys in equilibrium with two oxides are also plotted in this figure. It is 

clear that the activity coefficient will decrease over nine orders of magnitude 

when a small amount of niobium is dissolved in palladium at 1000° C; this effect 

is a manifestation of the extremely strong bonds that are being formed upon 

dissolution. The curve in figure (5-29) is roughly sigmoidal, with steepest des-

cent at mole fractions between 0.10 and 0.15. A plot of acid activity as it is 

titrated by a base also has such a sigmoidal shape thus the curve in figure (5-29) 

represents the titration of a metal acid, niobium, by a metal base, palladium. 

The curve, of course, is not continuous as it is in aqueous acid-base titration 

curves because the two solid metals are not completely miscible in all propor-

tions. 

The simplest model to describe the behavior of the palladium solid solution 

is the quasichemical type [17] 

(5-52) 

where w is the interaction parameter. The data derived above indicate that w is 

not at all constant but is a strong function of concentration, which indicates 

that the character of the bonding in solution is changing rapidly as niobium is 

added. If one approximates this change in w as a linear function of xNb the 

result is at 1000° C 

~GNb(kcal/mole) 
-----

2
-- = -61.8 + 156.1xNb 

(1 - XNb) 
(5-53) 

Thus the interaction parameter changes from -62 kcal/mole at infinite dilution 

to -34 kcal/mole in saturated fcc palladium. 
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The .6.GNb of approximately -62 kcalfmole at infinite dilution of niobium 

can be compared to the substantially more negative value, -84.1 kcal/mole, for 

zirconium at infinite dilution in palladium which was obtained by Schaller [18]. 

This observation is entirely consistent with the Lewis acid-base model discussed 

in chapter 1. Zirconium, with a nuclear charge one less than niobium, has more 

expanded d-orbitals and one more vacant d- orbital; thus it can function as a 

better acid. The more negative value of zirconium's excess partial Gibbs energy 

reflects its enhanced ability to accommodate palladium's nonbonding electron 

pairs. 

Kleykamp [19] performed high temperature galvanic cell experiments on 

the niobium-rhodium system. The excess partial molar Gibbs energy of niobium 

at infinite dilution in rhodium was found to be -48 kcal/mole, which is much 

more postive than the -62 kcal/mole we have observed in palladium solution. 

Palladium has one more valence electron than rhodium and therefore has one 

additional nonbonding pair available for Lewis base bonding. Clearly the elec­

tron pair used at infinite dilution in the palladium solution forms a stronger 

bond to niobium than rhodium forms with niobium at infinite dilution. 

Figure (5-30) is a graph of log10'"YNb for both palladium and rhodium solu­

tions. The data from figure (5-29) has been reproduced here, and superimposed 

are the results from our rhodium-niobium oxide experiments as well as the 

activity coefficients derived from Kleykamp's [19] EMF experiments for 

niobium-rhodium alloys. A slight irregularity does appear in Kleykamp's results; 

the niobium activity coefficient in the 0.069 niobium mole fraction alloy appears 

to be smaller than the activity coefficient at his 0.023 mole. This could only 

occur if there was a two phase region between the two samples. The Nb-Rh 
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phase diagram reported by Ritter et al. (20) shows that fcc rhodium exists to a 

niobium mole fraction of 0.13. It is not impossible, however, that a new 

intermetallic has gone undetected. The analogous Ti-Pt and Zr-Pt systems do 

form intermetallics rich in platinum that are roughly assigned the compostion 

TiPt8 [21) and ZrPt8 (22). 

Figure (5-30) offers new insight on the strength of bonds formed with 

different nonbonding pairs. At low niobium concentration the activity of 

niobium at the same mole fraction is seen to be lower in palladium than in rho­

dium solution, as discussed above for the case of infinite dilution. At higher 

niobium concentration, however, the reverse is true. Rhodium is a stronger base 

at high niobium concentration while palladium is stronger at low niobium mole 

fraction. This behavior can be accounted for by several contributing effects 

described in the context of the Lewis acid-base theory. 

The two electron pairs of palladium cannot be expected to have the same 

bonding ability. Just as with normal polyfunctional bases, the basicity of the 

second base pair is reduced from that of the first. This difference in transition 

metal bases stems in part from the crystal field effect. As discussed in chapter 1, 

when an atom is placed in the nonspherically symmetric field of a crystal lattice 

site, the d-orbitals split in energy. The outermost d-orbitals can be used most 

effectively in normal covalent bonds to neighboring atoms. These bonds are 

more stable than the acid-base bond because a bond formed where both atoms 

donate an electron will naturally be more stable than a bond where both elec­

trons are donated by a single atom. Thus the nonbonding electron pairs are 

delegated to the least exposed of the of the five d-orbitals in the base. All things 

being equal, the single nonbonding orbital of rhodium would have the same 
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basicity as the innermost of palladium's two non bonding pairs. The other pair 

of palladium should be a much more effective base than the innermost pair since 

it is more exposed and better able to overlap with orbitals on neighboring 

atoms. 

The situation is complicated by the increase in atomic number on going 

from rhodium to palladium. The increasing nuclear charge contracts the orbitals 

of the base and thereby decreases the ability of nonbonding pairs to overlap 

with orbitals on adjacent atoms. This is the effect that eventually makes silver 

and gold such poor bases. Thus the innermost of palladium's two nonbonding 

orbitals must be a poorer base than the single nonbonding pair of rhodium. Fig­

ure (5-31) diagramatically expiains the combination of the two effects. The non­

bonding orbital on rhodium is drawn so that it is intermediate in extent to the 

two nonbonding pairs on palladium. 

The unrefined Lewis acid-base interpretation of these transition metal solu­

tions uses a greatly simplified picture of how electrons are distributed between 

the atoms. Much of the electron density that is said to be donated via d-orbitals 

from the base to the acid· may actually be offset by polarization of the bond 

toward the base and movement of electron density back toward the base 

through other orbitals. The latter mechanism is similar to the "back bonding" 

observed in metal carbonyls in which electron density donated through the a 

orbitals of the CO ligands is back donated to CO's 11" orbitals by symmetrically 

correct orbitals on the metal. Thus, the actual charge on any of the metal 

atoms will never vary appreciably from zero. To the extent that such charge 

transfer does occur, the electronegativity of the constituent atoms will play a 

role in polarizing the bonds that are formed back toward the more 
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electronegative atom. Polarization will weaken the bonds that are formed. Pal­

ladium is more electronegative than rhodium: thus, if Nb-Pd solutions and Nb-

Rh solutions have the same amount of back bonding, the Nb-Pd bond will be 

weaker than the Nb-Rh bond, all other things equal. 

The behavior of the two titration cutves in figure (5-30) is completely 

explained by the combination of the these effects. At low niobium concentra-

tion, the presence of both of the nonbonding orbitals on palladium serve to 

make it a better base than rhodium. At higher niobium concentration 

palladium's nonbonding pair most available for bonding has been saturated so 

that the solution appears to be one of niobium atoms and palladium atoms 

already associated with niobium. The nonbonding pair available under these 

conditions is the least in bonding ability so rhodium is the better base. 

The Ti-Pd and Ti-Rh systems show the same behavior at high titanium 

concentration. Samples TPOl and TROl both contained TiO and Ti20 3 so that 

the titanium activity was fixed to the same value. Rhodium contains 51 atomic 

percent titanium while palladium contains 37 for this same titanium activity. 

Thus again at higher concentratio~s of the acid, rhodium is a better base. 

The base activity must decrease as the acid concentration builds. Although 

our experiments do not measure palladium activity directly, the Gibbs-Duhem 

equation may be used to calculate how it changes with niobium concentration. 

The Gibbs-Duhem equation in differential form for a binary solution is written 

(5-54) 

which, when integrated by parts from pure component 1 to a mole fraction of x2 
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of component 2, gives 

(5-55) 

Equation (5-53) may be substituted into (5-55) to give the palladium activity 

coefficient out to saturated fcc palladium at 1000° C. The calculated excess par-

tial molar Gibbs energy of palladium is -3.7 kcal/mole at 0.18 mole fraction 

niobium and 1000° C. A resonable value for the excess entropy is -3 to -5 

cal/degfmole so that .6-Gpd at 1515° K is -3 to -2.5 kcal/mole. This compares 

well with the the palladium partial pressure measurement performed by Gibson 

[23], who calculated an excess partial molar Gibbs energy of -2.2 kcal/mole for 

this alloy at 1515° K. 

The partial molar Gibbs energies of niobium and palladium in saturated fcc 

Pd must be equal to those in the lower phase boundary of the NbPd3 interme-

tallic. This boundary has the composition of NbPd3.55• The Gibbs energy of for-

mation for this phase is calculated from the two partial molar quantities. This 

gives a value of -41.5 kcal/mole at 1000° C or -9.1 kcalfg.atom. Kleykamp's 

results [19] indicate that .6.Gt(NbRh3.55) equals -47±1 kcal/mole at 1000° C, 

which again reflects the fact that rhodium lowers the activity of niobium more 

than palladium at these concentrations. It is important to realize the meaning of 

basicity strength depends on context; deciding which species is a better base 

depends on whether the definition is based on the integral Gibbs energy or one 

of the individual partial molar quantities. One would have concluded that palla-

dium was the better base at this composition if the decision was based solely on 

the activity of palladium, because the calculated value of .the partial molar 

-147-



Gibbs energy of palladium, -4.2 kcal/mole, is more negative than that calcu­

lated for rhodium, -0.3 kcal/mole, at xNb __; 0.22. The difference of niobium 

activity in the two solutions, however, far outweighs the lower palladium 

activity when one calculates the Gibbs energy of formation. This is a particu-

larly important consideration when the bonding ability of the different species 

changes so drastically with composition. 

5.6 Conclusions 

The titration curves for Nb-Pd and Nb-Rh solutions have been used to 

resolve the different contributions of the two electron pairs on palladium. The 

lower activity of niobium in dilute Nb-Pd solutions reflects the presence of the 

extra electron pair of palladium and this orbital's enhanced basicity is attri-

buted to crystal field splitting. The lower activity of niobium at high concentra-

tions in rhodium solution is a result of the increased nuclear charge on palla-

dium, which decreases the ability of its second electron pair to be used in acid-

base bonding. 

The results of these experiments have clearly illustrated the relative impor-
' 

tance of number of bonding orbitals, crystal field splitting, and increasing 

nuclear charge in rhodium and palladium alloys. All the observations are com-

pletely consistent with the Lewis acid-base concept applied to transition metal 

alloys. This work has been another step in a continuing effort to turn what is 

now a qualitative theory used to predict trends in the stabilities of alloys into 

one that is quantitative. These experiments were a successful step in this direc-

tion because the activity of one of the constituents was measured as a function 

of composition, thereby resolving the extent of the acid-base interaction. Future 
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studies should address similar measurements on related alloys of the transition 

series such as V-Pd, V-Rh, Zr-Pd, Zr-Rh, and completion of the titration curves 

for Ti-Pd and Ti-Rh. 
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Table 5-I 

Optical Microscopy Results for the NP Samples 

Sample Reactants Number of 
Oxide Phases 

NP01 Nb,Pd,Nb20 5 1 

NP02 Nb,Pd,Nb20 5 1 

NP03 Nb,Pd,Nb20 5 2 

NP04 Nb,Pd,Nb20 5 1 

NP05 Pd,NbO 1 

NP06 Nb,Pd,Nb20 5 1 

NP07 Nb,Pd,Nb02 1 

NP08 Nb,Pd,NbO 2 

NP09 Nb,Pd,Nb20 5 2 

NP10 Nb,Pd,Nb02 2 

NPll Nb,Pd,NbO 1 

NP12 Nb,Pd,Nb02 1 

NP13 Nb,Pd,NbO 1 

NP14 Nb,Pd,NbO 1 

NP15 Nb,Pd,NbO 1 
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Table 5-II 

Assignment of Reflections in Figure (5-6) 

d values are in angstroms. Intensities, I, are in percent of maximum. 
28 values are given for Cu Ka radiation. 

See [24] for NbO and Nb02 powder data. 
Powder data for NbPd2 is derived in Appendix 1. 

NbPd2 Nb02 NbO NP08 NP09 NP10 

d d d d d d 
(hkl) 28 {hkl) 28 (hkl) 28 28 28 28 

I I I I I I 

4.160 4.203 4.203 4.184 
100 21.3 21.1 21.1 21.2 

50 30 32 25 
3.42 3.412 3.415 3.409 

400R 26.1 26.1 26.1 26.1 
100 11 32 13 
3.21 3.194 

321 27.8 27.9 
30 2 

2.946 2.975 2.973 2.965 
110 30.2 30.0 30.0 30.1 

50 26 54 54 
2.54 2.546 2.542 2.535 

222,520R 35.3 35.2 35.3 35.4 
80 10 39 21 

2.416 2.427 2.428 2.422 
111 37.1 37.0 37.0 37.1 

50 100 100 86 
2.292 2.289 2.289 2.283 

101 39.3 39.3 39.3 39.4 
100 91 87 62 

2.267 2.268 2.275 2.263 
031 39.8 39.7 39.6 39.8 

96 77 37 45 
2.095 2.102 2.102 2.098 

200 43.1 43.0 43.0 43.1 
100 75 100 100 

1.991 1.988 1.911 1.987 
130 45.6 45.6 45.5 45.6 

65 49 13 20 
1.943 1.943 1.944 1.939 

002 46.8 46.7 46.7 46.8 
30 46.7 46.7 46.8 

1.873 1.882 1.881 1.878 
210 48.5 48.3 48.4 48.4 

50 10 11 14 
1.754 1.751 1.753 1.748 

622R,650 52.2 52.2 52.1 52.3 
80 9 28 10 

1.712 1.713 1.719 1.717 1.714 
800R 53.5 211 53.4 53.3 53.3 53.4 

50 50 4 18 26 
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Table 5-111 

EDAX Measurements on the 
Alloy Phase in the NP Samples (xNb) 

NP01 NP02 NP03 NP04 NP05 

0.100 0.101 0.134 0.254 0.244 
0.104 0.103 0.140 0.250 0.244 
0.105 0.101 0.139 0.244 0.239 
0.100 0.101 0.131 0.250 0.242 
0.100 0.103 0.131 0.252 
0.102 0.100 0.135 0.253 

0.260 

NP06 NP07 NP08 NP09 NP10 

0.237 0.322 0.333 0.325 0.317 
0.238 0.322 0.333 0.328 0.324 
0.238 0.337 0.333 0.326 0.326 
0.231 0.327 0.331 0.322 0.325 

NPll NP12 NP13 NP14 NP15 

0.503 0.777 0.920 0.645 0.618 
0.566 0.792 0.905 0.667 0.667 
0.561 0.731 0.873 0.649 0.625 
0.571 0.754 0.881 0.626 0.683 
0.531 0.796 
0.516 
0.668 
0.511 
0.659 
0.484 
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Table 5-IV 

Assignment of Reflections in Figure (5-7) 

d values are in angstroms. Intensities are in percent of maximum. 
28 values are given for Cu K,. radiation. 

See [24] for Nb02 powder data. 
Powder data for NbPd2 is derived in Appendix 1. 

NbPd2 Nb02 NP07 

d d d 
hkl 28 hkl 28 28 

I I I 

3.42 3.418 
400R 26.1 26.0 

100 72 
3.21 3.202 

321 27.8 27.8 
30 3 

2.54 2.541 
222~520R 35.3 35.3 

80 93 
2.422 2.421 

440 37.1 37.1 
50 6 

2.341 2.350 
521 38.5 38.3 

20 3 
2.292 2.288 

101 39.3 39.4 
100 63 

2.267 2.265 
031 39.8 39.8 

96 100 
1.991 1.991 

130 45.6 45.5 
65 18 

1.943 1.943 
002 46.8 46.7 

30 14 
1.897 1.894 

640,213 48.0 48.0 
20 4 

1.754 1.753 
622R,650 52.2 52.1 

80 42 
1.712 1.711 

BOOR 53.5 53.5 
50 27 
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Table 6-V 

Assignment or Reflections in Figure (5-8) 

d values are in angstroms. Intensities are in percent or maximum. 
28 values are given Cor CuKa radiation. 

See [24] ror Nb02 data. 
Powder data Cor ~NbPd8 is derived in Appendix 1. 

~NbPd8 Nb02 NP04 NPOS NP06 

d d d d d 
hkl 28 hkl 26 28 26 26 

I I I I I 

3.42 3.417 3.409 3.415 
400R 26.1 26.1 26.1 26.1 

100 100 32 28 
3.21 

321 27.8 
30 

2.54 2.543 2.539 2.541 
222,S20R 35.3 35.3 35.3 35.3 

80 80 24 35 
2.422 2.417 2.411 2.419 

440 37.1 37.2 37.3 37.2 
so 16 4 6 

2.351 2.341 2.350 2.352 
211 38.3 521 38.5 38.3 38.2 

34 20 4 3 
2.282 2.283 

022 39.5 39.4 
48 28 

2.267 2.263 2.262 2.262 
006 39.8 39.8 39.8 39.8 

92 91 100 100 
2.252 

212 40.0 
91 

2.137 2.135 2.133 
023 42.3 42.3 42.3 

51 9 6 
2.112 2.111 2.108 2.108 

213 42.8 42.8 42.9 42.9 
100 9 4 12 

1.973 
024 46.0 

30 
1.954 1.952 1.941 1.952 

214 46.5 46.5 46.8 46.5 
58 2 7 20 

1.897 
640,213 48.0 

20 
1.754 1.753 1.751 1.752 

622R,6SO 52.2 52.1 52.2 52.2 
80 58 17 27 

1.712 1.709 1.707 1.711 
800R 53.5 53.6;53.6 53.5 

so 20 s 7 
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Table 5-VI 

Results for Palladium-Niobium Oxide Equilibration 

Composition Phases Present (xNb alloy) 
Sample Reactants 

Xpd XNb xo {See Table 5-Vlb) 

NP01 Nb,Pd,Nb20 5 0.306 0.223 0.471 Nb02.483,Pd(0.103) 

NP02 Nb,Pd,Nb20 5 0.307 0.222 0.471 Nb02.483,Pd(0.103) 

NP03 Nb,Pd,Nb20 5 0.292 0.250 0.458 Nb02,Nb12029,Pd(0.135) 

NP04 Nb,Pd,Nb20 5 0.181 0.320 0.498 Nb02,,8-NbPd3(0.252) 

NP05 Pd,NbO 0.382 0.309 0.309 Nb02,,8-NbP d3( 0.242) 

NP06 Nb,Pd,Nb20 5 0.338 0.295 0.366 Nb02,,8-NbPd3(0.236) 

NP07 Nb,Pd,Nb02 0.246 0.323 0.430 Nb02,NbPd2(0.327) 

NP08 Nb,Pd,NbO 0.282 0.421 0.297 NbO,Nb02,NbPd2(0.333) 

NP09 Nb,Pd,Nb20 5 0.181 0.429 0.390 NbO ,Nb02,NbP d2( 0.325) 

NP10 Nb,Pd,Nb02 0.155 0.437 0.409 NbO,Nb02,NbPd2(0.323) 

NPll Nb,Pd,NbO 0.169 0.543 0.288 NbO,a-Nb3Pd2,NbPd2 

NP12 Nb,Pd,Nb02 0.035 0.538 0.427 NbO,Nb(0.770) 

NP13 Nb,Pd,NbO 0.041 0.669 0.291 NbO,Nb(0.896) 

NP14 Nb,Pd,NbO 0.300 0.600 0.100 NbO,Nb(sat ),a-Nb3Pd2 

NP15 Nb,Pd,NbO 0.248 0.649 0.103 NbO,Nb(sat ),a-Nb3Pd2 

-157-



Table 5-VII 

Results for NR, TR, and TP Samples 

Sample Reactants Composition 
Phases Present (xNb orTi alloy) 

XRb orPd XNb orTi xo 

NR01 Rh,Nb02,Nb20o 0.050 0.300 0.650 Nb02,Nbt202o,Rh(0.21) 

NR02 Rh,NbO ,Nb20 5 0.294 0.255 0.451 Nb20 5,Rh( 0. 20) 

NR03 Rh,Nb,Nb02 0.300 0.300 0.400 Nb02,Rh(0.22) 

NR04 Rh,Nb,NbO 0.348 0.551 0.101 NbO,Rh(0.56) 

NR05 Rh,NbO,Nb02 ·0.099 0.401 0.500 NbO,Nb02,Rh(0.36) 

NR06 Rh,Nb,NbO 0.200 0.552 0.248 Nb0,Rh(0.56) 

NR07 Rh,Nb02,Nb20o 0.150 0.250 0.600 Nb20 5,Rh(0.07) 

TR01 Rh,Ti,Ti20a 0.030 0.436 0.534 TiO,Ti20 3,Rh(0.51) 

TR02 Rh, Ti20 3, Ti02 0.032 0.380 0.588 ? ,Rh(0.27) 

TP01 Pd,TiO,Ti20a 0.028 0.438 0.534 TiO ,Ti20 3,Pd(0.36) 
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Table 5-VIII 

Summary of Preparation and Characterization of Electrodes 

Starting Mass EDAX 

Sample 
Materials Annealing Change Measurements Product 

on alloy 
(wt%) Temp (wt%) 

phase (xNb) Phases 

Pd(51.9) 0.03 Nb20 5, 

NP16 Nb(l.O) 6dy 1130C -6 0.03 
Pd(s.s.) 

Nb?.Os( 47.1) 0.02 
Pd(54.9) 0.039 

NP17 
Nb(2.5) 8dy 1020C -1.8 

0.037 Nb20 5, 

Nb20 5( 42.6) 0.036 Pd(s.s.) 
0.034 

Pd(53.5) 0.069 

NP18 
Nb(4.1) 

3dy 1090C -1.7 
0.066 Nb20 5, 

Nb20 5(42.4) 0.065 Pd(s.s.) 
0.067 
0.102 

Pd(51.4) 0.098 Nb02.483' 
NP19 Nb(6.1) 3dy 1090C -1.3 0.106 Pd(s.s.) 

Nb20 5( 42.5) 0.102 
0.112 

Pd(41.2) 0.140 

NP20 
Nb(6.4) 

6dy 1130C -2.0 
0.139 Nb02, 

Nb02(52.4) 0.137 Pd(s.s.) 
0.141 

Pd(37.7) 0.171 

NP21 
Nb(5.9) 

6dy lOOOC -0.2 
0.168 Nb02, 

Nb02(56.4) 0.166 Pd(s.s.) 
0.177 
0.212 
0.183 

Pd(37.2) 0.221 Nb02, 

NP22 Nb(8.1) 6dy 1000C -0.2 0.185 Pd(s.s), 
Nb02(54.7) 0.194 ,B-NbPd3 

0.226 
0.187 
0.185 

NP23 NP04 24hr 1150C -0.0 see NP04 Nb02, 
,B-NbPd3 
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XBB 867-5548 
Figure (5-l) 
Optical micrograph of sample l\TF02 , as polished at 400 X using uupolari zed 
light. Note the presence of the light grey area which is the alloy and a single 
dark grey area; the blac k areas are voids . T he clark grey mate ri a l is the oxidE' in 
equilibrium with the alloy. 
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XBB 867-5540 

Figure (5-2) 
Optical micrograph of sample NP03, as polished at 400 X using unpolarized 
light. Besides the alloy and voids there are two areas of medium grey which are 
grains of two different oxides. 
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XBB 86 7-5541 
Figure (5-3) 
E lectron micrographs of NP03 at 1000 X. The uppe r photo is t.lie secondary 
electron image of the surface while the lower two micrographs are Auger elec· 
tron maps of the same area. The bottom micrograph maps the presence of 
Auger electrons with energy corresponding to pnllndium while the middle maps 
that. of oxygen. The palladium mnp clearly shows that. the li ght area in the 
SEM image is the alloy. The oxide regio n shows ;wens o f two different conccn· 
t. rations o f oxygen corresponding to t he two diffe rent. oxides. 
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Figure (5-4) 
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Auger electron energy derivative spectrums for different phases of NP13. The 
upper spectrum is for the alloy phase which shows no significant amounts of 
oxygen while the spectrum for the oxide does not indicate the presence of palla­
dium. 
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Figure (5-5) 
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XBB 867-5549 

Optical micrograph of NP08 (800 X). The large cubic grains are NbO crystal­
lites. The darker grey grains are Nb02 . 
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Figure (5-6) 
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TWO - THETA (DEGREES) 

-- XBL 868-2926 --

XRD patterns for NP08, NP09, and NPlO using Cu(K0 ) radiation. The lower 
trace is a sample of NbO and Nb02 in equilibrium. The calculated positions and 
relative intensities of NbPd2 are included in the lower pattern. 
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Figure (5-7) 
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XRD pattern for NP07 using Cu(Ka) radiation. The lower pattern is that for 
pure Nb02 and that calculated for NbPd2• 
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XRD patterns for NP04, NP05, and NP06 using Cu(Ka) radiation. The lower 
pattern is that for pure Nb02 and that calculated for ,B-NbPd3 • 
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Figure (5-9) 
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XRD pattern of a sample containing Nb02 and Nb20 4_8• The lower pattern is 
that for pure Nb02 and the calculated pattern for the monoclinic form of 
NbizOzg· 
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Figure (5-10) 
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XRD pattern of sample NP03. The lower pattern is that from a sample contain­
ing Nb02 and Nb120 29 • Superimposed on the lowere pattern is the calculated 
pattern for fcc palladium. 
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A small portion of the XRD pattern for samples NPOI, NP02, and NP03. Note 
that the patterns for NPOl and NP02 are identical while that for NP03 is 
different. 
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Figure {5-12) 
XRD patterns for samples NPOl and NP02. The synthesized pattern below is 
that reported by Gruehn et al. [7] for Nb02483• 
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The complicated patterns for NP14 and NP15 are compared with the syn­
thesized patterns for NbO, bee niobium, and a-Nb

3
Pd
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The XRD pattern for sample NPll is compared to the synthesized patterns for 
NbO, a-Nb3Pd2, and NbPd2• 
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XBL 868-2935 

Figure (5-15) 
The Nb-Pd-0 phase diagram at 1000° C deduced from the results of the oxide 
equilibration study. The circles represent the overall compositions of the sam­
ples used in this study which are tabulated in table 5-VI. The lines delineate 
the various phase regions uniquely determined by the phases found in the sam­
ples and the phase rule. The dashed lines indicating the presence of the C7 phase, 
represent the controversial nature of its stability. 
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Figure (5-16) XBB 867-5544 

Scanning electron micrograph (580 X) of a Rh-Nb-0 sample where the rhodium 
starting material had not been classified. The line across the center of the photo 
is a trace representing the intensity of Nb(La) X-rays emitted as a function of 
position across the center of the large alloy grain . T here is clearly a change in 
niobium concentration across the grain. 
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Figure (5-17) 
The average compositions measured by EDAX in 12X4 J-Lm2 regions across the 
Nb-Rh grain shown in figure (5-16). These measurements were made by con­
secutive 300 sec counts every 12 J-Lm across the midline of the grain. The con­
centration profile clearly shows the presence of two alloy phases and a concen­
tration gradient across the NbRh3 phase. 
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Figure (5-18) 
XRD pattern of sample NR05 compared with a pattern from a sample contain­
ing NbO and Nb02• 
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XRD pattern for NROl compared with a pattern from a sample containing 
Nb02 and Nb 120 29• 
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Figure (5-20) 
The Nb-Rh-0 phase diagram at 1000° C consistent with the results from the 
NR samples. The overall compositions of these samples are shown as points 
within the phase diagram. 
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Figure {5-21) 
The XRD patterns for samples TPOl and TROl compared with the pattern from 
a sample which contains TiO and Ti20 3• The pattern reported in the JCPDS 
file for each of these oxides is included below the lowest pattern. The slight 
differences in thses patterns can be attributed to the different alloy reflections. 
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Figure (5-22) 
The voltage measured versus temperature is depicted above for the cell 
NbO,Nb02/YDT /Nb02,Nb20 4.8• The points represented by circles and squares 
were obtained by Worrell [12]. His error results from changes in voltage when 
the inert gas flow to the cell was changed. Voltage variation was not observed in 
our measurements. 
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XRD patterns for electrodes NP22 and NP23 compared with the pattern for 
pure Nb02 and that calculated for ,8-NbPd3• 
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Figure (5-24) 
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XRD patterns for electrodes NP20 and NP21 compared with the pattern for 
pure Nb02 and that calculated fcc Pd. 
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Figure (5-25) 
XRD patterns for electrodes NP16, NP17, and NP18 compared with the pattern 
reported for monoclinic Nb20 5• 
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Figure (5-26) 
Voltage measured for each of the alloy-oxide electrodes versus temperature (°K). 
Each of these cells used the Nb02,Nb20 4.8 reference electrode and the YDT 
electrolyte. 
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Figure (5-27} 
Third law plot for the reaction NbO + 1.25Nb20 4.8 = 3.5Nb02• The points 
represented by circles and squares were from two cells in our experiments while 
those described with error bars were derived from the results of Worrell [12]. 
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Figure (5-28) 

The partial molar Gibbs energy of niobium in palladium solution derived from 
the galvanic cell measurements. The numbers refer to the mole fraction of 
niobium in the alloy. 
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Figure (5-29) 
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The niobium-palladium titration curve at 1000° C is shown above. The results 
from the galvanic cell measurements are filled cll-cles and the results of the 
oxide equilibration study are rings. The discontinuities occur because the two 
metals are not miscible in all proportions. 
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Figure (5-30) 
This figure compares the titration curves for Nb-Pd and Nb-Rh solutions. The 
rings are the points shown in figure (5-30) for the Nb-Pd titration. The filled 
blocks are derived from Kleykamp's experiments while the filled circles are from 
our oxide equilibration study on Nb-Rh alloys. 
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Figure (5-31) 
This is a schematic illustrating the effect of a crystal field on the relative ease of 
bonding of the five d-orbitals. Note also the contraction of the orbitals due to 
the increased nuclear charge on Pd. 
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Appendixl 

Calculation of X-ray Powder Diffraction Patterns 

The assignment of a crystal's space group and unit cell dimensions can be 

made by measuring the positions of X-ray diffraction lines and by noting sys­

tematically absent reflections. Frequently, a unique assignment of the space 

group cannot be made by powder X-ray diffraction so that one must use the 

precession method on single crystals~ Once the sp3:ce group and lattice constants 

have been assigned it is a simple matter to determine which reflections will be 

present in the powder pattern and their positions. The simple presence or 

absence of a reflection is not all that we would like for their assignment since 

the reflection intensities may vary greatly. 

The assigned space group is a classification of the symmetry elements of a 

crystal but frequently the atoms may arrange in a variety of fashions and still 

retain the correct elements of symmetry. Their exact positions are determined 

by measurement of the intensity of the reflections present in the diffraction pat­

tern. 

X-rays are scattered by electrons of the individual atoms that make up the 

·crystal. The scattering power of an atom is a function of its atomic number. 

The scattered waves from other atoms constructively reinforce only in directions 

in which the path lengths of the. waves differ by an integral number of 

wavelengths. Bragg[l] envisioned this condition as scattering from planes of 

atoms separated by a distance, d, in a direction related to the incident direction 
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by the famous Bragg equation. The scattering power of~ plane and the inten­

sity of its diffraction line is related to the number of atoms in that plane as well 

as their atomic numbers. The problem of determining the ~tomic positions in a 

crystal structure must be solved by single crystal measurements for all but the 

simplest of crystals. 

The intensities of the lines in the X-ray powder pattern may be calculated 

from information obtained by single crystal studies and/or making knowledg-

able estimates of atom positions. Additional corrections must be· made to 

account for various geometrical considerations inherent to the powder method 

and the angle dependence of scattering efficiency. All these effects are usually 

expressed by the following equation 

(AP-1) 

where I is the relative intensity of the reflection with Bragg angle () and the fac-

tors j and F will be discussed below. 

The first trigonometric term is the so called polarization factor. The 

incident unpolarized X-rays interact with the electrons of an atom so that they 

oscillate in the plane perpendicular to the incident direction. These vibrating 

charged particles emit photons in all directions. The photons are, however, 

polarized since those scattered in a direction () have their horizontal component 

of the oscillation unchanged while the vertical is shortened. The intensity in the 

scattered direction is proportional to the sum of the squares of these two vee-

tors, thus it must decrease with increasing 8. This effect was first worked out by 

J.J. Thomson ·in his early studies on the dynamics of charged particles. 
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The second trigonometric factor in equation (AP-1) is the Lorentz factor, 

which corrects for several effects. The most important contribution is that not 

all the power put into the diffracted beam is exactly at the Bragg angle. It is 

distributed over a small range about the Bragg condition, the breadth of which 

is a function of angle so that the measured peak intensity decreases as this 

range increases. This term also includes a second component that is due to the 

statistics of randomly oriented crystals. The X-rays diffracted from a poly­

crystalline sample are directed into cone-shaped regions since there are always a 

number of crystals in the sample with the correct orientations that are axially 

distributed. If a particular cone has its radiation spread over a small angle, fJ(), 

only those crystals. oriented · correctly to diffract into this envelope will contri­

bute to the diffracted intensity. Thus the set of normals to the diffracting Bragg 

planes will also trace out a cone of angular breadth, M. The area that this cone 

traces out on a sphere with unit area is the probability of finding a crystal in 

the sample with the proper orientation. This probability is a function of angle 

since the area subtended will change with angle. It is easy to see that the proba­

bility decreases as the Bragg angle increases so that the intensity of the 

diffraction peak will correspondingly decrease. 

The F and j terms in equation (AP-1) represent the effect of crystal struc­

ture on the intensity. The multiplicity factor, j, accounts for the statistics of 

planes with equivalent d spacing. Several crystal systems have a number of sets 

of planes with different orientations but having the same d spacing. As an 

example consider the cubic system, which has planes with Miller indices (111), 

(111), (111), and (111) that have different orientations yet have the same d spac­

ing. There are, however, only three of the d spacing of the (100) plane, i.e. 
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(100), (010), and (001 ). Thus the probability that the {111} planes will have the 

correct orientation is greater than that of the {100} planes so that the intensity 

of the { 111} reflection will be correspondinly higher all other things being the 

same. 

The structure factor F, as its name implies, is the term representing the 

effect of symmetry, atom type, and position in the crystal. It is usually calcu-

lated by treating each of the atoms in the unit cell as individual scatterers of 

X-rays. The net scattering of the unit cell is found by summing these individual 

contributions, in a way that accounts for both the amplitude and phase of the 

component waves. This summation is most conveniently carried out by treating 

F as a complex number made up of component waves from the individual 

atoms. 'l'he magnitude of these components is given by the atomic scattering 

factor of the atom considered. The phase relation between the component waves 

is determined by the atomic positions in the unit cell. The equation for F then 

becomes a summation over all atoms of the unit cell, 

F ~ f 2'1ri(hx0 + ky0 + IZn) 
hkl = LJ ne (AP-2) 

n=l 

where fn is the atomic scattering factor for atom n, which is the ratio of the 

amplitude of the wave scattered by atom n to that scattered by an electron. 

The phase difference of the component waves depends on the direction of the 

diffracted beam and the atomic positions and is the dot product of the k vector 

for the reflection (given by Miller indices h,k, and I) and the position vector of 

the atom, n. This position vector has components that are the fractional coordi-

nates of the atom in the unit cell. Thus, if the atom positions are known, the 

powder pattern may be calculated by use of equations (AP-1) and (AP-2). 
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These equations were used to calculate_ the powder patterns expected for 

the intermetallics in the Nb-Pd phase diagram, as well as that for the monoc­

linic form of Nb120 29• Atomic scattering factors at discrete values of x = sinO /'A 

were obtained for niobium and palladium from [2]. These values were fit to the 

following equations to ease computer calculation of the patterns. 

fNb = 41.510-52.984x+10.605x2+29.175x3-16.454x4 

fpd = 46.497-55.628x+3.467x2+40.743x3-21.262x4 

(AP-3a) 

(AP-3b) 

The computer programs written to generate each of the powder patterns dis­

cussed below appear in the appendix 2. 

The NbPd3 intermetallic is reported to have two crystal structures for 

which the exact range of stability has not been agreed upon (see chapter 1). 

Dwight[3] determined that a-NbPd3 has the tetragonal TiA13 type structure 

with lattice constants a = 3.895 and c = 7 .913. The TiA13 structure has eight 

atoms per unit cell and possesses the symmetry of space group I4/mmm [4]. The 

Wyckoff positions that are occupied by atoms are listed in table (AP-I). The left 

column in the table is the atom while the center column represents the number 

and Wyckoff letter assigned to these positions [5]. Note the presence of the body 

centering translation (1/2,1/2,1/2) which is characteristic of I space groups. 

The positions in table (AP-I) were used in equations (AP-1) and (AP-2) 

along with the proper multiplicity factors for the tetragonal system. The results 

for the relative intensities are compared in table (AP-11) with lines on a Debye­

Scherrer film of a-NbPd3, on loan from R.M. Waterstrat [6]. The agreement is 

excellent and could be used for the assignment of reflections should they appear 

in the patterns to be discussed below. 
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Giessen et al.[7] have assigned an orthorhombic structure to ,B-NbPd3 with 

the space group Pmrim and 24 atoms per unit cell; so it has lower symmetry 

than the a form. They also report the lattice constants; a = 5.486, b = 4.845, 

and c = 13.602. The proposed Wyckoff positions of the atoms are given in table 

(AP-III). Note in this space group sites of general and special symmetry have a. 

degree of arbitrariness in their positions,; so that their exact positions depend on 

the crystal. Their assignment was based on powder patterns from a Debye­

Scherrer camera so that the atom positions are only approximate and are given 

in the column on the right. The simulated powder pattern is presented in table 

(AP-N). 

NbPd2 is also an orthorhombic crystal of the MoPt2 type with the Immm 

space group [8] and lattice constants, a = 2.839, b = 8.376, and c = 3.886. 

The Wyckoff positions are given in table (AP-V) for the six atoms per unit cell. 

This crystal type requires that y g -be determined from the intensities of the 

reflections. Giessen et al. [8] determined that the related materials, VNi2, VPd2, 

VPt2, NbPt2, and TaPd2 had-a Yg equal to 0.334, 0.340, 0.341, 0.337, and 0.339, 

respectively. Thus this parameter seems to be constant among the related com­

pounds so that an estimate of 0.34 would be quite accurate. The resulting syn­

thesized powder pattern is presented in table (AP-VI). 

The terminal solid solutions in the Nb-Pd system are extensive; as a result, 

the lattice constants are expected to change with concentration. Kudielka et al. 

[9] report that the lattice constant for the fcc palladium solid solution changes 

from 3.8916 at 1% niobium to 3.9002 at 12.2%. Giessen et al. [10] measured a 

change from 3.901 at 10% to 3.905 at 18% niobium, and as discussed in chapter 

5 they report that the lattice constant for the bee niobium solid solution 
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changes from 3.27 4 at 90% niobium to 3.242 at 25%. The best reported value 

for the pure metals is 3.3066 and 3.8907 for niobium and palladium respectively. 

These of course represent small but measureable changes in the powder pattern. 

The oxide patterns needed for characterizing the samples in our study were 

obtained by several methods. In the cases where we had stock materials of the 

crystal we would measure the pattern directly. Thus NbO, Nb02, and Nb20 5 

were measured and compared with the JCPDS [11] reference listings for proper 

reflection position and intensity. For several of the other oxides patterns were 

reported in the literature for poly-crystalline samples, such as for Nb02_483 [12]. 

Data for the monoclinic form of Nb120 29 was calculated by use of the 

reported F values from a single crystal [13] which was prepared by [14]. These 

values were substituted directly in equation {AP-1) to produce the synthesized 

powder pattern. 
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Table AP-I 

Atomic Positions in a-NbPd3 

tetragonal, space group I4/mmm (D022) 

8 atoms per unit cell, a = 3.895, c = 7.913 

body centering translations (0,0,0)+, (1/2,1/2,1/2)+ 

Nb 

Pd 

Pd 

2(a) 

2(b) 

4{d) 

(0,0,0) 

(0,0,1/2) 

(0,1/2,1/ 4),(1/2,0,1/ 4) 
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Table AP-11 

a-NbPd3 Calculated Powder Pattern · 

Measured positions obtained from a Debye-Scherrer film 
provided by R.M. Waterstrat [6) using Cu(Ka)· 

Sample composition Nb22.5Pdnsi annealed at 900° C 

hkl d( angstroms) int(%) 20calc 20meas int( visual) 

101 3.495 1 25.5 
112 2.260 100 39.9 40.1 vst 
004 1.978 17 45.9 46.0 w 
200 1.948 32 46.6 46.8 m 
204 1.388 21 67.5 67.6 st 
220 1.377 10 68.1 68.5 m 
116 1.189 12 80.8 80.9 w 
312 1.176 24 81.9 82.4 m 
224 1.130 11 86.0 86.1 m 
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Table AP-111 

Atomic Positions in ,8-NbPd3 

..... 

4o. orthorhombic, space group Pmmn(D2~) 
"11"' 24 atoms per unit cell, a = 5.486, b = 4.845, c = 13.602 

origin choice 2 in reference [5] 

Nb 2(a) ±(1/4,ya,1/4) Ya~O 

Nb 4(e) ±(1/4,Yel,zel) ±(1/ 4,Ye1,1/2-Zel) Ye1~2/3 
Ze 1~-1/12 

Pd 2(b) ±(1/4,yb,3/4) by~O 

Pd 4(e) ±(1 / 4,Ye2,Ze2) ±(1/ 4,ye2,1/2-ze2) Ye2~1/3 
Ze2~1/12 

Pd 4(f) ±(xt,Yt,1/4) ±(1/2-Xt,Yt,1/4) xr~O 

Yr~1/2 

Pd 8(g) ±(xg,Y g,zg) ±(1/2-xg,y g,1/2-zg) Xg~O 

±(1/2-Xg,Yg,zg) ±(xg,Y g,l/2-zg) Yg~1/6 
Zg~-1/12 
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Table AP-IV 

Calculated XRD Pattern of ,8-NbPd3 

a = 5.486, b = 4.845, c = 13.602 

hkl d I(%) 
2() 

(angstroms) Cu(K0 ) 

021 2.3850 18 37.72 
022 2.3511 34 38.28 
006 2.2670 92 39.76 
212 2.2523 91 40.03 
023 2.1366 51 42.30 
213 2.1122 100 42.81 
024 1.9730 30 46.00 
214 1.9537 58 46.48 
025 1.8092 1 50.44 
215 1.7942 16 50.89 
027 1.5158 4 61.40 
230 1.3917 38 67.28 
400 1.3715 18 68.40 
041 1.2065 2 79.43 
042 1.1925 6 80.55 
421 1.1889 4 80.84 
422 1.1755 11 81.96 
043 1.1702 7 82.41 
423 1.1542 14 83.82 
044 1.1410 5 85.01 
045 1.1065 2 88.33 
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Table AP-V 

Atomic Positions in NbPd2 

orthorhombic, space group Immm (D2~) 
6 atoms per unit cell, a = 2.839, b = 8.376, c = 3.886 

body centering translations (0,0,0)+, (1/2,1/2,1/2)+ 

Nb 

Pd 

2(a) 

4(g) 

(0,0,0) 

Yg::::::::0.34 
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Table AP-VI 

Calculated XRD Pattern of NbPd2 

a = 2.839, b = 8.376, c = 3.886 

hkl 
d I(%) 20 

(angstroms) Cu(Ka) 

011 3.5251 1 25.26 
110 2.6888 1 33.32 
101 2.2924 100 39.30 
031 2.2674 96 39.30 
040 2.0940 1 43.20 
130 1.9907 65 45.57 
002 1.9430 30 46.75 
141 1.5461 1 59.82 
200 1.4195 11 65.79 
060 1.3960 10 67.04 
132 1.3904 39 67.34 
231 1.2032 24 79.69 
161 1.1923 23 80.57 
103 1.1785 12 81.71 
033 1.1750 11 82.00 
202 1.1462 11 84.53 
062 1.1337 10 85.69 
260 0.9953 8 101.53 
004 0.9715 4 105.03 
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Appendix 2 

Computer Programs for the 

Calculation of XRD Patterns 

The following three programs are provided to calculate the X-ray diffraction 

patterns of a-NbPd3, ,8-NbPd3, and NbPd2• They are written inC so that they 

conform to the standard described by Brian W. Kernighan and Dennis M. 

Ritchie in "The C Programming Language", 1078, Prentice Hall Inc. Englewood 

Cliffs N.J . 
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#include "math.h" 
#include "I imits.h" 
#include "stdio.h" 

#define PI 3.141593 I• what else ! •I 
#define LAMBBY2 .77092 I• Cu K-alphal2 •I 

I• scattering parameters for Nb.•l .. 
#define NBO 41.510 
#define NB1 -52.984 
#define N82 10.605 
fdefine N83 29.175 
#define N84 -16.454 

I• scattering parameters for Pd •I 
#define PDO 46.497 
fdefine POl -55.628 
fdefine PD2 3.467 
fdefine PD3 40.743 
fdefine PD4 -21.262. 

struct complex { 
double r; 
double i; 
}; 

l•---------------------------------------------------------------------•1 
I• . •I 
I• XRNBPD3A : Calculation of XRD pattern for alpha-NbPd3 •I 
I• •I 
I• written by Michael Cima 1986 •I 
I• •I 
l•---------------------------------------------------------------------•1 
main() 
{ 

double h,k,l,a,c,factr2(),sint,theta; 
double i,j(),cost,cos2t; 

printf("\nlattice parameter _________ a = "); 
scanf("llf",la); 
printf("l5.3lf",a); 

printf("\nlattice parameter _________ c = "); 
scanf("llf",lc); 
printf("l5.3lf",c); 

for(;;) { 

printf("\n h,k,l = "); 
if(scanf("llf llf llf",lh,lk,ll) != 3) 

break; 

printf(" 11.0lf 11.0f 11.0f ",h,k,l); 

sint=LAMBBY2•sqrt((hla)•(hla)+(kla)•(kla)+(llc)•(llc)); 

if(sint <= 1.0) { 
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else 

} 
} 

theta=asin(sint); 

cost=cos(theta); 

cos2t=cos(2•theta); 

i=j(h,k,l)•factr2(h,k,l,a,c)• 
(l+cos2t•cos2t)/(sint•sint•cost)/4; 

printf(" 2theta l6.21f intens llO.llf 1 , 

360•theta/PI,i); 

} 

printf(" out of bounds"); 

double factr2(h,k,l,a,c) 
double h,k,l,a,c; 
{ 

} 

double x,fnb,fpd,pow(); 
struct complex f,nbl,pdl,pd2,pd3,pd4,pd5,pd6; 

x=.5•sqrt((h/a)•(h/a)+(k/a)•(k/a)+(l/c)•(l/c)); 

fnb=NBO+NB1•x+NB2•pow(x,2.0)+NB3•pow(x,3.0)+NB4•pow(x,4.0); 

fpd=PDO+PD1•x+P02•pow(x,2.0)+P03•pow(x,3.0)+PD4•pow(x,4.0); 

cepi(lnbl,h+k+l); 

cepi(lpdl,l); 

cepi(lpd2,h+k); 

cepi(lpd3,k+l/2); 

cepi (lpd4,h+l/2); 

cepi(lpd5,h+1.5•1); 

cepi (lpd6,k+1.5•1); 

f.r = fnb•(l+nbl.r) + 
fpd•(pdl.r+pd2.r) + 
fpd•(pd3.r+pd4.r+pd5.r+pd6.r); 

f. i = fnb•nbl. i + 
fpd•(pdl.i+pd2. i) + 
fpd•(pd3.i+pd4. i+pd5.i+pd6.i); 

return((f.r)•(f.r)+(f. i)•(f.i)); 

cepi (p,x) 
struct complex •p; 
double x; 
{ 
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} 

x=Phx; 

p-)r=cos(x); 

p->i=sin(x); 

double j (h,k,l) 
doubleh,k,l; 
{ 

} 

if( h == 0 ll k == 0 ) 
return(2); 

if((k == 0 il I == 0) II (h == 0 il I -=O)) 
return(4); 

if( h == k il I == 0 ) 
return(4); 

if( h != k il I == 0) 
return(S); 

if((k == 0 il h !=I) II (h == 0 ilk!= I)) 
return(S); 

if( h == k ii I != 0) 
return(S); 

return (16); 
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#include "math.h" 
#include "limits.h" 
finclude •stdio.h" 

fdefine PI 3.141593 I• what else ! •I 
fdefine LAMBBY2 .77092 I• Cu K-alphal2 •I 

I• scattering parameters for Nb •I 
fdefine NBO 41.510 
fdefine NBl -52.984 
fdefine NB2 10.605 
fdefine NB3 29.175 
fdefine NB4 -16.454 

I• scattering parameters for Pd •I 
fdefine PDO 46.497 
fdefine POl -55.628 
fdefine PD2 3.467 
fdefine PD3 40.743 
fdefine PD4 -21.262 

struct complex { 
double r; 
double i; 
}; 

1•-------------------------------------------------------------------------•l 
I• •I 
I• XRNBPD2 : Calculation of the XRD pattern for NbPd2 •I 
I• •I 
I• written by Michael Cima 1986 •I 
I• •I 
l•-------------------------------------------------------------------------•1 

main() 
{ 

double h,k,l,a,b,c,y,factr2(),sint,theta; 
double i,j(),cost,cos2t; 

printf("\nlattice parameter _________ a = "); 
scanf (""If'' ,la); 
printf(""5.31f",a); 

printf("\nlattice parameter--------b = "); 
scanf (""If" ,.lb); 
printf(""5.31f",b); 

printf("\nlattice parameter c = "); 
scanf (""If" ,ole); -------
printf(""5.31f",c); 

printf("\ny = "); 
scanf (""If" ,.ly); 
printf(""5.31f",y); 

for(;;) { 

printf("\n h,k,l = "); 
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} 

if(scanf(•~lf ~If ~lf•,ih,lk,il) != 3) 
break; 

printf(• ~l.Oif ~l.Of ~l.Of •,h,k,l); 

sint=LAMBBY2•sqrt((h/a)•(h/a)+(k/b)•(k/b)+(l/c)•(l/c)); 

if(sint <= 1.0) { 

else 

} 

theta=asin(sint); 

cost=cos(theta); 

cos2t=cos(2•theta); 

i=j(h,k,l)•factr2(h,k, l,a,b,c,y) 
•(l+cos2t•cos2t)/(sint•sint•cost)/4; 

printf(• 2theta ~6.21f intens ~lO.llf•, 
360•theta/PI,i); 

} 

printf(• out of bounds•); 

1•------------------------------------------------------------------------•l 
double factr2(h,k,l,a,b,c,y) 
double h,k,l,a,b,c,y; 
{ 

} 

double x,fnb,fpd,pow(); 
struct complex f; 
struct complex nb2,pdl,pd2,pd3,pd4; 

x=.S•sqrt((h/a)•(h/a)+(k/b)•(k/b)+(l/c)•(l/c)); 

fnb=NBO+NB1•x+NB2•po~(x,2.0)+NB3•pow(x,3.0)+NB4•pow(x,4.0); 

fpd=PDO+PD1•x+PD2•pow(x,2.0)+PD3•pow(x,3.0)+PD4•pow(x,4.0); 

cepi(lnb2,h+k+l); 

cepi(lpdl,2•y•k); 

cepi(ipd2,-2•y•k); 

cepi(lpd3,h+(1+2•y)•k+l); 

cepi(lpd4,h+(l-2•y)•k+l); 

f.r = fnb•(l+nb2.r) + 
fpd•(pdl.r+pd2.r+pd3.r+pd4.r); 

f. i = fpd•(pdl.i+pd2. i+pd3. i+pd4.i); 

return((f.r)•(f.r)+(f. i)•(f.i)); 

1•------------------------------------------------------------------------•l 
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cepi (p 1 x) 
struct complex •p; 
double x; 
{ 

} 

p-)r=cos(x); 

p->i=sin(x); 

l•------------------------------------------------------------------------•1 doub I e j (h 1 k 1 I) 
double h1 k 1 l; 
{ 

} 

if( h = 0 u k = 0 ) 
return(2); 

if ( {h = o U I = 0) II (k = o U I =0)) 
return(2); 

if{ h == o II k == o II I= o) 
return(4); 

return(8); 

1•-----------------------------------------------------------------------•l 
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#include •math.h" 
#include "I imits.h" 
#include •stdio.h" 

#define PI 3.141593 I• what else ! •I 
#define LAMBBY2 .77092 I• Cu K-alphal2 •I 

I• scattering parameters for Nb •I 
#define NBO 41.510 
#define NBl -52.984 
#define NB2 10.605 
#define NB3 29.175 
#define NB4 -16.454 

I• scattering parameters for Pd •I 
fdefine PDO 46.497 
fdefine POl -55.628 
fdefine PD2 3.467 
fdefine PD3 40.743 
fdefine PD4 -21.262 

struct complex { 
double r; 
double i; 
}; 

l•-----------------------------------------------------------------------•1 
I• •I 
I• XRNBPD38 Calculation of the XRD pattern for beta-NbPd3 •I 
I• •I 
I• written by Michael Cima 1986 •I 
I• •I 
l•-----------------------------------------------------------------------•1 
main() 
{ 

double h,k,l,a,b,c,factr2{),sint,theta; 
double ay,ely,elz,by,e2y,e2z,fx,fy,gx,gy,gz; 
double i,j{),cost,cos2t; 

printf("\nlattice parameter _______ a = "); 
scanf("%1f",la); 
printf("%5.31f",a); 

printf("\nlattice parameter--------b = "); 
scanf("%1f",lb); 
printf("%5.31f",b); 

printf("\nlattice parameter _______ c = "); 
scanf("%1f",lc); 
printf("%5.31f",c); 

printf("\nay = "); 
scanf("%1f",lay); 
printf("%5.31f",ay); 

printf("\nely = "); 
scanf("%1f",lely); 
printf("%5.31f",ely); 
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printf(8 \nelz = 8 ); 

scanf( 8 llf 8 ,lelz); 
printf(815.3lf8 ,elz); 

printf(8 \nby = •); 
scanf(8 llf 8 ,lby); 
printf(815.31f•,by); 

printf(8 \ne2y = 8 ); 

scanf( 8 llf 8 ,le2y); 
printf(815.3lf 8 ,e2y); 

printf(•\ne2z = •); 
scanf( 8llf 8 ,le2z); 
printf(•l5.31f•,e2z}; 

printf(8 \nfx = 8 ); 

scanf(8 llf•,lfx); 
printf(•l5.31f•,fx); 

printf(•\nfy = •); 
scanf(8 llf•,lfy); 
printf("l5.31f•,fy); 

printf(8 \ngx = •); 
scanf( 8llf 8 ,lgx); 
printf(815.31f•,gx}; 

printf( 8 \ngy = •); 
scanf(8 llf•,&gy); 
printf(115.31f1 ,gy}; 

printf(•\ngz = •); 
scanf( 1 llf 1 ,lgz); 
printf(115.31f1 ,gz); 

for(;;} { 

printf( 8 \n h,k, I = •); 
if(scanf(1 llf llf llf•,lh,lk,ll) != 3) 

break; 

printf( 8 ll.Oif ll.Of ll.Of 1 ,h,k,l); 

sint=LAMBBY2•sqrt((h/a}•(h/a)+(k/b)•(k/b}+(l/c)•(l/c)); 

if(sint <= 1.0) { 

theta=asin(sint}; 

cost=cos(theta); 

cos2t=cos(2•theta); 

i=j(h,k,l)•factr2(h,k,l,a,b,c,ay,ely,elz, 
by,e2y,e2z,fx,fy,gx,gy,gz) 
•(l+cos2t•cos2t)/(sint•sint•cost)/4; 

printf(• 2theta l6.21f intens llO.llf 8 , 
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360•theta/PI,i); 

} 
else 

printf(1 out of bounds1 ); 

} 
} 
1•------------------------------------------------------------------------•l 
double factr2(h,k,l,a,b,c,ay,ely,elz,by,e2y,e2z,fx,fy,gx,gy,gz) 
double h,k, l,a,b,c,ay,ely,elz,by,e2y,e2z,fx,fy,gx,gy,gz; 
{ 

double x,fnb,fpd,pow(); 
struct complex f; 
struct complex nb al,nb a2,nb el,nb e2,nb e3,nb e4; 
struct complex pd-bl,pd-b2,pd-fl,pd-f2,pd-f3,pd-f4; 
struct complex pd-el,pd-e2,pd-e3,pd-e4; - -
struct complex pd-gl,pd-g2,pd-g3,pd-g4,pd g5,pd g6; 
struct complex pd=g7,pd=g8; - - - -

x=.5•sqrt((h/a)•(h/a)+(k/b)•(k/b)+(l/c)•(l/c)); 

fnb=NBO+NBl•x+NB2•pow(x,2.0)+NB3•pow(x,3.0)+NB4•pow(x,4.0); 

fpd=PDO+PDl•x+PD2•pow(x,2.0)+PD3•pow(x,3.0)+PD4•pow(x,4.0); 

cepi(lnb al,h,k,l, 0.25, ay, 0.25); 
cepi(lnb=a2,h,k,l, -0.25, -ay, -0.25); 

cepi(lnb el,h,k,l, 0.25, ely, elz); 
cepi(lnb-e2,h,k, I, 0.25, ely, 0.5-elz); 
cepi(lnb-e3,h,k,l, -0.25, -ely, -elz); 
cepi(lnb=e4,h,k,l, -0.25, -ely, -0.5+elz); 

cepi(lpd bl,h,k, I, 0.25, by, 0.75); 
cepi (lpd=b2,h,k,l, -0.25, -by, -0.75); 

cepi(lpd el,h,k,l, 0.25, e2y, e2z); 
cepi(lpd-e2,h,k,l, 0.25, e2y, 0.5-e2z); 
cepi(lpd-e3,h,k,l, -0.25, -e2y, -e2z); 
cepi(lpd=e4,h,k,l, -0.25, -e2y, -0.5+e2z); 

cepi (lpd fl,h,k,l, fx, fy, 0.25); 
cepi (lpd-f2,h,k,l, 0.5-fx, fy, 0.25); 
cepi(lpd-f3,h,k, I, -fx, -fy, -0.25); 
cepi(ipd=f4,h,k, I, -0.5+fx, -fy, -0.25); 

cepi(ipd gl,h,k,l, gx, gy, gz); 
cepi(lpd-g2,h,k, I, 0.5-gx, gy, 0.5-gz); 
cepi (lpd-g3,h,k, I, 0.5-gx, gy, gz); 
cepi (ipd-g4,h,k, I, gx, gy, 0.5-gz); 
cepi(lpd-g5,h,k,l, -gx, -gy, -gz); 
cepi(lpd=g6,h,k, I, -0.5+gx, -gy, -0.5+gz); 
cepi (lpd g7,h,k, I, -0.5+gx, _;gy, -gz); 
cepi (ipd=gB,h,k, I, -gx, -gy, -0.5+gz); 

f.r = fnb• (nb_al. r + nb a2.r + nb el.r + nb e2.r + 
-nb e3.r +-nb e4.r )-+ 

fpd•(pd_bl.r + pd_b2.r + pd_fl.r + pd_f2.r + 
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} 

pd f3.r + pd f4.r + 
pd-el.r + pd-e2.r + 
pd-e3.r + pd-e4.r + 
pd-gl.r + pd-g2.r + 
pd-g3.r + pd-g4.r + 
pd-g5.r + pd-g6.r + 
pd=g7.r + pd=g8.r ); 

f.i = fnb•(nb al.i + nb a2.i + nb el.i + nb e2.i + 
- -nb e3. i +-nb e4. i )-+ 

fpd•(pd bl.i + pd b2. i + pd fl.i + pd f2.i + 
-pd f3 .• -pd f4.i .- -

pd-el. + pd-e2.i + 
pd-e3. + pd-e4.i + 
pd-gl. + pd-g2.i + 
pd-g3. + pd-g4.i + 
pd-g5. + pd-g6.i + 
pd=g7. + pd=g8.i ); 

return ((f. r) *(f. r) +(f. i) *(f. i)); 

l•------------------------------------------------------------------------•1 
cep i (p, h, k, I , x, y, z) 
struct complex *Pi 
double h,k,l,x,y,z; 
{ 

} 

double arg; 

p-)r=cos(arg); 

p-)i=sin(arg); 

l•------------------------------------------------------------------------•1 
doub I e j (h, k, I) 
doub I e h, k, I ; 
{ 

} 

if( h == 0 &1 k == 0 ) 
return(2); 

if((h == 0 11 I == 0) I I (k == 0 &1 I ==0)) 
return(2); 

if( h == o II k == o II I == o ) 
return(4); 

return(8); 

l•-----------------------------------------------------------------------•1 
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