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Seismic Velocity Structure and Microearthquake Source 

Properties at The Geysers, California, Geothermal Area 

Dan£el Robert 0 'Connell 

ABSTRACT 

1 

The method oC progressive hypocenter-velocity inversion has been extended to incorporate 

S-wave arrival time data and to estimate S-wave velocities in addition to P-wave velocities. 

Synthetic tests demonstrate that the joint use oC P and S-wave arrival time data has the Collow-

ing advantages over the-use-oC-P---w,av.e-data-alone;-{-l-}--P--wav-e-v·elacity-and-slowness~gradient-

structure are more accurately estimated; (2) hypocenter mislocation errors are substantially 

reduced, especially hypocentral depth; (3) convergence oC progressive inversions to local minima 

is more detectable using RMS data, misfits oC P and S-wave data; (4) velocity model and hypo-

center estimates are more accurately determined when station corrections are used; (5) errors in 

linearized resolution and error estimated are reduced; and (6) complete elastic properties are 

estimated providing greater constraints Cor geologic interpretation oC velocity structure. Adding 

S-wave data to progressive inversion does not completely eliminate hypocenter-velocity 

tradeoffs, but they are substantially reduced. 

Results oC a P and S-wave progressive hypocente~velocity inversion at The Geysers show 

that the top oC the steam reservoir is clearly defined by a large decrease oC Vp/V. at the conden-

sation zone-production zone contact. The depth interval oC maximum steam production coin-

cides with minimum observed VpfV., and Vp/V. increases below the shallow primary production 

zone suggesting that reservoir rock becomes more fluid saturated. 
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The moment tensor inversion method wast applied to three· microearthquakes at The 

Geysers. Estimated principal stress orientations were comparable to those estimated using P­

wave first motions as constraints. Well constrained principal stress orientations were obtained 

for one event for which the 17 P-first motions could not distinguish between normal-slip and 

strike-slip mechanisms. The moment tensor estimates of principal stress orientations were 

obtained using far fewer stations than required for first-motion focal mechanism solutions. The 

three ,focal mechanisms lobtain!!d' here support the hypothesis that' focal mechanisms are a Junc­

tion of,depth at. The Geysers.' 

Progressive inversion as developed here and the moment tensor inversion method provide 

a complete approach for determining earthquake locations, P and S-wave velocity structure, and 

earthquake source mechanisms. 

• 
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Chapter 1 

Introduction 

1 

A wealth of information about geologic structure and ongoing tectonic processes are cone 

tained in seismic recordings of microearthquakes. Microearthquake locations can delineated the 

. positions of active faults, microearthquake source mechanisms constrain the type and orientae 

tion of faulting, and estimates of seismic velocity structure provide information about geologic 

structure. Estimation of P and S-wave velocity structure provide strong constraints on material 

properties of geologic structures. 

The problems of estimating microearthquake locations, source mechanisms, and seismic 

velocity structure are coupled. In order to estimate seismic" source properties, accurate estimates 

of earthquake locations and material properties are required to calculate the complete medium 

response (Green functions) between sources and receivers. Accurate estimates of earthquake 

location require that the assumed seismic velocity structure is close to the truth. A recently 

developed approach to solving the coupled hypocenter-velocity inversion problem in the context 

of local earthquake data is progressive inversion. Pavlis and Booker" (1980) and Pavlis (1982) 

developed the method of progressive inversion to locate earthquakes and estimate seismic velo-­

city structure which explicitly accounts for the coupling between earthquake locations and 

assumed velocity structure. Progressive inversion was developed and tested for the case of p. 

wave arrival time data only. Since complete characterization of the seismic properties of a 

medium requires that S-wave velocity structure be known, the method of progressive inversion is 

extended to include S-wave arrival time data in Chapter 2. 

Progressive inversion requires a linearization of a nonlinear problem. Pavlis and Booker 

(1983) conducted synthetic tests to determine the significance of nonlinearities on the problem of 

estimating seismic velocity structure. In Chapter 3, synthetic tests of progressive inversion are 

done to determine the effects of adding S-wave information to the problem. The effects of errors 

in starting velocity models on estimates of hypocenters, station corrections, and velocity 
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structure are also investigated. 

A long standing question is whether The Geysers geothermal field has a distinctive seismic 

signature. The results of Majer and McEvilly {1979} and Majer et a1. {1986} suggest that the 

ratio of P-wave velocity to S.wave velocity, Vp/V" may be anomalously low at The Geysers. In 

Chapter 4 a progressive inversion with P and S.wave arrival time data from microearthquakes 

there is done to determine microearthquake, locations, P and S-wave velocity structure, and 

VpjV. at-The Geysers. Estimated microearthquake locations and Vp/V. are compared to the 

locations of zones of steam production. 

Studies of microearthquake source mechanisms have traditionally relied on P-wave first 

motion methods to constrain focal mechanisms and principal stress orientations associated with 

earthquake sources. These approaches require a large number of P-wave first motions to have 

the potential to constrain seismic source mechanisms. Oppenheimer {1986} found that P-wave 

first-motion focal mechanism estimates-at The.Geyserswere,highly·ambiguous for many earth­

quakes even though numerous-P-wave first motions, were available for all events considered. 

The moment tensor inversion approach developed by 'Stump and Johnson (1911) provides an 

alternative means' to cha~acterize -seismic source mechanisms with a, smaller number of data. 

Their method has not been previously used to estimate seismic moment tensors of microearth­

quakes. 

Results of a progressive inversion, as developed in Chapter 2 and as applied to The 

Geysers in Chapter 4, provide the information required for reliably estimating seismic source 

properties; progressive inversion results can be used to generate the best estimate of Green func­

tions. In Chapter 5; Stump and Johnson's {1977} method is used in conjunction with the pro­

gressive inversion"results of Chapter 4, to estimate seismic moment tensors for three microearth­

quakes at The Geysers. The results are compared to those obtained using a P-wave first motion 

approach. 

In addition to providing insights into geologic processes at The Geysers, this dissertation is 

intended to provide a complete approach for the utilization of three-component seismic 

" 
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recordings of microearthquakes. Taken together, the method of progressive inversion developed 

in Chapter 2 using P and S-wave data, and Stump and Johnson's {1977} method of moment 

inversion, provide a comprehensive approach to utilize microearthquake data such that the most 

complete and accurate information is obtained: microearthquake locations, P and S-wave velo--

city structure, and seismic source properties. This information in tum provides powerful con-

straints on ongoing tectonic processes and on material properties of geologic structures. 

. p;. '@ 

" ,! 
~'>: jl 

,. 

\. 
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Chapter 2 

Progressive Inversion with S~waves 

2.1. Introduction 

Two of the oldest outstanding:problems-in'seismology-are'.determining' the hypocenter of 

an earthquake from seismic arrival-time data. and determining seismic velocity structure from 

seismic arrival-time data. Often, these problems have been considered separately. It is clear 

however, that they are in fact coupled. Determination of an earthquake hypocenter from 

arrival-time data requires knowledge of seismic velocity structure. Much of the Earth's velocity 

structure-has been deduced using earthquakes as sources. It is advantageous to solve these-two 

problems together in a systematic approach. A recently developed approach to solving. the cou­

pled hypocenter-velocity problem in the context of local earthquake data is progressive inver-

slon. 

Progressive inversion is an approach developed by Pavlis and Booker, (198O) and Pavlis 

(1982) to determine hypocentral parameters, station corrections, and velocity structure using 

local event arrival times. The goals of progressive inversion are to improve hypocenter determi­

nation and to estimate velocity structure. The method was developed and tested using P-wave 

arrival,time data only-(Pavlis and Booker,' 1980, Pavlis, 1982, and Pavlis and Booker, 1983a}. 

The goal of this Chapter-isoto outline-how-to extend the ·method of progressive inversion to 

include,s-wavearrival-time data .. In Chapter 3, the.effects of addingS-wave data to progressive 

inversion will be investigated using synthetic data. 

There are several reasons to utilize S-wave information. Information contained in S-wave 

arrival-time data can help provide better constraints on event origin time and depth than P­

wave data alone. In some cases, S-wave data will also help stabilize the process of progressive 

inversion for hypocenters- and, velocity structure. Thus, S-wavedatacan- constitute-a .valuable 

., 

:,., 

.. , 
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addition to the joint problem of determining hypocenters and velocity structure. 

Knowledge of S-velocities when combined with P-velocities provides tighter constraints on 

rock properties than does P-velocities alone. P-wave velocity, Vp• can be correlated with vari-

ous rock types. But, interpretation of Vp in terms rock type can be highly ambiguous. In con-

trast, the ratio of P-velocity to S-velocity, VpfV., has been found to help discriminate lithologies 

(Tatham, 1982). Also, VpfV. has been found to correlate with fracture density (Moos and 

Zoback, 1983), can be diagnostic of porosity variations (Domenico, 1984), and is sensitive to 

fluid and gas concentration (Tatham and Stoffa, 1916). 

Another reason to use S-arrival time data is that S-waveforms contain information about 

the seismic source. One means of extracting seismic source properties is to use three-component 

waveform data in a moment tensor inversion (Stump and Johnson, 1911). However, in order to 

use three-component data to obtain moment tensor solutions, P and S-velocity structure is 

needed to calculate complete Green functions. Progressive inversion which includes S-arrival--

time data provides a means to estimate both the P and S-velocity models required to calculate 

Green Junctions. 

To summarize, motivations for including S-wave data are to improve hypocenter and ,vela-

city determination, obtain better constraints on rock properties, and to facilitate calculation of 

Green functions for moment tensor inversions. In this Chapter we outline how to extend the 

method of progressive inversion to include S-wave data. We begin with a review of the problem 

of earthquake location. Next, we will review progressive inversion as developed by Pavlis and 

Booker (1980), Pavlis (1982), and Pavlis and Booker (1983a). Then extensions and modifications 

to include S-wave data will be presented. Some aspects of our development differ from those of 

,,, 
Pavlis and Booker. These differences will be pointed out and explained. Discussion of practical 

problems such as determination of S-wave arrival times is deferred to Chapter 4 which deals 

with real data. 
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2.2. Singleo-Event Location~ 

Determination of earthquake location from seismic-wave arrival time data is, in general, a 

nonlinear problem. The problem can be stated as follows; we wish to minimize the objective 

function F (x) given by 

(2.1) 

where x is the space-time vector of dimension $4 which describes a point seismic source, and 

l'j =Tob_i-TcGl, (x) is the residuaLvector of.observedminus calculated travel times for-i = 1, m 

readings. The most common approach to the solution of (2.1) is Geiger's (1910) method of itera-

tive least squares. Applying Geiger'S method to local earthquakes requires a Taylor expansion 

of (2.1) about an initial estimate, xo, which gives 

(2.2) 

where Ox are the adjustments to the initial hypocenter, II is the gradient vector of F (Xo), and H' 

is the Hessian matrix of F (Xo). 

In. Geiger's method, only first order terms in Ox; are used in an iterative search for the. 

minimum of (2.1). Lee and Stewart (1981) point out that Geiger's method is an example of the' 

Gauss-Newton method of optimization, which is known to be fallible. Thurber (1985) gives 

examples of some situations where Geiger's method fails. He shows that Newton's method, 

which retains the Hessian in (2.2), can give more stable results. For example, shallow earth-

quakes recorded only be nearby stations sometimes became "airquakes " , that is, they locate 

above the Earth's surface, when using an earthquake location program based on Geiger's 

method. In synthetic tests, Thurber showed that use of Newton's method eliminated "airquake" 

location artifacts. It is widely known that linearized approaches to solving nonlinear problems 

can be unstable and produce erroneous results. However, virtually all approaches to earthquake 

location have used Geiger's method, usually with satisfactory success (Flinn, 1965; Bolt, 1960, 

1970; Lee and Lahr, 1972, Buland, 1976; Klein, 1978). Other approachs are outlined by Lomnitz 

(1977), Tarantola and Valette (1982), and Thurber (1985). 
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In the context of local earthquake location, Geiger's method generally works well when 

locating earthquakes that occur inside seismic recording networks. Lee and Stewart (1981) 

review cases where the method performs poorly, for instance, when an earthquake is located well 

outside a recording network. Geiger's method will be used here, not because it is the best 

method in general, but because its form permits the use of linear projection operators which 

form the foundation Cor development of progressive inversion. 

By keeping only first order terms in BlC, equation (2.2) can be rewritten in a different form 

which is more conducive to discussions of linear projection operators 

ABlC=1' (2.3) 

where A (related to (2.2) through I = -2A Tr ) is the matrix of partial derivatives of calculated 

travel time with respect to the Cartesian coordinates of the hypocenter and has the form 

oTl oTt oTl 
1 

0% 011 oz 
oT2 oT2 oT2 

1 
0% 011 oz 

A= (2.4) 

OT". oT". OT". 
1 ----0% 011 oz 

the partial derivatives being evaluated at the hypocenter for m data. 

There are a variety of ways to solve (2.3). Our implementation, BERQL Y written by L. R. 

Johnson, utilize. the Levenburg-Marquardt inverse which is usually defined as 

(2.5) 

where). is an adjustable constant referred to as the damping parameter. The matrix A is calcu-

lated using finite differences. For a particular iteration, an appropriate value Cor ). is found 

',. using the method of forced descent. This implementation has proven to be robust. Thurber 

(1985) noted that a damped version of Geiger's .method was successful in avoiding the afore men-

tioned "airquake" problem if the damping were chosen properly. BERQLY only produces "air-

quakes" when there are serious blunders in the input arrival-time data, input velocity model, or 
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starting location. 

The Levenburg-Marquardt inverse can be related to the method of singular value decom-

position as a means of forming a generalized inverse. Singular value decomposition (SVO) of A 

can be written (Lawson and Hanson, 1974) 

(2.6) 
";." 

where' U is an m X m orthogonal matrix, V is an n X n orthogonal matrix, and A is an m X n 

diagonal matrix containing the singular. values of A. The generalized inverse of A in. terms of 

its SVO is (Lanczos, 1961) 

A+=VA+UT (2.1) 

where + denotes matrix inverse and A + contains k ~ n nonzero reciprocal singular values. An 

alternative form for A IN. that has a simple relation to the SVD of A is (Lawson and Hanson, 

1974) 

(2.8) 

where the diagonal elements of A'" have the form 

Ai 

In spite of differences in their forms, A + and A III! share a fundamental property; Pavlis (1982) 

showed that they use identical orthogonal projection operators V and UT . This result makes it 

possible to use the separation technique developed by Pavlis and Booker (1980) to solve the 

problem of progressive multiple-event location and slowness inversion, the topic of the next sec-

tion. 

2.3. Multiple-Event Location and Slowness Inversion 

The goal of progressive inversion is to determine hypocenters, station corrections, and 

velocity structure using seismic arrival-time data from multiple events. Suppose we have a. set of 

arrival-time measurements for m. earthquakes recorded by n stations. Some or all of these 
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stations provide S-wave arrival times in addition to first P arrivals. The total number of sta-

tions in the context of station corrections is n. , the number of stations in the network plus the 

number of those stations that record S-waves (i.e., record on three components). The total 

number of discrete slowness variables is N, which corresponds to the combined totals from the 

P-wave and S-wave models. There are a total of M arrivals in the data set. The general pro}).. 

lem has the form (Pavlis, 1982) 

I" = A6b. + SeSa + < G I c5u> + e (2.9) 

where 

I' E R AI x I = residual vector. 

A e R AI x.",. = matrix of partial derivatives Cor all events (see (2.4f for single event form) . 

• '" XI • 6h e R • = vector of perturbatIOns to the hypocenters. 

S R Alxa, . f ·al d' . ~. . e = matnx 0 partl envatlves lor statIons correctIons. 

J:... R a, Xl f .. . b . 
(}It e = vector 0 statIon correctIon pertur atlons. 

G e R AI XN, = matrix of discretized Frechet derivatives (kernels). 

c5u eRN, x I = vector of perturbations to slowness model(s). 

e e R AI x I = column vector of observational standard errors 

Subsequent forms of (2.9) are implicitly weighted bye-I. The notation < G I c5u> indicates the 

inner product (2.11). The term <G I c5u> represents the component of r due to slowness model 

errors. While G and eSu are a discrete matrix and vector, respectively, during actual computa-

tions, the notation < G I c5u> emphasizes the fact that G and c5u are conceptually functions. 

The term Gc5u is the discrete representation of a linearization based on Fermat's principle 

(Pavlis, 1982; Backus and Gilbert, 1969). Let an incremental travel time, c5r, represent the com-

ponent of r, due to slowness model errors. c5r is related to slowness perturbations along the ray 

path between hypocenter, h, and station, 6.; , by 
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01'i - J Ou dB - J ou(x,y,z)dB(x,y,z) (2.10) 
h .... .1 j h-+.1j 

where d8 is incremental path length. In a general approach ou would be a function of three 

dimensions. In oW' implementation we assume the velocity varies with depth, z, only. Then 

(2.10) can be written 

L 

01'i = fGdz)ou(z)dz 
o 

where Gi (z) depends on the source depth Zl&. and takes·the Corm 

Gdz) = 
2u 

z" < z !5 depth of ray bottom (u =1'. ) 

z > depth of ray bottom 

where L is chosen in (2.11) as.some depth below the bottom of the deepest rays. 

(2.11 ) 

(2.12) 

Adding S-wave data increases the number of station corrections and the dimension of 6u. 

The column dimensions oC·S'andG.increaseaccordingly. The,addition of S-wave,data.has,not 

changed the basic/problem form from that derived for·P-wave·data,by Pavlis (1982). 

The most general problem form for progressive inversion is shown is (2.9). Situations may 

arise where the use of station corrections is not required and the terms involving Sand 6s can 

be omitted. If the term <G 1 Su> is omitted, (2.9) takes the problem form for PMEL, the prCF 

gressive multiple event location method of Pavlis and Booker (1983b). 

A more compact form for (2.9) is 

r=By (2.13) 

where 

B = [A I s I < G I] 

One approach to solving (2.9) is to invert for all the unknowns (6b., 68, and 6u» 

:" 
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simultaneously. For example, Crosson (1976) Cormulated a procedure that solved Cor hypocenter 

perturbations and velocity perturbations simultaneously; that is, all parameter perturbations are 

determined at once using a Cull matrix solution. He solved a matrix equation of the Corm oC 

(2.13) (excluding station correction terms), in an iterative least squares approach. There are two 

reasons to avoid a simultaneous solution to (2.13). On the practical side, the matrix B can 

become quite large even Cor a moderate number oC events thereby limiting the amount of data 

that can be used and the number oC parameters that can be solved Cor. More importantly, 

Pavlis and Booker (1980) showed that the partitioned Corm oC (2.9) could be exploited to parti­

tion the problem into independent parts using an "annulling transCormation". 

The solution to (2.9) by progressive inversion involves five steps 

1. event location by the single event method described in Section (2.2), using the 

current estimate oC the station corrections and slowness models, 

2. calculation of an annulled version of the residuals unbiased by the hypocenter per­

turbations, 

3. utilization of this annulled data to estimate a perturbation to the station corrections, 

4. calculation of a second annulled version of the residuals unbiased by the station 

correction perturbations, 

5. utilization of this second annulled set of data to estimate perturbations for the slow­

ness model{s). 

The first step was outlined in Section (2.2). Subsequent steps require the use oC special 

properties oC partitioned matrices and orthogonal projections, the ."annulling transCormation". 

The use of annulling transformations on partitioned matrix problems was developed by Pavlis 

and Booker (1980), Rodi et aI. (1980), Spencer and Gubbins (1980), and Jordon and Sverdrup 

(1981). Spencer (1985) gives an overview of the use of partitioned matrices, and various projec­

tion operators that produce annulling transCormations as applied to geophysical inverse prob­

lems. What follows is a brief outline of the basis Cor the annulling transCormation and how it is 



12 

used in a progressive process leading to a solution of'{2.9). 

2.40 The Basis for Progressive Inversion 

20401. Orthogonal Projection Operators and Overdetermined Least Squareso 

We will limit our discussion to two orthogonal projection operators. A more complete diSc 

cussion of orthogonal projection . operators is given by Spencer (1985) and Pavlis (1982). 

Consider the problem defined by (2.3) where m > n. Let the range space of the matrix 

A be represented by R (A) = {yeR'" : y=Afrx for some frxeR'"}. Let the null space of the 

matrix AT be represented by N =(A') = b'eR'" : ATy = a}. Any vector in R (A) is perpene 

dicular to any other vector in N (A'): they are orthogonal compliments and together they gene 

erate all of R'" . Any vector yeR'" can always be decomposed into two orthogonal vectors 

y = YR + YN (2.14) 

where YR eR(A) and Y N EI:'l(A') (Pavlis, 1982). 

A,generalized inverse solution (Penrose, 1955) of (2.3) will be a.minimum-norm (Euclidean 

length) solution and will give a minimum sum of squares of residuals. One method of solution is 

to use a generalized inverse defined in terms of the SVD of A (2.7). Another method of solution 

could employ the QRK decomposition computed using Householder transformations (Lawson 

and Hanson, 1974) 

(2.15) 

where 

_ [Ru 0 1 
R- 0 0 

here RIl is a k X k nonsingular triangular matrix, and k ~ n , is the rank of A. Q is an m X m 

orthogonal matrix and K is an n X n orthogonal matrix. The generalized inverse in terms of 

(2.15) which could be used to solve (2.3) is 
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(2.16) 

Denote a generalized inverse solution vector to (2.3) as CX. Let a solution be obtained 

using (2.1) or (2.16). In either case, from (2.14) the estimate of the solution will have two pr()o> 

perties: firstly, the solution vector will have no projection on (N(A'r)), and secondly, the resi~ 

dual vector e = I' - Aex will have no projection on (R(A)). These results mean that n pieces 

of inCormation are extracted Crom the residuals in the least squares solution, and a linear combi­

nation oC n pieces of data are mapped into R(A). There are m -n pieces of inCormation leCt 

over in the residuals that are completely independent oC the solution, and a linear combination 

of m -n pieces of data are mapped into N(A'r).2.1 

How are the m -n locally independent parts oC the residual separated Crom the input resi­

dual vector? If (2.7) is used, multiply (2.3) by UT where UT is partitioned as 

uT= [::] 
(2.17) 

with ul ERa Xliii and UJ E R( ... -a)x .... ul is the orthogonal projector that projects data 

into R(A). U J is the orthogonal projector that projects data into N(A T). Operating on (2.3) 

with (2.17) gives 

(2.18) 

where 

and 

I'N E R ... -a 

I'N are the independent data we seek. It is clear from (2.18) that UJ annihilates A. UJ maps 
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m -n components of the .original data into N(A T) ensuring their independence from the n com-

ponents of the data used in R(A) to constrain the solution. These two results, obtained by 

Pavlis and Booker (1980) and Pavlis (1982), form the basis for their separation procedure. 

The same results can be had using the QRKT decomposition represented by (2.15). In this 

case, QT takes the place of UT in (2.17), and the same partion forms for QT are obtained. The 

two projectors, UT and QT are not identical, but they both satisfy the projection properties 

required.to·achieve parameter'separation and data "annulment". Either projector, UT, or-QT, 

could be used in each step,ofthe .. development of progressive·inversion. We will use-these two 

projectors in the same manner given in the development by Pavlis (1982). They will be the only 

projection operators used in the development of a solution to (2.9). The utility of orthogonal 

projectors will now be related to the problem of progressive inversion. 

2.4.2~ Applying Projection Operators to thel"Partitioned Matrices of "the Multiple,. 

Event-Slowneu Inversion ,Problem 

To see-how the annulling transformation works, we return to (2.9). The following deriva--

tion-cl08ely follows that ofPavlis'(1982). First; (2.9) is'expanded to show the contributions of 

individual events 

i'l [A. 0 0 [5] + [5] [~ 1 + 

G.] 
1'2 o A2 0 G2 [eu] - .. (2.19) 

r o 0 A G 
me me me me me 

where the subscripts refer to the contribution of each event of the total i = 1, m •. Pavlis and 

Booker (1980) showed that each of partitions, Ai, has an inverse SVD decomposition of the 

form (2.7). By using the individual event matrices, ul, an orthogonal premultiplication.matrix 

of the form 



! 

.. 

(U I)l 0 

0 (UIh 

0 0 

(UJ)1 0 

0 (UJ)2 

0 0 

is used to premultiply (2.19) which yields the result 

(rR h (ARh 0 0 
(rR k 0 (AR )2 0 

(rR) me 0 0 (AR)m 
= 

(rN h 0 0 0 
(rN h 0 0 0 

(rN) 0 0 0 
me 

where 

T'\ . 4x_ 
(SR)i = (U R Ii Si e R • 

T'\ 4xN 
(Y l)i == (U R Ii Gi e R ' 

and 

j = 1,2, ... , me 

(S) ( T) "'i-l X -. N i = UN iSi e R 

(G) ( T) "'i-lxN 
N i = UN i Gi e R ' 

j = 1,2, ... , me 

6hi 

e 6h~ 

6h 
me 

15 

0 

0 

(ul) 
me 

(2.20) 

0 

0 

(UJ)m 
e 

(SR h (Yk )1 
(SR )\1 (Y. h 

(SR )m (Y·)m e 
[68] + 

e 
[6U ] (2.21) + 

(SNh (GNh 
(SN h (GNh 

,p:.~'-~cl 

(SN )m . e (G N )m
e 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 
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Multiplication of (2.19) by (2.20) has produced a lower partition of (2.21) where the data, 

rN, that are independent of the hypocenter perturbations. Condensing the lower partition of 

(2.20) into compact form gives the new reduced problem form 

(2.29) 

where 

(2.30) 

(2.31) 

(2.32) 

The next step involves solving for the station correction perturbations. We defer discus--

sion of a specific method to solve for the station correction perturbations. Here, we concentrate 

on the next step in the 'process, which is to reduce ·(2.29) to the slowness inverSion problem. AB 

part of the station correction solution process, an orthogonal projector is again used, this time to 

reduce (2.29) to the 'slowness inversion problem. Following Pavlis (1982), this is done by"apply­

ing thelorthogonaLprojector QT of the.QRKT decomposition (2.16) of SN to (2.29), which gives 

where 

and 

[r~ 1 = [~'l [Os] + [~ 1 [8U] 

r, = QlrN e R·· 

Y _ QTG R 4"',+., xN, , _. R N e 

- QT e R M -4 .... - •• a - NI'N 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 
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Examination of the lower partition of (2.31) reveals that the data (2.37) are independent of 

the earthquake hypocenter perturbations and the station correction perturbations as are the ker-

nels (2.38). Now we have all the components needed to form the slowness inversion problem. 

The slowness inversion problem can be written 

a= <NI 8u> (2.39) 

At this juncture we can see how adding S-arrival times has altered the slowness inversion 

problem. One way to ascertain the affect of adding S-arrival times is to look at the form of the 

kernels G in (2.9) for a single event before annulment and after annulment. 

Let GP denote P-kernels and G S denote S-kernels. Each of these kernels is discretized in 

depth z. The total number of discrete depths for GP is Np and for GS is Ns . The slowness 

perturbations for the P-model are Oup and those for the S-model are Sus. Then 

N, = Np + Ns . For the illustration of a single event here, let there be mp P-arrival times 

and ms S-arrival times with the mp residuals ordered above the ms residuals. Taking a single 

event from (2.21) we have 

rip Gf (zo) Gf (ZI) Gf (ZNp) 0 0 0 

r2p GC (zo) GC (z I) G C (ZNp) 0 0 0 

r .. p G!(zo) G!(ZI) G!(ZNp) 0 0 0 
= ... + [6UP ] (2.40) 

rls 0 0 0 Gf(zo) Gf (ztl Gf(zN
S

) 
6us 

r2s 0 0 0 GHzo) G~ (z tl GHZN
S

) 

r..,s 0 0 0 
G;(zo) G;(ztl 

G;(ZNs ) 

The hypocenter and station correction terms are omitted to achieve a compact Corm. Now do 

the annulling transCormation by premultiplying (2.40) by (2.17) and then by QT of (2.33) which 

gives 
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(fR'h (YP )bo) (yP)I(zd (yP MZNp) 
(fR )2 (YP keZO) (yP):izl) (yP )iZNp) 
(fR ), 

(fR )4 
(YP Mzo) (yP )izl) , (yP )bNp ) = ... + 

fl 
f2 (NP)bo) (N P h(z I) (NP)bNp) 

(NPMzo) (NPMh) (N P ):iZNp) 
r"'A 

\. 

(N P )"'A (ZO) (NP )"'A (ZI) (NP )"'A (ZNp) 

(columns continued below) 

(yS)bo) (ySh(Zl) (yS h(zNs) 

(ys Mzo) (ys )J:ZI) (yS )J:ZNS) 

(ys ).-:ZO) (yS).zl) (Ys )~ZNS) 
[6UP ] 
6us (2.41) 

(NS h(zo) (NS h(z I) (N S MZNS) 

(NS )J:zo) (NS MZI) (N S kezNS) 

(NS )"'A (zo) (NS )"'A (ZI) (NS )"'A (ZNs) 

where, 

(rR)i E R· = data that constrain the hypocenter. (2.42) 

(yP )(Zk) E R 4xNp = incremental ray paths used by P-component of (rR );. (2.43) 

(yS )(z/t) E R 4X
N

s = incremental ray paths used by S-component of (rR )i . (2.44) 

i = 1,2,3,4c 

and 

f j E RillA = annulled data. (2.45) 

(NP )(z/t) E RillA xNp = annulled P~component of data. kernels. (2.46) 

(NS )(z/t ) E RillA xNs = annulled S-component of da.ta kernels. (2.41) 

j = 1,2, ... ,mA Ie = 1,2, ... ,(Np or Ns ) 
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mA = mp + mS 

The annulled data "j (2.45) are a linear combination of originally distinct P and S­

residuals. Similarly, the P and S-kernels that were originally block diagonal (Golub and Plem­

mons, 1981) in (2.40) are coupled in (2.41). Just as the block diagonal form of A in (2.9) (see 

(2.19)) made it possible to treat each event separately, the elimination of block diagonal form in 

(2.41) necessitates simultaneous inversion for P and S-slowness perturbations. 

The annulled data in (2.45) can no longer be thought of as representing contributions from 

one wave type. Rather, they assume the character of a mixed body wave phase such as ScP. 

The use of mixed wave kernels is new but does not pose significant problems. 

& with the station corrections, adding S-data has not profoundly changed the problem of 

estimating slowness perturbations. Some modifications are required in a P-only procedure to 

solve jointly for P and S-slowness perturbations. These modifications will be discussed as they 

arise. 

We have completed our discussion of how (2.9) is partitioned into three (locally) distinct 

problems.2•2 The next step is to specify how we solve each of the three partitioned problems. 

We have already discussed how we solve the first problem, event location, in Section (2.2). Now, 

we will describe our particular approaches to solving for station correction perturbations and 

slowness perturbations. 

2.5. Method ot Solution 

For the sake of clarity and simplicity several practical matrix operations were omitted 

from the discussion in Section (2.4.2). This was done to avoid obscuring the fundamental opera­

tions that are the essence of the separation process of progressive inversion. Since (2.9) is based 

on a linearization of a nonlinear problem its solution requires an iterative approach. The 

sequence of iterations used is shown schematically as 



Begin 
~ 1--,-Event! Location 

I - Station Correction Inversion 
I ! 
I Event Location 

1 
~ 

---- Slowness Inversion 
~ 

Solution 

where 

indicates a loop and ! indicates loop convergence. 
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This diagram shows that iterative solution to (2.9) is being done on three levels: (I) event by 

event location; (2) station correction estimation; and (3) slowness inversion. Iterative event by 

event location is an implicit loop and its solution was described in Section (2.2). Now, we will 

outline how we solve for the station correction perturbations and slowness model perturbations 

within each loop. We start with the station corrections. 

215 .. 1: -Station CorreetioD.ll 

Much of our approach towards solving for station corrections perturbations is essentially 

the same 88 PMEL, Progressive Multiple Event Location, developed by Pavlis and Booker 

(1983b). They in turn, used ideas presented in Jordon and Sverdrup (1981), in the course of 

their development of PMEL. The addition of S-arrival times to the problem does not require 

significant changes in PMEL iC only hypocenters and station corrections are sought. If an inverc 

sion Cor slowness models is included, some modifications to PMEL are required. We develop a 

solution for station correction perturbations taking into consideration that a slowness inversion 

will follow. A1J a result, the design philosophy differs somewhat from PMEL of Pavlis and 

Booker (1983b). Here, we present the essential elements of a solution algorithm based on parts 

oC PMEL, highlighting significant differences as they arise. 
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Referring back to (2.21), the contributions of each event to the data and coefficient matrix 

for the station correction problem are found in (2.26) and (2.21), respectively. The routine 

SVDRS in Lawson and Hanson (1974) is used to form the products indicated in (2.26) and (2.27). 

The final coefficient matrix (2.31) would attain the size (M -4 me ) X n, if the contribu~ 

tions from each event (2.27) were accumulated. Pavlis and Booker (1983b) showed that the 

matrix R, in (2.35) could be formed from the individual event partions (2.27) instead oC SN of 

(2.31) using sequential accumulation (algorithm SEQHT of Lawson and Hanson (1974)). The key 

point is that SEQHT uses a QR decomposition (see (2.15)) to reduce SN to the upper triangular 

form R,. Instead of requiring (M -4me ) X n, rows of storage to solve for station correction 

perturbations, just 2n, rows are required. This is done by applying a QR decomposition to 

each event in the manner outlined in Lawson and Hanson (1974). They show that the end result 

is equivalent to doing a QR decomposition on SN of (2.31). This is why the matrix QT comes 

to be used in (2.33) to produce the annulled data and kernels for a subsequent slowness inver-

slon. 

From (2.33) the basic station correction perturbation problem becomes 

r, = R, Os (2.48) 

Pavlis and Booker (1983b) solve (2.48) using a pseudoinverse of R" denoted R,+ (see (2.7)), 

obtained by singular value decomposition.2.3 They found that, in general, R,+ has a pseudorank 

k of n, -1. The pseudorank k = n, -1 reflects the ambiguity produced by the tradeoff between 

earthquake origin times and the dc component of the station corrections. This ambiguity is 

inherent when only P-arrival times are used since P-arrival times do not put strong constraints 

on origin time. If only S-P times were used this source of ambiguity would be removed because 

origin time is eliminated from the problem. Using S-P times does not ensure that R, will have 

a pseudorank of n, . As pointed out in Pavlis and Booker (1983b), if one tries to jointly locate a 

set of earthquakes that occurred in a small cluster, one will generally find rank (R, ) ~ n, -4 or 

(k ~ n. -3 if S-P data are used). This reflects the ambiguity of the absolute location of the clus­

ter as well as the origin time. Often S-arrival times are only available for a subset of the 
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stations with P-arrival times. In this case origin time must be included in the problem and the 

aforementioned origin time ambiguity persists. Consequently, as a practical matter, we expect 

that rank (R.) < n.· in general, whether or not S-arrival times are included with P-arrival 

times, or S-P times are used. 

There is a case when the- dc station correction component can be constrained. Arrival~ 

time data from explosions with known origin times can produce rank R, = n. thereby COD­

straining the dc component of the station corrections. However, we prefer that the final station 

corrections have zero mean, independent of the constraints provided by the data. We will 

present a justification for this point of view shortly. First, we discWlS the modifications to 

P~L due to the addition of S-arrival times. 

Since de station corrections cannot be constrained in general, we impose the condition that 

the sum of the station corrections equal zero. If S-arrival times are used this condition is 

applied separately to each wave type's station corrections. During tests with synthetic data (to 

be discussed in Chapter 3), we found a tendency for errors in assumed VpfV. models to be com­

pensated by the station corrections unless the dc component was separately calculated and 

removed from P-station corrections and S-station corrections. It is easy to see how this happens 

by considering a simple example. 

Let us assume that the true P-station corrections and true S-station corrections have zero 

mean. Further, take the case when the assumed VpfV. model is in error and VpfV. is too large. 

Let the dc component be determined using combined P and S-station corrections and then 

remove this dc component from all P 'and S-station corrections. Since VpfV, is too large in the 

assumed model, S-P times will be too large. By adding a positive dc component to all the P­

station corrections and a .negative dc component to all the S-station corrections, S-P times are 

produced that satisfy the data. In addition, the sum of the dc P-statioD correction component 

and the de S-station correction component is zero. The inversion process has produced an 

erroneous result. But if the dc components are calculated independently for each wave type's 

station corrections and then removed from the P and S-station corrections separately, the 
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erroneous Vp/V. ratio will not be incorporated into t.he station corrections. 

Removing the dc station correction component separately from P and S-station corrections 

is essential to ensure the integrity of the annulled data (2.48) used to calculate perturbations to 

the slowness models. Since solving for station corrections is just one step in an overall pro­

ced~re to locate earthquakes and determine slowness models, it is important that implementa~ 

tion of a solution for station corrections be consistent with the overall process. It may be 

argued that incorporating whole model Vp/V. errors into the station corrections is acceptable 

because station corrections are meant to correct for deviations of the assumed slowness model 

from the true model. This point of view is unacceptable here because, in the context of our use, 

station corrections represent lateral velocity heterogeneity local to the station only. They 

assume the role or static corrections in reBection seismology (Dobrin, 1976). Consequently, we 

can place a bound on the largest possible station correction by specifying the maximum varia­

tion of near surface slowness and the maximum depth that constitutes the "near surface" zone. 

In the next section we develop a slowness inversion that includes perturbations to the sur­

face slowness. Therefore, requiring the respective P and S-station corrections to have zero mean 

is reasonable, since we determine the best least squares estimate of the near surface and surface 

slownesses. Station corrections should reBect the deviations from these mean surface slownesses. 

In light of these requirements, we specify an upper bound on the absolute value that any 

single station correction can attain. We found this bound was difficult to satisfy using a 

psuedoinverse where the rank was decreased until the perturbations satisfied the bounds. How­

ever, a Levenburg-Marquardt solution (see (2.8)) was effective in satisfying our requirements. In 

synthetic tests (described in Chapter 3), we found that a damped solution retained the same 

pattern of perturbations that would be obtained using a pseudoinverse of pseudorank n, -1. By 

increasing the damping the magnitude of the perturbations was decreased, while preserving the 

"correct" pattern of perturbations. The drawback is that the generalized inverse with damping 

does not satisfy the symmetry conditions of Penrose (1955). Consequently, the overall form of 

the generalized inverse for PMEL will have a form slightly more complicated than found in 
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Pavlis and Booker (1983b). The utility of the.Levenburg-Marquardt solution outweights this 

minor drawback. 

For each iteration, a solution to (2.48) is obtained in the following way. First, a singular 

value decomposition of R. is computed using routine SVDRS of Lawson and Hanson (1974). 

Next, the psuedorank k is determined from the SVD of R Q using a tolerance that requires that 

-. 
the smallest singular value be no smaller than lOT the largest singular value, where n is the 

total number of significant figures available to represent real numbers. A modification of the 

routine SVA from Lawson and Hanson (1974) is used to determine 21 values of damping A uni-

formly spaced in 10glO A increments between 10).1 and ). .. /10. Candidate solutions for are deter-

mined using the 21 damping values. Candidate perturbations are added to the previous values 

of the station corrections and the means are removed from each wave type's station corrections. 

The minimum value of ). is used that satisfies the bound constraints on station corrections. 

As in PMEL of Pavlis and Booker (1983b), solution for station correction perturbations is 

part of an iterative. process or solving (2.9). Once station correction perturbations are calcu-

lated, all events are relocated with the new station corrections. This process continues until: (I) 

subsequent station correction perturbations become small, Le., when II 6s II ~E where E is a 

small number, (2) the residual norm II r. II does not decrease significantly in successive itera-

tions, or (3) the residual norm II r, II becomes smaller than the a priori standard error of the 

input data, in which case the solution to (2.9) is complete. Pavlis and Booker (1983b) give a 

theoretical justification for criteria (1) and suggest the use of an F test (Hoel, 1971, pp. 285-295) 

to detect case (2). 

Pavlis and Booker (1983b) discuss the analysis of error through the resolution matrix, 

covariance matrix, and information distribution matrix. The basic results of their resolution 

analysis has been discussed in the context of station correction dc component a.mbiguity. The 

covariance matrix for the station corrections, C" can be calculated from the SVD of R. by 

the relation 
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(2.49) 

where R/ is the generalized inverse oC R,. The complete covariance matrix Cor hypocenters 

and station corrections can now be written (Pavlis and Booker, 1983b) 

_ [HA aI + HSC, sTHI -HSC_] 
C - -C, sTaT C, (2.50) 

where HA is the generalized inverse for all the events. They also show that when the number oC 

arrival time data is much larger than the number oC parameters, 4me +n" the covariance 

matrix Cor the hypocenter and station corrections C has the Corm 

___ [HA HI 0 1 
c...... 0 C , (2.51) 

A more complete discussion oC resolution and errors Cor hypocenters and station corrections is 

deferred until Section (2.6.2). 

Having outlined a. means to solve for hypocenters and station corrections in a progressive 

iterative approach, we are ready to discuss the final step in each iteration oC a solution to (2.9), 

solving. Cor slowness perturbations. 

2.5.2. Slowness Models 

All inCormation constraining slowness perturbations is contained in (2.39). We must 

decide how to utilize it. We choose to use a Backus and Gilbert approach; that is, we over-

parameterize the slowness models. This ensures two things: firstly, the resulting slowness 

models will be CreeoC artiCacts oC course parameterization, and, secondly, we can determine the 

type oC averaging Cunctions required to obtain acceptable standard errors in different portions of 

the model using well developed concepts oC resolution and error analysis. 

The kernels N in (2.39) are singular at the bottoming points oC rays. The singularity pre-

eludes the application oC a least squares approach because the error norms are not square integr-

a.ble (Backus and Gilbert, 1969). As a practical matter, the kernels N are always finite due to 
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finite discretization. Thus, a numerical least squares solution to (2.39) is ~ible. However, 

least squares solutions to (2.39) tend to be highly oscillatory. Rewritting (2.39) we have 

o 
ai = JNdz )Su (z )dz 

L 
i=1,2, ... ,M" (2.52) 

The singularities in N can be removed by integrating (2.52) by parts, a process Backus (19'iOb) 

calls "quelling by integration". Integration of (2.52) by parts gives 

where 

and we define 

o 
ai = N(O), Su (0) - fN(z). tv, (z) dz 

L, 

N(z) = IN(p)dp 
L 

(2.53) 

(2.54) 

(2.55) 

The kernels in (2.54) are the total path lengths from z to the ray bottom. They are calculated 

using linear'velocitY'(not slowness) gradients (see '(A18) of appendix-A). 

The term N(O); Su (0) in (2.53) is always included in the problem for the following reasons. 

Oldenburg' (1984) demonstrated that when fA (0) is incorrectly specified, profound errors are 

introduced into estimates of the model. Further, as stated in the previous section, we want to 

determine u (0) in the best least squares sense so that station corrections will reflect local devia-

tions from least -square surface slowness and consequently w~ll have zero means. Even if good 

estimates of surface slowness are available, the first term in (2.53) should be retained to allow 

adjustments to fA (0) dictated by the overall surface slowness as sampled by all the recording sta-

tions. Good estimates of fA (0) help ensure proper convergence to the true solution as shown in 

Oldenburg (1984). Pavlis (1982) and Pavlis and Booker (1980) remove the term N(O); 8u (0) 

from (2.53) by imposing a constraint that causes as estimate of the perturbations to the rest of 

the model to be independent of u (0). As demonstrated in Oldenburg (1984), this approach is 
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not valid unless the assigned surface slowness u (0) is the true value. 

Following Pavlis and Booker (1983a), Pavlis (1982), Kennett (1976), and Backus and Gil-

bert (1969), we choose to solve for the "flattest perturbation". Thus we minimize 

1 ,J 1 - J(o u (z))2 dz + - 8u 2(0) 
2 2 

(2.56) 

subject to the constraints (2.53). 

Pavlis and Booker (1983a), Pavlis (1982), and Kennett (1976) used Johnson and Gilbert's 

(1972) variational approach to solve the problem. The resulting set of normal equations are 

numerically ill-conditioned. In order to obtain a stable result, orthogonal transformations (Gil-

bert, 1971; Parker, 1977a) or damping (Pavlis, 1982) must be used. 

An alternative approach is available that satisfies our requirements: a direct least squares 

solution that minimizes the quantity (from (2.53)) 

L 

II a - (N(O)cSu (0) + IN(z)6 u (z) dz) 112 (2.57) 
o 

using a generalized inverse (Wiggina, 1972). Remember that N in (2.41) is discretized finely 

enough (in accordance with a Backus-Gilbert approach) that the problem defined by (2.57) is 

underdetermined; N will always be rank deficient. If N is not rank deficient we have not 

parameterized the model finely enough, violating the stated requirements that the slowness 

model be free of artifacts of parameterization. Thus, if the problem is formulated correctly, 

(2.57) will be rank deficient. 

A pseudoinverse solution to a rank deficient problem has the property that the solution 

vector will be the (unique) minimum length solution (Lawson and Hanson, 1974). Consequently, 

a pseudoinverse solution to (2.57) satisfi~ the minimization conditions in (2.56) and the sum of 

the squares of the residuals defined by (2.57) will also be minimized. Since arrival time reading 

errors from local networks are best described by a Gaussian probability density (Buland, 1976), 

minimization or the norm in (2.57) is appropriate. 
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Lawson and Hanson (1974) show that the solution vector norm (2.56) is a nondecreasing 

function of pseudorank while the squared squared residual norm (2.57) is a decreasing function 

of pseudorank. Specifying a pseudorank involves a trade-off between minimizing (2.56) and 

(2.57). A solution that neither overfits nor underfits the data is obtained by proper specification 

of the pseudorank. 

One practical advantage of this approach is that formation of the normal equations is not 

required. Lawson and Hanson (1974) show that forming normal equations squares the condition 

number of the equivalent problem solved using a direct solution approach. A direct generalized 

inverse least squares solution is better conditioned and requires half the significant figures 

required to obtain an equivalent solution of the normal equations. 

A second consequence of a direct solution is that the kernels N in (2.57) can be sequen~ 

tially accumulated event by event using algorithm SEQHT of Lawson and Hanson (1974), thus 

eliminating the need for large matrix storage of the size M. X N,. By using sequential accumu­

lation of the kernels N, storage requirements are reduced to (N, + n. ) X Ng • 

Using synthetic data we solved (2.57) using singular value decomposition pseudoinverses 

and found the resulting perturbationa contained spurious oscillationa and were very sensitive to 

pseudorank. We found that a Levenburg-Marquardt solution to (2.57) was much more satisfac­

tory; oscillatory effects were greatly diminished and the pseudorank sensitivity was virtually 

eliminated. Since a Levenburg-Marquardt inverse (2.8) does not satisfy all the Penrose (1955) 

conditions for a generalized inverse it will now be shown that a Levenburg-Marquardt solution 

satisfies the minimization conditions on (2.56) and (2.57). 

It has already be shown that a pseudoinverse with Ie < N, satisfies the minimization con­

ditions on (2.56) and (2.57). For a particular pseudorank k let a true pseudoinverse solution vec­

tor norm be II Gu. II. Marquardt (1970) showed that for a nonzero value of A the damped solu­

tion vector norm II Gu. II x:::; II Su" II. The norm of a damped solution vector is always less 

than the corresponding solution vector norm of a true pseudoinverse solution guaranteeing the 

satisfication of the minimization condition (2.56). From Lawson and Hanson (1974, pp. 193) 
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(modified for the notation used here) we have: 

Theorem 2.1 

For a fixed nonnegative value of A, say, ~, let Sii be the solution for the problem (2.57) 

using the damped inverse of the form (2.8) for N. Then the residual norm obtained is the 

minimum value of (2.57) for all vectors Su satisfying II Su II ~ II Sii II . 

Theorem 2.1 guarantees the minimization of (2.57). 

Damped least squares is a robust approach to solving nonlinear least squares problems. 

This is due to its search properties that enable a reasonable descent direction to be found using 

damping even when a pseudoinverse fails to find a proper descent path. A damped solution 

allows us to bound the magnitude of perturbation solutions. This bound represents a bias or a 

priori information about the maximum size the perturbations should attain. Since the problem 

is nonlinear, placing bounds on perturbation size is sensible to provide reasonable step sizes. 

In each iteration a solution is found as follows. First, a singular value decomposition of N 

is calculated. Then, 21 damping values are determined using the method outlined in Section 

(2.5.1). A solution is chosen that produces reasonable solution and residual norms. Slowness per­

turbations are obtained by integrating the slowness gradient perturbation solution. Inversion for 

P-slownesses and S-slownesses is done separately, that is, various damping values are used to 

find acceptable P-slowness perturbations, then various damping values are used to find accept­

able S-slowness perturbations. We do this because S-slownesses are larger than P slownesses so 

that different solution perturbation bounds are used for each wave type. Consequently, different 

values of damping will generally be needed to obtain solutions for each wave type. The value of 

damping used is that which produces optimal solution and residual norms: the largest projected 

decrease of residual norm that has an acceptable solution norm. IT the new slowness models 

exhibit fluctuations on scales smaller than resolving lengths, the new models are smoothed. The 

new slowness models are used to start a new iteration. 

Convergence is detected when either: (1) the root mean square (RMS) residual norm is < 

the a priori standard error of the observed data, or (2) the RMS residual norm does not decrease 
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significantly for several iterations. Criteria (1) requires reliable estimates of the standard errors· 

of the observed data. Criteria (2) may indicate convergence to a local minimum, If (1) is not 

satisfied then the model is insufficiently parameterized to fit the data or the a priori standard 

errors of the data are incorrect. Since we use a slowness parameterization that varies only with 

depth, failure to satisfy (1) may indicate that significant lateral slowness variations exist. Reli~ 

able estimates of data quality are required to ascertain whether this is the case. Even then, only 

by using several different starting models can the- problem of converging to local minima- be­

investigated. As noted by Pavlis (1982), the problem of determining when convergence has 

occurred is a difficult problem that has thus far defied rigorous solution. 

Once it has been determined that convergence has occurred the results must be appraised. 

This is the topic of the next section. 

2 !G. Resolution-Errol" -Anal)"sis· 

The analysis of resolution and error that- will be presented in the next two sections is 

based on . linearized solutions to nonlinear "problems. The pitfalls of this approach have been 

investigated by Pavlis and Booker (1983a), by studying the problem using synthetic data. They 

found that linearized estimates of resolution can be unreliable when nonlinear effects are 

significant. However, they also found that solutions linearly close to the truth are obtained 

whenever the intrinsic resolution of the data is sufficient to resolve the structure of the true 

model. It is difficult to know which assessment applies to resolution-error analysis of inversions 

with real data. In Chapter 3 we address this problem by doing progressive inversions using vari- -

ous synthetic data sets. For the present, let it be kept in mind that the following discussions of 

resolution-error analysis are only strictly valid for truly linear problems. 

y, 
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2.8.1. Slowness Models 

Backus and Gilbert (1961, 1968, and 1970) showed that estimates oC seismic velocity are 

intrinsically nonunique. Constraints on model values are only determined Crom resolution-error 

trade-off analysis. The objective oC resolution-error analysis is to determine averaging Cunctions 

which produce model values with acceptable uncertainties and at the same time show what 

model Ceatures are resolvable. 

We use methods outlined in Wiggins (1972) to assess resolution and error Cor slowness and 

slowness gradient. Wiggins' (1972) development is based on a discrete (matrix) representation of 

the data kernels. Aa mentioned in Section (2.4.2) and Section (2.5.2), P and S-models are cou­

pled alter data annulment because the kernels N consist oC P and S-data kernels. We want to 

determine the degree oC interplay between P and S-models. The resolving kernels defined in 

Wiggins (1972) Cacilitate direct determination oC coupling between models. Methods oC BackuSo> 

Gilbert model assessment as presented in Pavlis and Booker (1983a), Parker (1977a), and John­

son and Gilbert (1972) cannot be used because multiple models and parameter types indigenous 

to the kernels used here make specification oC a physical misfit norm impossible. 

Slowness resolution and error is oC obvious interest. Slowness gradient resolution and error 

is also investigated because it is the quantity actually solved Cor in the course oC estimating a 

slowness model. Resolving kernels Cor slowness gradient can show how different parts oC a model 

trade-off, thereby alerting us to Ceatures that are artifacts of the inversion process. Assessment 

of slowness gradient resolution and error is important because slowness gradients have a more 

proCound effect on the amplitudes of propagating waves than does slowness magnitude. Later, 

we will use estimated slowness models to calculate Gre'en Cunctions for source moment tensor 

inversion. Consequently, we want to assess resolvability and uncertainty of the input parame­

ters that the Green functions are most sensitive to. Secondly, the slopes of earthquake travel 

time curves reflect slowness magnitudes while the changes in slope reflect slowness gradient mag­

nitudes. In a synthetic test oC Pavlis and Booker (1983a), a trade-off between velocity magni­

tudes and origin times allowed the same earthquake, placed a different depths in two different 
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velocity models,' to produce similar travel-time curves. The two velocity models had similar 

overall velocity gradients, only velocity magnitudes differed substantially. We suspect that 

slowness gradient is better resolved by earthquake arrival-time data than slowness. 

When estimating slowness resolution and error the data kernels N are used2.•• The data 

kernels N are required to determine slowness gradient resolution and errol'. Singular value 

decompositions of Nand N, are used in subsequent resolution and error computations. Let the 

SVD of N be 

(2.58) 

where 

'i are the singular values and the dimensions of the orthogonal matrices, U and VT are 

M. XM., and Ng XN" respectively. Let the SVD of N have the same form as (2.58) except 

the orthogonal matrices, U, A, and V will be denoted as U, X; and V and the singular values as 

ii~. In the'following discussion of slowness resolution and error, the results for slowness gradient 

can be obtained by substitution'of overbar equivalent quantities. 

From (2.58) the resolution matrix R, for slowness is 

(2.59) 

where k is an eJCp&Jl8ion order. The expansion order of (2.59) refers to the number of eigenvec~ 

tors retained in the calculation of R, . These eigenvectors correspond to the Ie largest singular 

values of N.- The effect of statistical errors in the data on the variance of slowness perturba-

tions is calculated from 

, 
tT,2(8u (Zj)) = E V;l/,/ 

i-I 
(2.60) 

V and'i are as defined in (2.58). A trad~off between width of resolving kernels in (2.59) and 

variance in (2.60) exists as a function of Ie. Plots of standard error as a function of depth versus 

expansion order: are used to determine the-range of expansion. orders that produce acceptable 
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errors. Next, resolving kernels are plotted as a function of depth for each of the acceptable 

expansion orders The optimal expansion order is chosen as the one that produces the "best" 

combination of resolution and error. 

The i th column of the resolution matrix represents the least-squares solution for maximiz­

ing the i th parameter (Wiggins, 1972). Each column of R represents a particular target depth. 

Each column of R is computed using the k that produces an acceptable standard error for that 

target depth. The expansion order is not, in general, the same for all columns of R. Inspection 

of the columns of R reveals the extent of parameter averaging and what parts of the model are 

being averaged. Columns of R are displayed in two ways. Both ways of displaying the resolving 

kernel use plots which make it possible to display all target depths and model depths simultane­

ously. 

In one manner of presentation, each column of R is normalized to have unit area. An 

example of this kind of plot is shown in Figure (4.8) of Chapter 4. The target depths with the 

largest peaks represent the portions of the models that are best constrained by the data. These 

depths correspond to regions with the largest number of turning waves. 

A second approach is to plot each column of R normalized to its maximum value. A plot 

of R of this type is shown if Figure (4.9) of Chapter 4. This plot shows how a velocity esti­

mates at particular target depths trade-off with other portions of the velocity models. In this 

way the amount of smearing and coupling can be seen throughout the models. Sometimes the 

averaging kernels of R have significant side lobes. Side lobes provide useful information about 

inherent trade-offs in a problem. Consequently we have not used alternative approachs to 

attempt to minimize them. In fact, the interpretation of side lobes is essential in determining 

the coupling within and between P and S models. This is due to the fact that the annulling 

transformation produces mixed wave kernels for each annulled data point. Both sets of parame­

ters must be included in the resolution analysis to determine how much each model trades-off 

with the other. A more complete discussion of the interpretation of the resolving kernels is 

deferred to Chapters 3 and 4. 
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The ,methods just described are-demonstrated using synthetic data. in Chapter 3 and using 

real da.ta in Chapter 4. Practical aspects and results will be described there. Having outlined 

how to assess results of slowness inversions, our att.ention turns to the assessment of errors in 

the hypocenters and station corrections. 

2.8.2. Asseamentot Hypocenter and Station Correction Uncertainties· 

Pavlis and Booker (1980) and Pavlis (1982) has presented the only development, thus far, 

of a systematic means to estimate the combined effects of errors in arrival-time data and uncer­

tainties in slowness model on estimates of earthquake locations in a progressive or joint inver­

sion approach. Tarantola and Valette (1982) and Pavlis (1986) provide alternative approachs in 

the context of single event location. In most cases, seismologists have chosen to ignore the effect 

of slowness or velocity uncertainties on hypocenter determination or have at best, tried to 

account for these uncertainties in an ad hoc-approach. Pavlis and BOOker-(1980) and Pavlis' 

(1982) developed a means of "making predictions about the magnitude of error in hypocenter and 

station. correction estimates caused by velocity' model errors using the Backus' (1970a,b,1971) 

method.of generalized prediction. What Collows is' a modified development of their approach. 

Discussion of the method of Tarantola and.Valette (1982) is contained in Appendix B. 

Traditionally, seismologists have considered errors in observed arrival time data as the 

only source of errors in hypocentral estimates. Pavlis and Booker (1980) and Pavlis (1982) 

showed that there are two additional sources oC error that must be considered: statistical errors 

in the assumed velocity model and model errors-caused by"unresolved velocity structure. These 

two additional errors follow naturally from Section (2.6.1) where they were discussed in the con­

text of slowness model appraisal. Appraisal of errors in the discrete parameters, hypocenters 

and station corrections, requires a different interpretation than that used for continuous slowness 

models. 

Earthquake hypocenters are constrained by observed arrival times that correspond to pfOc 

pagating waves traveling between the focus and seismic recorders. We would like to make a 
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prediction of the error in estimates of travel time along these wave paths. Here, the earthquake 

location problem has been approximated as a linear process. In Section (2.4.1) it was demon­

strated that n components ( Y A of (2.25)) of the m wave paths representing the observed data, 

are used to constrain a hypocenter. Consequently, we would like to have have an estimate of 

errors, due to uncertainties in the assumed velocity model, in the travel times of these n wave 

paths. The following discussion focuses on the problem of hypocenter appraisal; Station correc­

tion appraisal is done in the same manner by using the station correction kernels Y, (2.36) in 

place of Y,. 
At the outset it is important to note what errors are neglected in this analysis. An obvi­

ous source of error is the inherent nonlinearity of the problem which is neglected here. Non­

linearity means that wave path constraints cannot be simply mapped into n components as in 

(2.25). The matrix A (2.3) will be in error due to two sources: (1) nonlinearity and (2) errors in 

the partial derivatives that depend on the imperfectly known velocity model. Effects of model 

prediction errors on solutions obtained using A can be bounded (Lawson and Hanson, 1974, p. 

41-52) but are beyond the scope of the work here. Pavlis (1986) haa addressed the problem of 

nonlinearity by investigating the contribution of Hessian (see (2.2)). A full nonlinear appraisal is ... 

done in Appendix B where model prediction errors in travel times Cor all m wave paths will be 

considered. 

The annulling transformations in (2.21) and (2.33) allow a simple outline of one way to 

look at discrete parameter error estimation. Let the hypocenter and station correction parame­

ters be grouped together as x to allow a simpler and more compact presentation. Alter data 

annulment (2.21 and 2.33), we have 

I'R = AR X + <Y leu> 

Rearranging terms gives 

f'R - <Y I 8u> = AR X (2.61) 

Although x is solved for using I'R (see 2.3), it is clear that we can estimate x from <Y lou> 
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also. This peculiarity provided motivation to develop the annulling transformation to allow 

independent estimation of slowness models (Pavlis and Booker, 1980). Unfortunately, x depends 

on f'R and <Y I c5u> reflecting the fundamental ambiguity of locating earthquakes. This form 

emphasizes that there are two sources of error in x: observational errors in f'R and theoretical 

calculated travel time errors due to errors in the slowness models Crom the term <Y 18u>. 

Let observational travel time reading errors be described by the covariance matrix Ot and 

theoretical travel time errors be described by the covariance matrix Or. Error contributions 

Crom 0, are straightCorward to estimate (see 2.50 or·2.51). We use the development by Pavlis 

and Booker (1980) and Pavlis (1982) with several modifications to determine how to assess error 

contributions Crom 0 T • 

We start by rewritting (2.13) is a slightly expanded Corm 

r = Bx + <G 16u> (2.62) 

where; B.is the~partial< derivative~ matrix for all discrete -parameters, rand. G are as, defined in 

(2.9). Let Us ERN xM be the generalized inverse used to estimate a ,solution to (2.62) for i. 2.6 

A solution of (2.62) usingHg gives· 

where 

x = HsG E R
NXN

, 

Rs = HsB e R NxN 

N = 4m, +n, 

Rs x = i + <X I 8u> (2.63) 

(2.64) 

(2.65) 

Rs is the resolving mat.rix Cor the discrete parameters x. The function <X I contains informa­

tion about the ray paths used to constrain the discrete parameters. If x consists oC well con­

strained hypocentez: parameters Rs :::::: I. Pavlis (1982) showed that when station corrections 

are included in i, Rs oF I due to the tradeoff between station correction means and hypo­

centers. Since Pavlis (1982) considered only P-data, adding S-data mitigates this problem but 
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does not eliminate it. This subject is addressed in Chapter 3 using synthetic data. 

From (2.63) it is clear that estimates of Ox are dependent on the slowness model through 

the term <X lou>. Pavlis (1982) showed that (2.63) can be reduced to the form 

8x = XSu (2.66) 

using the substitution 6x = Rs x-x. 

The N numbers O%j can be estimated from a linear combination of the annUlled data 

using Backus' generalized prediction procedure (Backus, 1910a,b, 1971). To get an estimate of 

8x, we use (Pavlis, 1982) 

M~ 

OXj = E Wj (Jj 
j-I 

(2.67) 

where Wj are weights to be determined and aj are the annulled data from (2.52). The kernels 

<XI in (2.66) are quelled by integration to ensure a finite error norm 

X; (z ) = J x. (p) dp (2.68) 
L 

The model prediction error, <E I , is the difference between the kernels used to constrain the 

discrete parameters and predictions of these kernels using the annulled data, 

M. 
<Ej I = Xi - E Wj N j (2.69) 

j-I 

where <Ei I has a finite norm. 

To determine the contribution of prediction error it is necessary to have a bound B on the 

derivative of deviations of the estimated model from the true true model such that 

(2.70) 

where 

Ut..... = true but unknown slowness function. 

ii = final estimate of Ut ..... 
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Pavlis {1982} uses B to bound the error;· ~Xi , in Xi due to intrinsic slowness model nonunique­

ness. Using Schwartz's inequality he specifies B such that 

~Z; =5 II fi II B (2.11) 

where II E II = V<E IE>. 

We cannot estimate B from the observed data. since information about B is contained in 

a subspace orthogonal to the model subspace constrained by .the data (Backus, 1970a). Thus B 

can represent a subjective bias about the range of fluctuations from the estimated model that 

we consider to be plausible. 

A difficulty with Pavlis' (1982) approach is that B is also used as a. damping parameter in 

calculations of prediction error and statistical error. The use of damping in resolution-error 

analysis causes overall errors to be underestimated. Nonzero values of damping overestimate 

resolution and underestimate: slowness model statisticaL, errors. We modify Pavlis' (1982) 

development to . eliminate the~use~of B as' a.~damping parameter-by using-an,expansion-order 

approach. 

Pavlis.(1982) showed that statistical· errors in the. annulled data used to estimate the,slow-. 

ness model produce errors in the discrete parameters of the form 

Cs =wwr (2.12) 

where W is the same as in (2.67) and (2.69). Pavlis (1982) used B as a damping parameter in 

the calculation of the weights W of the form 

where 

~ = NN1 e RM,.XM. 

~ = NX 1 E R M. xN . 

(2.73) 

(2.74) 

(2.75) 

,. 
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Here, the use of B as a damping parameter will be eliminated and an orthogonal expan-

sion using a singular value decomposition of N (2.58) will be substituted for R in (2.13). Now 

(2.13) takes the form 

(2.16) 

Now, using (2.16) ,Os in (2.72) can be written 

(2.77) 

=XO/xr 

, 
where 011- is the Covariance matrix for model slowness gradients. From (2.64), (2.7'1) can be 

rewritten as 

- ',;r T Os = HaGO: G Ha (2.78) 

and we see that the t.erm GO,,'" GT corresponds to an estimate of calculated travel time errors 
., 

due to statistical errors in the slowness gradient models. 

Using WIt (2.76) obtaining from the singular value decomposition of N, the model predic-

tion error in (2.69) can be written 

- --T 
<fIt I =X-XV"VII 

=X-XR" 

(2.79) 

where it is t.he normalized resolving function for the slowness gradient.. 

The last. form of (2.79) helps to demonstrate what <fIt I is. The term (I - a,,) acts as a 

projector on X and produces the component of X, Xl., that is orthogonal to the range of N 
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(2.54) . .AiJ k· decreases (I- R. )-I.and Xl. increases. Since XL maps from the subspace of the 

model unconstrained by the data, an estimate of the magnitude of unresolved deviations of the 

estimated model from the true model, such as B , must be specified to find the contribution of 

XL to the total parameter error. 

In terms of projection properties it is now clear why damping should not be used to com~ 

pute <E I and Os. Nonzero value of damping overestimate the dimension of the range space of 

N' and consequently underestimate < E I. Nonzero damping-also causes Os to be undere~ 

timated by eliminating large error contributions of small singular values. 

The total error in the discrete parameters due to errors in the slowness gradient model, 

0T, is the sum of the model prediction errors (2.79) and statistical errors (2.77) which gives 

OT = <EIe I Ele >B2 + OS 

0T·= up + Os 

(2.80) 

where up is the model prediction error component: The model prediction error will always be 

nonzero- because the resolving function is never a unit delta function and.B is always nonzero, 

It is.clear that thecontributions'of the first and second terms in (2.80) trade-off with expansion 

order k and B. At this point the the bound B must be invoked to determine the prediction 

error contribution to 0T. We now specify how B is interpreted and used. 

It would be relatively straightforward to make a guess at the maximum possible variation 

of slowness. Typical values of slowness range from 1.0 to 0.125 sec/km (1.0 to 8.0 km/sec) from 

the Earth's surface to the bottom of the crust. We could safely assume that slowness deviations 

from the estimated model are no larger than 0.1-0.2 sec/km. However, B is a bound on the 

spatial derivative of slowness deviations (2.70). Consequently, it is difficult to confidently 

specify small values for B because the derivative in (2.70) could be very large. For example, 

take the common situation of two rocks with different slownesses in welded contact. Slowness is 

virtually discontinuous at the contact; the slowness changes rapidly over dimensions of the order 

of centimeters. Since we can confidently specify the magnitude of the largest plausible slowness 
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variations, ACu,I'1le' we could investigate the error contribution in (2.80) as a function of length 

scales A. using (from 2.70) 

(2.81) 

This is essentially the approach taken by Pavlis (1982). One aspect that differs here is that the 

optimal expansion order must also be determined. This suggests that the following approach be 

used to determine the optimal combination of" and B. 

A range of" are used to determine Os. Then, only those values of" that produce values 

of Os smaller than 0 , , the conventional statistical error, are considered further. This condition 

forces us to consider nonzero values of B. Next, the remaining values of" are used to deter-

mine the expansion order that allows the maximum value of B such that OT SOs. By specify-

ing a value for Acu, .... , the resulting maximum B is used to determine the minimum A.. rr 

the minimum A. is found to be very small, say on the order of millimeters or less, we can 

confidently conclude that model prediction errors have a. negligible effect. rr the resulting 

minimum A. is larger, then an appropriate smaller value of 'A. must be specified. The resulting-

larger value of B could be used to calculate OT , and added to Os to give the total prediction 

error component of hypocenter error. However, it has been our experience that model error con-

tributions ~e overestimated using this approach. This is not surprising since Parker {1977b} has 

noted that bounds, such as B, tend to produce overly pessimistic error estimates. We can 

demonstrate that this is indeed the case here. 

To determine the errors due to unresolved slowness structure, travel times are calculated 

for the two models shown in Figure {2.1}. The "true" model has large Buctuations of slowness 

and the "test" model represents a smooth gradient average to the true model. Travel times are 

investigated because, inspection of the Corm of {2.64} shows that our predictions of model 

induced errors are Cundamentally related to the problem of predicting errors in travel times cal-

culated from the estimated model. Pavlis {1982} developed an expression for B that relates B 

to slowness deviations and their length scales 

., 
"': 
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Figure 2.1 Contrast of a true synthetic model (solid line) and a smooth 
model approximation to it (dashed line). The large velocity fluctuations of the 
true model are produced by (see (2.82)) ~u = 0.05 sec/km, E = 0.2 km. 
d = 0.05 km. and L = 5.0 km. 
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(2.82) 

where L is the depth dimension of the slowness model, Au, is as defined above, E is the depth 

duration of segments of unresolved slowness variations with amplitude Au , and d is distance 

over which slowness changes from true model values to the amplitude variation of ~ u. This 

definition of B is used to estimate how close bound estimates of travel time errors are to true 

errors. 

The true travel time error is calculated as the difference between travel times calculated 

for the true model and test model. These travel time errors are compared to estimates of the 

travel time error obtained using B and an estimate of <E I. We use "G, ..... - G, • ., " as an 

estimate of <E I since "G, ..... - G u .. " is the norm of path length errors between the true 

and test models. Results are shown in Figure (2.2) for a source at 2.2 km depth with Au =0.05, 

E=0.2 km, d ==0.05 km, and L =s.Okm corresponding to B=2.s (Figure (2.1)). The bound 

estimates of travel time error have been divided by 100 to plot on the same scale. It is. clear 

from Figure (2.2) that for nonvertically propagating rays, the bound estimate of error is several 

orders of magnitude too large. Distances of 10 to 12. km correspond to rays that leave the 

source almost horizontally. The bound estimate of travel time error becomes increasingly overly 

pessimistic as ray paths begin to have turning points. While the magnitude of bound errors is 

much to large, the trend of errors with increasing distance (takeoff angle) is approximately 

correct. It makes intuitive sense that the bound estimate of travel time error will overestimate 

the true error by the greatest amount for turning rays. 

In light of these results, it is clear that absolute hypocenter error due to model errors can-

not be reliably determined using B. The fact that B is intrinsically unknown anyway has 

already precluded estimating absolute errors. However, the relative importance of model errors 

can be assessed between individual hypocenters and station corrections. Our previous proposed 

method of determining optimal values of k and B for each discrete parameter is undermined by 

the gross overestimation of the contribution of prediction error, tTp. Erroneously large values of 

k are required to produce the minimum sum of Os and tTP- Because the results of this kind of 



-C,.) 
L&J 
VJ -. 
0:: 
0-
o::~ 
0:: 
L&J 

L.tJ 
::Il 
i= 
-J 
L.&.I 

~ 
0:: 
t-

1.20 

1.00. 

o.ao~ .. 

0.60 

0.40 

0.20 

TRUE VS ESTIMATED ERROR 

2.00 

/ 

, , , , 
I 

I , 
I, I ,. , , : 

,,\ ,', : , \, , 
/, " \'\/ I , 

I" , , 
I " , , 

I " , I 
I 'I " 

I ' , " 
/ \: u 

'\,' ) 
I \ I 

I " 

4.00 6~OO B.OO 10.00 1'2 .• 00 
DiSTANCE (KM) 

Figure 2.2 Comparison or the ·absolutevalues or true travel time errors (solid 
line) and bound estimates or. the same travel time errors (dashed line). The 
bound error estimates have been divided by 100 to plot at this scale. 

44 



45 

approach defy meaningful interpretation, a different tack was taken. 

It is desirable to be able to interpret hypocenter position with respect to features in the 

slowness and slowness gradient models. This suggests that value of expansion order used for 

discrete parameter error assessment be set to the expansion order used for the slowness gradient 

model that produced the best combination of resolution and error. In this way, hypocenter posi­

tion can be assessed in the context of resolvable features in the slowness gradient models. This is 

the approach we finally chose. The value most representative value of k used in slowness gra­

dient resolution and error is used to calculate Os. Then, for each hypocenter parameter and 

each station correction, minimum values of Az are calculated four ways.2.S Four values of Az 

are found such that: (1) ~p = ~t2, (2) ~p = ~J, (3) ~p = ~?+~J, and (4) ~p = con4tlJnt. By 

comparing the sizes or the resulting values of Az, for cases (1), (2), and (3) the relative impor­

tance of model errors can be assessed between station corrections and between spatial parame­

ters for individual hypocenters. Bound test (4) is the most useful for comparing the sensitivity 

of parameters from different hypocenters since a constant error magnitude is used for all events. 

Parameters with large test (4) values of Az relative to other hypocenters are more likely to be 

influenced by model errors. 

The total discrete parameter covariance Oa is the sum of (2.80) and the contribution of 

statistical errors in data used to constrain the discrete parameters which gives 

Oa = Ot + Os + 0 (~p) (2.83) 

If the Ot is dominant in (2.83) then the conventional approach of ignoring model-induced errors 

is appropriate. I( Os is large, then model induce errors are significant and we must be careful 

to include an estimate of model-induced errors in assessing discrete parameter errors. The 

important result is that (2.83) makes it possible to make an assessment of how different sources 

of error effect the final estimate of the discrete parameters. 

This concludes our discussion of parameter error assessment. We would like to determine 

how well the approach works in practice. Tests of the method are done in Chapter 3 using syn­

thetic data. In Appendix B the effects of nonlinearity on parameter error estimates are assessed 
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by comparing results of the linearized approach 'outlined here against results obtained using a 

full nonlinear approach provided by Tarantola and Valette (1982) 

2.7. Summary and ConeiusioDll 

A method of progressive hypocenter-velocity inversion has been developed to incorporate 

S-wave arrival time data and estimate S-wave velocities in addition to P-wave velocities. The 

ability to utilize S-wave data improves constraints on hypocenters and provides more complete 

information on se,ismic' structure, than: P-wave data alone. The growing amount of ,three­

component seismic data being collected by the seismological community ensures that immediate 

benefits will be realized by the new capability to incorporate S-wave data in a progressive 

hypocenter-velocity inversion. 

The effect of slowness model errors on hypocenters and station corrections can be calcuo 

lated using a modification of Pavlis and Booker's (1980) and Pavlis' (1982) approach. Their 

approach. has been modified to eliminate damping-from the error appraisal process. Contribuo 

tions.o£" model prediction errors to hypocenter~and station correction errors 'are assessed with 

respect ·tal a'priori~ bounds 'on unresolved' slowness :model errors. The,relative importance 'of' stao ~ 

tistical errors and model prediction errors on discrete parameter error is determined with respect 

to features in estimated slowness gradient models. 

The one-dimensional velocity model assumption used here is not an inherent limitation of 

the development. The process developed here for estimating hypocenters, velocity models, and 

estimating their errors can be generalized to solve' for three-dimensional velocity models if 

resources are available to solve the three dimensional travel time and wave-path problems. The 

three-dimensional velocity-hypocenter inversion method with data annulment developed by 

Thurber (1983) for P-wave data could be extended to include S-wave data using the ideas outo 

lined here. 

'. 
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Notes 

2.1 These results are only completely true for linear problems. Multiple event - slowness inver-

sion is inherently a non-linear problem. Consequently, while the results here have proven useful 

(Pavlis and Booker, 1983a; Pavlis, 1982), this limitation should be kept in mind. 

2.2 The problems are all coupled by the inherent nonlinearity ignored in (2.9). Further, Pavlis 

(1982) and Pavlis and Booker (1983b) showed that while the station correction perturbations are 

(locally) independent of the hypocenters, the hypocenters are inherently coupled to estimates of 

the station corrections. Consequently, a solution to (2.9) must be iterative to reduce the effect 

of coupling between hypocenters, station corrections, and slowness models. 

2.3 From Lawson and Hanson (1974, pp. 77-78), "the pseudorank Ie of a matrix A is the rank of 

the rank deficient matrix A that replaces A as the result of a specific computational algorithm. 

Note that the pseudorank is not a unique property of the matrix A but also depends on other 

factors, such as the details of the computational algorithm, the value of tolerance parameters 

used in the computation, and effects of machine round-oft' errors." For example, determining Ie 
".::./ "I ". , 

requires speciCying which small singular values should be set to zero, an approach requiring some 

degree oC subjective judgement. Lawson and Hanson (1974, pp. 180-206) outline approaches to 

make the decisions as objective as possible. 

2.4 The discrete data kernels N are finite at turning points only because N was approximated by 

incremental path lengths for a velocities model parameterized by linear velocity gradient layers 

(see appendix A, equation (A.18)). Consequently, subsequent slowness (velocity) resolution and 

error is dependent on model parameterization and the results are not expected to be completely 

reliable in an absolute sense. Rather, this approach helps to indicate which portions of models 

are most sensitive to errors in the data and shows patterns of trade-oft's within and between 

models due to inadequate constraints provide by the data. These results are not used to support 

arguments that a particular feature exists and has acceptable error; they help to highlight 

features that should be viewed with skepticism due to inherent trade-oft's or instabilities. This 

approach has been used frequently (Crosson, 1976; Aki and Lee, 1976; Spencer and Gubbins, 
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1980; Thurber, 1983) and could be -called "quelling by- parameterization", not a particularly 

rigorous approach, but one that has proved useful. 

The data kernels for slowness gradient are finite (2.54) which makes them amenable for 

resolution and error analysis. However, progressive inversion is a nonlinear process; resolution 

and error estimates are only reliable if the final model estimate is linearly close to the true 

model. 

2.5 Hs is never explicitly formed. Solution for'each hypocenter and Cor the station corrections, 

is done 'separately using annulling transCormations. Pavlis (1982) showed that the final result can 

be viewed as a single operation by Hs. 

2.6 The substitution of ~z is made Cor Busing (2.81). Since an estimate of .6.c5ut .... e is used in 

the analysis, (2.81) allows us to solve for the minimum length scale, ~z that produces a particu­

lar error magnitude. If we find that ~z is indeed very small for a particular discrete parameter, 

we can have some confidence that that parameter is not significantly effected by unknown slow­

ness gradient model errors. 
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Chapter 3 

Synthetic Tests of Progressive Inversion 

3.1. Introduction 

Progressive inversion' was ,'extended to incorporated S-wave arrival time data in Chapter 2. 

Since the approach required linearization of a nonlinear problem we need to determine how well 

the method works in practice. Pavlis and Booker (1983) investigated the problem of estimating 

P-wave velocity structure using P-wave arrival time data from earthquakes. Using synthetic 

data they focused on determining the reliability of linearized resolution and error analysis of 

estimated P-wave velocity structure. Effects of nonlinearity on hypocentral estimates and sta-· 

tion corrections were"not presented. Here, synthetic data is used to access effects of nonlinearity 

on estimates of P and S-wave velocity structure, hypocenters, and station corrections. The 

scope is broader in order to determine how strongly nonlinearities in the problem effect each set 

of parameters in an absolute and relative sense. 

In some situations, reliable earthquake locations are a primary objective, whereas estimat­

ing velocity structure is not as critical. A common example is the problem of determining fault 

position and mode of faulting using earthquake locations and focal mechanisms. Of course accu­

rate velocity models are necessary to accurately locate earthquakes, but we 'would like-to know 

what effect inaccurate velocity models have .on estimates of earthquake locations. A method 

was developed in Section (2.6.2) of Chapter 2 to estimate the' errors in hypocenters due to 

imperfect velocity models. Since the approach required a linearized approximation and a rough 

bound approach, tests with synthetic data are needed to investigate well how these approxima­

tions predict true hypocenter error. 

Progressive inversion as developed in Chapter 2 is very similar to the methods of Pavlis 

and Booker (1980) and Pavlis (1982), except S-wave data and velocity structureare·added. They 
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conducted a thorough study of the effects of nonlinearity on inversions for P-velocity structure. 

They showed that linearized inversions can produce incorrect models for which subsequent 

resolution-error analysis overestimate resolution and underestimates errors. The same problem 

can arise when S-wave arrival times are added. The results of Pavlis and Booker (1983a) will be 

used as a starting point. Consequently, the present series of synthetic tests will concentrate 

more on determining the effects of including S-waves in the problem than focusing solely on 

studying the importance of nonlinearity on inversions for velocity structure, hypocenters, and 

station corrections. 

Although velocity structure is an end product of progressive inversion, it is slowness gra­

dient structure that is directly solved for. Resolution and error are only rigorously defined for 

slowness gradient kemels. Resolution and error can be estimated for velocity structure but the 

results are highly dependent on model parameterization. Consequently, we use slowness gra­

dient models to investigate the reliability of linearized resolution-error· analysis. The problem of 

estimating velocity structure is considered first. Slowness gradient, station correction, and hypo­

center assessment follow in ~ub8equent sections. 

3.2. Synthetic Data 

A synthetic data set was constructed using earthquake locations and station distributions 

from The Geysers, California. The locations of 39 earthquakes were estimated using P and S­

wave arrival times recorded by a temporary network of 9 three-component stations and the 

USGS permanent seismographic network. Earthquake locations were estimated using an 

assumed set of velocity models and no attempt was made to estimate station corrections or 

invert for velocity structure. These locations were used to calculate synthetic travel times by 

employing prescribed station corrections and velocity models. The velocity models and station 

corrections used to generate the synthetic data are listed in Tables (3.1) and (3.2), respectively. 

True earthquake epicenters and station locations are shown in Figure (3.1). Figure (3.2) shows 

true earthquake elevations in cross section. Earthquake depths are shallow reflecting the 



54 

Synthetic Model 
Velocity km/sec} 

P-wave S-wave Depth (km) 

3.08 1.65 0.0 
3.11 1.87 0.4 
3.50 2.20 0.6 
3.80 2.28 0.7 
4.80 2.43 0.9 
4.94 2.90 1.5 
5.30 3.20 3.0 
6.00 3.60 6.0 

~ . -, 

Table 3.1 Velocity models used to generate synthetic travel times. Linear velocity gradients 
are used between each velocity-depth pair. The depth of 0.0 km corresponds to an elevation of 
-0.379 km in Figure (3.2). Velocity values at 0.0 km depth are used to define the constant velo­
city elevation correction layer described in Appendix A. 
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Synthetic Model 
Station Corrections (sec) 

Station P-wave S-wave 

GAX -0.10 -
GBO 0.15 -
GCM 0.10 -
GCR -0.15 -
GDX -0.05 -
GGP 0.10 0.15 
GMM -0.10 -
GSM -0.10 -
TRA 0.05 0.10 
TSP 0.05 0.10 
TOT -0.05 -0.10 
TPU 0.10 0.15 
TPS 0.00 -0.10 
TPT -0.10 -0.20 
TPL -0.10 -0.20 
THR 0.10 0.15 
TMZ 0.10 0.15 
TPR -0.10 -0.20 

Table 3.2 Station corrections used to generate synthetic data. Station corrections were chosen 
large enough to reflect variations of near surface velocities over a range of 1-4 km/sec and 
thicknesses of 0.1-0.5 km that have been observed at The Geysers. 
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shallow geothermal reservoir at The Geysers. The regular pattern of epicenters in Figure (3.1) is 

due to a formatting error when generating the input file to the program that calculated the syn­

thetic travel times. Decimal latitude and longitude coordinates for the epicenters were rounded 

to the nearest hundredth of a degree, producing the distribution in Figure (3.1). The net result 

is a decrease in distinct epicenters from 39 to 1'r. Since the depths are distinct (Figure (3.2)), 

data from overlapping epicenters are not completely redundant. Still, this geometry produces 

data that contain less' information than more'realistic geometries with more distinct epicenters, 

because fewer station-receiver distances are represented. Velocities from the surface'down to 1.5 

km depth were taken from a velocity inversion of VSP data described in Chapter 4. P-wave 

velocities below 1.5 km depth were modified from Eberhart-Phillips and Oppenheimer (1984). 

S-wave velocities below 1.5 km depth were obtained by 888uming a slowly decreasing V pJV. 

ratio with depth to simulate anticipated VpJV, decreases in the steam reservoir at The Geysers. 

The reason The Geysers data were used to formulate synthetic data was to better 'assess resultS 

of ' progressive inversions on real earthquake data from The Geysers. Also, this data set is typi­

cal of many microearthquake studies and aftershock studies in'terms of recording geometry and 

event locations: 

All data sets consist of error free (errors <0.0001 second) travel times calculated using a 

method described in appendix A. We consider two types of data sets. One data set consists of 

P-wave arrival times only. This data set, dubbed P-only, is obtained by deleting all S-wave 

arrival times Crom the synthetic data set. A second data set, dubbed joint P and S, consists of 

the same P-wave arrival times plus the original S-wave arrival times. Since only 11 of 18' 

recording stations at The Geysers operated with three-component geophones, there are only 

about halt as many S-wave arrival> times. The second data set reflects the common situation 

whereby S-wave arrival times are only available from a subset of stations; those that record 

tbree components of ground motion. 
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3.2.1. Starting Models 

Results of a nonlinear least-squares inversion can depend strongly on the starting model. 

To study how strongly inversion results depend on initial models, two sets of starting models 

were used. Both sets of models consisted of a single linear velocity gradient from the surface to 

maximum model depth of 3.0 km. One set- of starting models was chosen to be close to true 

surface velocities and to be "close" to the true model. This model, designated model (I), is 

shown with the true model in Figures (3.3), (3.4), and (3.5). A second set of starting models 

was -chosen to be "far" from the true models; surface velocities, velocity magnitudes, and 

Vp/Vs were much different than the true models. This model, designated model (2), is shown 

with the true model in Figures (3.3), (3.4), and (3.5). By using quite different staring models it 

was hoped to quantify how stable progressive inversion results were with respect to different 

starting models. 

The two starting models are very different. Model (2) was chosen to reOect a standard 

type of starting model: a homogeneous half-space. Model (1) corresponds to the type of starting 

model that could be obtained using Wadati (1933) and Riznichenko (1958) diagrams as 

described by Nicholson and Simpson (1985). The advantages of constructing good starting 

models, such as would be determined using Nicholson and Simpson's (1985) approach, becomes 

clearly apparent in subsequent sections. 

3.3. Velocity structure 

Estimating seismic velocity structure using earthquake sources is inherently an inferior 

experimental design. Seismic velocity determination is best done using seismic reflection, VSP, 

and refraction experiments with controlled sources. The reasons are obvious; neither travel 

times or source locations are known for earthquakes, but are well determined in controlled 

experiments. 

Some situations dictate that earthquake data be used to estimate seismic velocity struc­

ture. Many times earthquake da.ta are the only data available. In other cases earthquake data 
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~metimes contain information that is not contained in reflection and refraction data. 

Reflection and refraction data represent virtual tw<>-dimensional samples of seismic structure. 

The use of overlapping profiles produces improved spatial sampling, but the extent of three­

dimensional sampling is limited. Earthquake data recorded by typical networks may sample over 

a larger volume of a region because earthquake locations are distributed over a wide range of 

depths· and epicentral locations. Consequently, overall three-dimensional seismic velocity infor­

mation may be contained in in earthquake data that is absent from reflection and refraction 

data. (Thurber, 1983; Eberhart-Phillips, 1986). 

There are two objectives when inverting for seismic velocity structure using earthquake 

data. Obviously, precise determination of seismic velocity structure is one objective. It is 

already clear that earthquake data are not ideal in this regard. It will be demonstrated that, in 

general, absolute velocity magnitudes are not well constrained by earthquake data. Thus, a pri­

mary objective is to reduce the component of earthquake location errors due to errors in 

assumed seismic velocity structure. This topic will be disussed in Section (3.6). In the following 

sections we investigate how well seismic velocity structure is constrained by earthquake data. 

3.3.1. Factor Analysis 

Progressive inversion involves iterative solutions on three levels; hypocenters, station 

corrections, and velocity structure. Here, the primary interest is on how velocity estimates are 

effected, by being required to solve for hypocenters and station corrections as a prelude to solv­

ing for velocity structure. Not only are more unknowns added to the problem, but some infor­

mation becomes unavailable for the velocity inversion due to data annulment. The goal of this 

factor analysis is to determine the effects on velocity inversions, of removing data through 

annulment and adding hypocenters and station corrections as variables. 

Assessment of seismic velocity inversions using synthetic earthquake data is done in a 

series of steps (Table 3.3). Each step is designed to isolate the effect of removing data through 

annulment and/or adding more unknowns to the problem. In case (A), all parameters are fixed 
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at their true values; inversion is done for velocity models only. Case (B) differs from case (A) 

only in that data is removed from the subsequent velocity inversion through hypocenter annul­

ment. Next, in case (C), earthquake locations are estimated in addition to velocity models. 

This case was investigated by Pavlis and Booker (1983a) and Pavlis (1982) in the case of P-wave 

data only. Case (D) investigates the effect of removing more data from the subsequent velocity 

inversion by means of station correction annulment. Case (E) is similar to case (D) except that 

hypocenters must be solved for also. Finally, in case (F), station corrections and hypocenter are 

solved 'for along with velocity'structure.' Specific cases will be discussed in subsequent sections, 

All cases, (A-F), were only done for the combined P and S inversions with starting model 

(1). A subset of cases were investigated with starting model (1) for P-only data and starting 

model (2) data sets. This was done to reduce the overall computational burden and the fact 

that case (F) was of primary interest. 

In the synthetic tests that require event location, the Inglada (1928) method was used to 

obtain a starting epicenter and origin time. Initial event elevation was set to the same value, 

1.12 km, for all events. In the synthetic tests which required station corrections to be 

estimated, all initial station corrections were set to zero. 

3.3.1.1. Case (A) 

This test provides insight into inherent strengths and weaknesses of the synthetic data's 

source-receiver geometries when inverting for velocity structure. Iterative velocity inversions 

were done with both starting models ror P- and S-wave velocity structure. In: this case, the data 

set is like a combination of seismic refraction, reflection, and VSP data. Event location and 

annulment of data are not required. Results or this inversion indicate fundamental strengths 

and weaknesses of the data set. For instance, if convergence to true model values cannot be 

obtained in some depth intervals, we can anticipate that hypocentral depths and velocity struc­

ture will be poorly constrained in those depth intervals. 
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Case Annulment Hypocenters Station Corrections 

A none fixed at fixed at 

true values true values 

B hypocenters fixed at fixed at 

true values true values 

C hypocenters solved Cor fixed at 

true values 

0 hypocenters fixed at fixed at 

station corrections true values true values 

E hypocenters solved Cor fixed at 

station corrections true values 

F hypocenters solved Cor solved Cor 

station corrections 

Table 3.3 List oC progressive inversion test cases. The annulment column indicates what data 
components were removed from the potential pool of data Cor velocity inversion using orthogo­
nal transCormations. 
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For this special case, P-wave and S-wave inversions are completely independent so only 

one inversion need be done to obtain complete P and S results for each starting model·set. From 

the results in Figures (3.6) and (3.7), it is clear that a slightly smoothed version of the true P 

and S models can be recovered using starting model (1). Results with starting model (2) are not 

as satisfactory (Figures (3.6) and (3.7)). Shallow (0-0.5 km) model (2) near-surface P-wave velo­

cities are too high and the position and magnitude of the large velocity gradient between 0.4 

and 0.7 km are incorrect. The is due to the large error in the initial surface velocity of model 

(2), (1.115 km/sec), and the lack of hypocenters shallower than 0.15 km model depth. Sinee we 

are inverting Cor the 8attest model, incorrect surface velocities produces an incorrect boundary 

condition Cor the inversion which produces errors in other parts oC the model (see Oldenburg 

(1984) Cor some simple examples). This does not bode well Cor cases (C-F) with the starting 

model (2). when hypocenters and station corrections are added as free variables to the problem. 

3,.3.1.2. C&ee8 (B-E) 

Sparse data are available to constrain near surface velocities and velocities near the bot­

tom of'the models. Near surCace velocities are poorly constrained because nearly all wave paths 

traverse the near surface at a small range of nearly vertical incidence angles. Model bottom 

velocities are constrained by a small number of rays that bottom there. Consequently, we would 

expect that data annulment would adversely effect estimates of velocities in these portions of 

the model, relative to case (A). 

Cases (B) and (0) reveal effects of data annulment on velocity estimates. P and S-wave 

velocity estimates for case (B) (Figures 3.8 and 3.9) reproduce the true models well except for 

the near surface portions oC the models. The deepest portion of the P-wave model is not faith­

fully reproduced for case (B). Since these portions of the models were recovered in case (A), lack 

of convergence to the true model in the deepest portion of the estimated model, indicates that 

constraining data were removed during hypocenter annulment. Model misfit increase 

throughout the velocity models in case (D) indicating that more data, fundamental to 
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constraining wholeemodel velocity structure, were removed during station correction annulment. 

Results for case (B) bear out our expectations concerning patterns of near-surface model misfit. 

However, case (D) results indicate that data with potential to constrain all portions of the velo­

city models is removed to constrain station corrections. 

Inversions for cases (C) and (E) produce results similar to cases (B) and (D) (Figures (3.8) 

and (3.9)). These results are not surprising; the hypocentral estimates at convergence in cases 

(C) and (E), were nearly identical to the true locations. This indicates that the determining 

velocity structure along with hypocenter locations is a robust process when the starting model is 

not too far from the true model. 

Case (C) corresponds to the problem considered by Pavlis and Booker (1983a). Figure 

(3.10) shows cases (C) results for P-wave structure from the joint P and S velocity-hypocenter 

inversion and the P-only inversion. Despite doing 11 velocity inversion iterations for the P-only 

case, versus just 5 iterations for the joint P and S case, the P-only velocity model estimate does 

not reproduce the true P model as well as the joint P and S inversion estimate. The high velo­

city gradient in Figure (3.10) has been systematically moved deeper in the P-only case. This 

result can be explained by the origin time-depth-dc velocity tradeoff discussed in Pavlis and 

Booker (1983a). 

Inspection of Figure (3.34) reveals that estimated hypocentral depths Cor P-only case (C) 

are systematically too deep. Estimated origin times for P-onlycase (C) were systematically 

early. Thus, the depth offset of P-only velocity model and estimated hypocenters has been com­

pensated by a dc shift in origin times. The origin time-depth-dc velocity tradeoff was greatly 

diminished using joint P and S data in case (C). Hypocentral depths errors are much smaller 

(Figure (3.32)), and the P velocity model is closer to the true model (Figure (3.10)). 
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3.3.1.3. Case (F) 

Since case (F) is the end product of primary practical interest, inversions were done for 

both P-only and joint P and S data for starting models (1) and (2). Since case (F) involves solvo 

ing for the most variables, errors due to nonlinearity are more likely to manifest themselves in 

this test. Inversion results are likely to be sensitive to starting models. These expectations are 

confirmed. 

Convergence problems were pronounced in case (F) when using starting model (2). Satigo 

factory convergence could 'not be obtained for either the Poonly or joint P and S inversion with 

model 2 (Figures (3.11) and (3.12)). Lack of convergence was not readily apparent from the 

RMS data misfit of 0.028 sec for the P-only starting model (2) inversion. An RMS misfit of 

0.028 sec would clearly be within the uncertainty of real data that had arrival time errors on the 

order 0.0~.04 sec. What indicates a lack of proper convergence is the tendency for some shal­

low earthquakes to locate at or near the free surface {Figure (3.22)). If this where real data, one 

would have to detect this problem to avoid erroneous results. This would require knowing that 

very shallow earthquake locations are unreasonable, not a trivial assumption if shallow seismi­

city is of interest. 

When S-wave arrival times are incorporated into the far model inversion, the lack of con­

vergence is more clearly apparent in the RMS data misfit. P-wave RMS misfit is 0.048 sec and 

S-wave misfit is 0.118 sec in this case. The tendency Cor some shallow earthquakes to locate 

near the free surface is still apparent {Figure (3.24)), but the large RMS S-wave data misfit helps 

detect lack or proper convergence. Including S-wave information allowed detection oC conver­

gence to a local rather than global minimum through inspection of RMS data misfit magnitude. 

Convergence to a local minima was not clearly apparent when only P-wave arrival times were 

used. 

Large RMS misfit magnitudes, relative to uncertainties in the data, can be used reevaluate 

the starting model. If too little inCormation were utilized to construct the starting model, a 

more comprehensive effort could be made to improve it and the new starting model used to 
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reinvert. Lack of convergence to acceptable RMS data misfit levels could also indicate that the 

one-dimension model assumption is invalid. However, careful investigation of the raw data 

(inspection of travel time curves, etc.) should reveal whether or not model assumptions are 

appropriate. Consequently, given proper model assumptions, RMS data misfit levels from joint 

P and S inversions help discriminate between convergence to local versus global minima whereas 

P-only RMS misfit levels are not nearly as diagnostic. 

Lack of convergence in the far model case- has another implication. It points out the 

danger of arbitrarily specifying unrealistically high surface velocities and aSsuming that station 

corrections can compensate for the error. Station correction errors are about two times larger 

for model (2) inversions than for model (1) inversions (Table (3.4)), indicating that larger com­

ponents of the velocity model errors have mapped into model (2) station corrections estimates. 

It is clear from Figures (3.11) and (3.12), that errors in the surface velocities of starting model 

(2) have contributed to errors throughout estimated P and S-wave models. 

3.3.2. Velocity"resolution and enol'" 

EStimates oC velocity structure should be equivalent to the true model smoothed" by the 

resolving functions for the solution within predicted error bounds.3.1 Resolving Cunctions and 

standard el'Tors can be calculated from equations (2.59) and (2.60) oC Chapter 2. Figure (3.13) 

compares starting model (1) estimated P-wave velocities with the true P-wave velocity model 

smoothed by resolving kernels Cor the case (F) P-only inversion. The true model and smoothed 

true model fall outside the estimated model bounds virtually throughout the entire model depth 

extent. Yet the RMS data residual Cor this inversion is very small (0.003 sec). In contrast, slow­

ness gradient Cor this example (Figure (3.17)) is very close to the true model for most of the 

model depth extent. This example demonstrates that dc velocities can be incorrectly predicted 

using earthquake data whereas slowness gradients errors are much smaller. 

The problem is most pronounced when only P-wave data are used. If is clear Crom Figure 

(3.11) that estimated P-wave velocities are much closer to the true model when combined P and 
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RMS Station Correction Error sec)· 
, 

P only Joint P and S 
p P S Total 

Model True Est. True Est. True Est. True Est. 

1 0.023 0.024 0.019 0.035 0.059 0.038 0.039 0.036 
2 0.059 -- 0.055 -- 0.084 -- 0.061 --

Table·3.4AlI tests correspond to case (F) of Section (3.3.2). Models (1) and (2) are the same·as 
described in Section (3.3.1). True errors are the RMS differences between estimated station 
corrections and true station corrections. The column labeled Est., corresponds to the RMS of 
estimates of station correction error. Estimated errors were only calculated for starting model 
(1) inversion~. P-only refers to progressive inversions using only P data and joint P and S refer 
to simultaneous P and S inversions. 
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S data were used in case (F). Since only a single synthetic model could be considered here, it is 

not known whether this result will be true in general. However, we suspect that adding S-wave 

data to progressive inversion will reduce dc velocity errors in general. 

The quantity VpfV. provides an important constraint on material properties of rocks. Fig­

ure (3.14) show estimated VpfV. models for starting model (1) inversion cases (C) and (F). A 

smoothed version of the shape of the true VpfV. model is recovered except for the Vp/V. 

minimum at 1.5 km depth. The Vp/V. maximum is displaced with depth in a pattern similar to 

that found for the P and S velocity model estimates. The absolute Vp/V. level is not well deter-· 

mined but overall changes of VpfV. with depth are obtained. The inability to closely reproduce 

the true Vp/V. model indicates that the dc velocity ambiguity is amplified in Vp/V.. Conse­

quently, interpretation of V p/V. estimates should concentrate more on relative variations of 

VpfV, with depth than absolute Vp/V. magnitude. 

This concludes the velocity structure section. Next, slowness gradient will be used to 

investigated how well linearized resolution and error predictions work. Also, estimates of slow­

ness gradient are compared as a function of the number of unknowns inverted for and the types 

of data used in inversions. 

3.4. Slowness Gradient Structure 

3.4.1. Effects of Adding s.waves, Station Corrections, and Hypocenters 

There are two objectives here. The first is to determine what effect adding S-wave data to 

progressive inversion has on estimates of P and S-wave slowness gradient. The second is to 

determine the efJ'ecta of adding hypocenter and then station corrections as unknowns (cases (C) 

and (F) of Section 3.3.1) on estimates of slowness gradient. 

P-wave slowness gradient is more accurately recovered in joint P and S inversions than p. 

only inversions. Figure (3.15) shows the P-only inversion results for case (C) and Figure (3.16) 

shows P-wave slowness gradient estimates for the case (C) joint P and S inversion. P-wave 
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slowness gradient is very accurately estimated throughout most of the model depth extent in the 

joint inversion whereas the large negative slowness gradient is underestimated and shifted in 

depth in the P-only inversion. This is in spite of the fact that more than twice as many itera.­

tions were done (11 versus 5) for the P-only inversion. 

The same pattern can be seen in the case (F) results. The P-only inversion for slowness 

gradient (Figure (3.17)) underestimates the magnitude of the large negative slowness gradient 

and its depth position is incorrect. These errors are much smaller for the joint inversion P-wave 

slowness gradient estimate shown in Figure (3.18). The P-only inversion misfit is larger even 

though the final estimate RMS residual is one third that of the joint inversion, and more itera­

tions were done (5 versus 3). 

The addition of S-wave data substantially improved estimates of P-wave slowness gradient 

structure over that estimated using P-wave data alone. Since case (C) requires hypocenter esti­

mation and case (F) requires hypocenter and station correction estimation, it is clear that the 

S-wave data have help reduce errors in slowness structure estimates that arise from hypocenter 

and station correction errors. 

Case (C) results can be compared to the results of Pavlis and Booker (1983a). They noted 

difficulties with tradeotls between hypocentral depth estimates and velocity model features. The 

dc shift of P-wave slowness gradient with depth for the case (C) P-only inversion correlates with 

systematic hypocentral depth mislocations to deeper depths (Figure (3.34}}. The dc slowness 

gradient depth shift is expected to positively correlate with hypocentral shifts. There are 

numerous hypocenters in the depth interval corresponding to the large negative slowness gra­

dient (Figure 3.2). Estimates of hypocentral depth are shifted in the case (C) P-only inversion 

to produce travel time curves with a shape a close as possible to the true travel time curves. In 

contrast, the hypocenter depth errors are much smaller for the case (C) joint inversion (Figure 

(3.32)), and the correct slowness gradient model is almost completely recovered. 

The fact that the case (F) joint inversion (Figure (3.18)) did not reproduce the true slow­

ness gradient model as well as the case (C) joint inversion did, indicates that estimating station 
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corrections has added another set of tradeoffs' to the problem. The extent of station correction 

induced slowness gradient errors are reduced in the joint inversion (Figure (3.18)), relative to the 

P-only inversion (Figure (3.17)), but are not eliminated. Errors in station correction estimates 

(Table (3.4)) have induced errors in hypocenter estimates (Table (3.5)), which have in tum, pro> 

duced errors in slowness gradient estimates. Since only 3 iterations were done in the case (F) 

joint inversion, convergence close to true model values, such as in case (e), would probably 

occur in subsequent iterations. The RMS"residual after 3 iterations for the case (F) joint inver­

sion was 0.01 sec, indicating that further improvements in slowness gradient models could be 

obtained. 

The same cannot be said for the P-only case (F) inversion; the RMS residual was only 

0.003 sec, much smaller than the joint inversion case. The variance reduction was 28% for the 

last P-only iteration whereas a variance reduction of 59% was had for the last joint inversion 

iteration. Thus, the'P-only"inversion is much cl08er to convergence than the-joint inversion. In 

fact; the·P.:only case (F) RMS- residual is smaller than the"case-(e) RMS residual (0.003 versus ' 

0;()()5~sec). Yet, the estimates of P~wave slowness gradient in case (e) are much more accurate 

(Figure ,(3.15)). This indicates that the·,case;(F) P-only inversion converged to a local minimumt 

It appears that P-wave data alone do not provide enough information to completely 

recover slowness gradient structure and station corrections using earthquake data. However, 

except for dc-depth shift, the true slowness gradient magnitude is well estimated in Figure 

(3.11)). This c~ntrasts sharply with analogous tests of estimated velocity structure (Figure 

(3.13)), where:estimated velocity magnitudes are .incorrect throughout virtually the entire,model 

depth extent. 
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RMS Hypocenter Error 

Origin time Latitude Longitude Depth 
(sec) (km) (k~) (km) 

Case True Est. True Est. True Est. True Est. 

lCP 0.034 0.050 0.025 0.189 0.014 0.094 0.081 0.314 
lCPS 0.014 0.023 0.008 0.072 0.005 0.046 0.031 0.130 
IF P 0.043 0.054 0.071 0.240 0.069 0.U5 0.226 0.342 
IFPC 0.084 -- 0.125 -- 0.214 -- 0.326 --
IFPS 0.053 0.051 0.074 0.168 0.U5 0.097 0.086 0.282 
2FP 0.135 - 0.288 -- 0.336 -_. 0.514 --
2FPS 0.148 -- 0.390 -- 00415 -- 0.544 --

Table 3.5 True and estimated RMS hypocenter errors as a function of inversion case. The 
column labeled Est., contains the RMS estimated errors and the column labeled True, contains 
the RMS misfit between true and estimated hypocenter parameters. The first number in the 
column labeled case, corresponds to the starting model used, the second character to the case 
list in Table (3.3), and the last two characters indicate where a joint P and S inversion was done 
(PS) or if only P data were used (P). Case (lFPC) is the P-only inversion result with aRMS 
data misfit comparable to case (lFPS). 
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3.4.2. Resolution and Error 

The data kernels for slowness gradient are finite and square integrable facilitating 

resolution~error analysis using equations (2.59) and (2.60). Resolution and error were determined 

using the RMS data misfit from the inversions to scale error estimates. Expansion order in 

equations (2.59) and (2.60) were chosen as the maximum rank, below which, most model errors 

flattened out. This approach uses true data misfit as an estimate of statistical errors in the data. 

Since the data are error free, model uncertainties calculated in this manner should be close to 

true misfit errors. 

In each oC Figures (3.1~3.20), the true slowness gradient is shown along with the result of 

filtering the true slowness gradient by the resolving functions calculated from the corresponding 

estimated model. The estimated model should fit the filtered true model to within its error 

bounds. If it does not, this indicates that nonlinear effects are important; the estimated model is 

not linearly close to the truth. 

Figure (3.16) shows the only case were linearized resolution and error estimates make com­

pletely accurate predictions. Slowness gradient is recovered everywhere except near sharp 

discontinuities and close to the (ree surface where predicted resolution is poor. Predictions of 

resolution and error are less accurate near slowness gradient discontinuities in the other cases. 

Resolution errors are reduced in the case (0) joint inversion (Figure (3.18» compared to the p. 

only inversion (Figure (3.17)). The case (0) S-wave slowness gradient estimates (Figure (3.19» 

do not recover structure as well as the P-wave structure in the neighborhood of slowness gra­

dient discontinuities. Since there are only 294 S-wave arrival times versus 476 P~wave arrival 

times, and S-wave arrivals are confined to a smaller distance range, poorer S structure resolution 

is to be expected. 

The problem o( incorrect resolution and error predictions is more pronounced Cor the case 

(F) S-wave inversion (Figure (3.20», indicating that station corrections have had a more pr~ 

found effect on S-wave structure than P-wave structure. The larger S-wave station correction 

errors (Table (3.4» bear this out. However, the amount oC smearing out of slowness gradient 
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structure for P and S models for case (F) is comparable; the S model simply has more slowness 

gradient discontinuities in its true model. 

Linearized resolution and error analysis tends to produce overly optimistic estimates of 

resolution, especially near model discontinuities. Pavlis and Booker (1983) demonstrated this in 

a much more complete investigation of this problem than was considered here. The important 

point is that the inclusion of Sewave data has reduced errors made in linearized resolution and 

error analysis. These errors still exist when Sewave data are used. Probably the safest means to 

determine what features are truly resolvable in model estimates is to do synthetic tests similar 

to those done here. 

3.0. Station CorrectioDli 

Station corrections are required to account for lateral velocity variations that are not 

included in one-dimensional velocity model parameterization. Many times the most pronounced 

lateral velocity variations are confined to the near surface. It would be preferable to determine 

actual receiver-site velocit.y variat.ions than to use station correct.ions to compensate for them. 

Often this in not. feasible and station corrections must. be employed. As was found in Section 

(3.3), the price paid is reduced resolution of overall velocity structure. 

As wi'th velocity inversions, assessment of stat.ion correc.tion estimates with synthetic data 

involves factor analysis, although the scope is reduced. The error prediction approach developed 

in Section (2.6.2) of Chapter 2 is also tested. Finally, station correction resolution is briefly 

addressed. 

3.5.1. Factor Analysis 

Only two cases need be considered: (1) inversion for station corrections with true velocity 

models, and (2) inversion for station corrections as a component of progressive inversion for 

velocity structure. Case (I) corresponds to progressive multiple event location (PMEL) of Pavlis 

and Booker (1983b). Case (2) corresponds to case (F) of Section (3.3.1.3). As in Section (3.3), 
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the cases of joint P and S ·inversion.and P-only inversion are also ·considered. 

The initial values for all station corrections were set to zero for all tests. This represents 

,.~~he- 'minimal starting model assumption and is a good test of the robustness of station correction 

;:-~c,.,c.:- ":nac:. ,;:-, estimation. Considering the substantial true synthetic station correction magnitudes (Table 

;: .... ; ,~--

(3:.2}), the use of zero initial station corrections is a strong test. The true synthetic station 

corrections for both P and S have zero mean as do the- initial values. 

3.5.1.1. Caae'(l): PMEL Results, 

~- c Convergence to true hypocenters and station corrections was obtained in all cases. Fewer 

st,~tion correction inversion iter.tiona were required to attain convergence for joint P and S 

: PMEL inversions than with P-only PMEL inversions. The fastest convergence was obtained 

\Ising a synthetic data set which consisted of matched P and S arrival times at all recording star 

tions used for each' event location. Overall, PMEL proved to be robust; hypocenters and station: 

corrections were' accurately recovered despite using starting locations and initial station correc-' 

tions:that'were not .particularly close to the true values., 

3.5.1.2. Case (2): Progressive Inversion 

Results of progressive inversions involving station correction estimation are summarized in 

Table {3.4}. The model numbers correspond to the same starting velocity models described in 

Section (3.2.1). Errors in station corrections depended weakly on whether joint P and S data or 

only P-data .. were.used. The, most.significant factor controlling station correction errors was 

starting velocity model. Station correction estimates obtained using starting model (2) had 

much larger errors than those obtained using starting model (1) (Table (3.4)). This result serves 

to emphasize the importance of using the best possible starting model when doing progressive 

inversions. 
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3.5.2. Station Correction Error Estimates 

Estimates of station correction errors obtained using the method outlined in Section (2.6.2) 

of Chapter 2 are shown for starting model (1) in Table (3.4). The observed data misfit of the 

synthetic data was used to scale the error estimates. The error estimates in Table (3.4) are 

within a factor of 2 of the true errors. The primary contribution to the estimated errors comes 

from the velocity model error contribution, C s , of equation (2.83). The conventional statistical 

error term, C t , of equation (2.83) is 2 to 3 orders of magnitude smaller than C s in all cases. 

The estimated contribution of C t should be small since the data are error free. The entire stae 

tion correction error is due to velocity model induced errors since true station corrections are 

recovered in PMEL tests. Consequently, if only conventional statistical errors had been cone 

sidered, station correction errors would be grossly underestimated. 

The same expansion orders were used to compute C s as were used in slowness gradient 

resolution and error appraisal of Section (3.4.2). What is a bit surprising, is that the estimates 

of station correction errors are so close to the true errors. Station correction error estimates 

may be fairly accurate because station corrections are linear variables in progressive inversion. 

It is not known whether'these synthetic error results would be as accurate in general. 

3.5.3. Station Correction Resolution 

In all the cases considered in Table (3.4) the station correction matrix R, of equation 

(2.48) had II, - 1 nonzero singular values and a corresponding null vector with elements equal to 

one over the square root of the number of station corrections as predicted by Pavlis and Booker 

(1983b). Even the matched P and S arrival time data set did not produce a full rank station 

correction inversion. A full rank station correction inversion might be attained in only S-P 

times were used thereby eliminating origin time from progressive inversion. However, mean P 

and S station corrections would still need to be constrained to zero to ensure the integrity of 

subsequent velocity inversions. 
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3~8. Hypocenters 

The accurate determination of hypocenter position is critical to afford maximum possible 

utility for geological interpretations. These synthetic tests of hypocenter estimation are 

designed to determine the sensitivity of hypocentral estimates errors in velocity models and sta­

tion corrections. The accuracy of hypocentral error estimates determined using the approach of 

Section (2.6.2) are also investigated. 

3.8.1. Factor 'AnalysiS 

The cases considered here are listed in Table (3.5) and correspond to cases (C) and (F) of 

Section (3.3.2). Starting model (2) results are only considered for case (F) inversions. 

The most significant factor controlling hypocentral errors is starting velocity model. Start­

ing model (2) mislocation errors are much larger than those for starting model (1) (Table (3.5}). 

For case (F) starting model (2), this can be clearly seen in Figures (3.21) and (3.22) of the P-only 

inversion, and Figures (3.23) and (3.24) of the joint inversion. Hypocentral errors are actually 

larger (or the joint inversion than Cor' the P-only inversion (Table (3.5». This is due to the large 

S-wave station' correction errors in the starting model (2) joint inversion '{Table (3.4)). In con­

trast, the case (F) starting model (1) joint inversion (Figures (3.27) and (3.28)) and P-only inver­

sion (Figures (3.29) and (3.30)) have much smaller mislocation errors (Table (3.5)). 

An interesting Ceature of the mislocations in Figures (3.21-3.24) is their systematic nature. 

Large epicentral errors are not expected for earthquakes located using well distributed recording 

stations. One-dimensional velocity model errors alone do not produce significant epicentral 

errors for the recording geometry used here. The systematic epicentral mislocations in Figures 

(3.21). and (3.23) are due to combined station correction and velocity model errors. This illus­

trates yet another deleterious effect of using an incorrect starting model with artificially high 

near surface velocities and assuming that velocity model errors will be absorbed into the station 

corrections. If these errors are undetected using real data (and they might well go undetected if 

only P data are used {see Section (3.3.1.3))) the results can be misinterpretation of earthquake 
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locations with respect to geologic features. 

The second strongest factor affecting epicentral estimates is whether station corrections are 

included as unknowns. This is not the case for hypocentral depth where the joint P and S 

inversion with station correction has an RMS misfit comparable to the P-only inversion without 

station corrections (cases (lFPS) and (lC P) of Table (3.5), respectively). RMS depth misfits are 

a factor of 2.6 greater for P-only inversions (cases (IC P) and (IF P) of Table (3.5), respectively) 

relative to joint P and S inversions of the same case (cases (lCPS) and (lFPS) of Table (3.5), 

respectively). This is in spite of the fact that the case (IF P) inversion has an RMS data misfit 

of only 0.003 sec, whereas the joint inversion (lFPS) has an RMS data misfit of 0.01 sec. When 

a case (F) P-only inversion with comparable misfit, (case (lFPC), obtained by using results of an 

iteration preceding convergence), is compared to the joint P and S inversion (lFPS), the error 

disparity increases substantially as can be seen in Figures (3.25) and (3.26) for case (lFPC) 

versus Figures (3.27) and (3.28) for case (IFPS) (see also Table (3.5)}. Similar results are 

obtained for case (C) P-only versus joint P and S inversions (Table (3:5)). 

3.8.2. Eatimate80f True Misfit 

&timates of hypocenter misfits errors are shown in Table (3.5) for starting model 1 cases 

(C) and (F). Both station correction induced errors, equation (2.50) (which also include their 

own component of velocity model induced errors), and velocity model induced errors, Os, of 

equation (2.83), are added to the conventional statistical error estimates, Ot of equation (2.83), 

to produce the error estimates in Table (3.5). The same expansion orders were used to compute 

Os that were used in Sections (3.3.4) and (3.3.5). 

For all events, the velocity model error component was dominant, followed by station 

correction error contributions approximately a factor of 3-4 smaller, and conventional statistical 

error approximately an order of magnitude smaller. Estimates of total hypocenter error tend to 

be larger than true misfit errors indicating that velocity model contributions to total hypocen­

tral errors are overestimated. Total hypocenter misfit errors are especially overestimated in case 
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(C) inversions as can be seen in Figures (3.31-3.34) and Table (3.5). In all case (C) inversions, 

true depth misfit errors are considerably overestimated. This suggests that the approach 

developed in Section (2.6.2) of Chapter 2 will tend to produce overly pessimistic depth error 

estimates if station corrections are not used. 

Estimates of true hypocenter errors are wrong by no more that a factor of 3.4 for starting 

model (1) case (F) inversions (Table (3.5)). IT only conventional statistical errors had been used, 

true misfit errors would have been underestimated by an order of magnitude. It can be seen 

from Figure (3.29) that epicenter errors tend to be overestimated for the central group of events 

of the P-only inversion. These events have the deepest locations (Figure (3.30)) and their 

corresponding depth misfits are overestimated. Depth misfit errors Cor shallower events are 

underestimated in this case (Figure (3.30)). While epicenter error estimates are more represent&> 

tive of true epicenter errors Cor the joint P and S inversion shown in Figure (3.21), the overesti­

mation of depth errors Cor the deepest events persists (Figure (3.28)). True hypocentral depth 

errors are not a function oC depth in either Figure (3.28) or Figure (3.30). 

This discrepancy points out a Cundamental weakness of the error appraisal approach 

developed in Section (2.6.2) oC Chapter 2 as applied to hypocenter mislocations. The incon­

sistency is the result of two causes. Firstly, ray path lengths to deeper events are longer than 

those for shallow events (most ray paths are upgoing). Consequently, the estimated error of cal­

culated travel times will be correspondly higher.3.2 This tends to inflate hypocenter error esti­

mates as source depth increases. Secondly, the ray paths Cor shallow events have much larger 

path percentages in~shallow less well resolved (and estimated) portions of the velocity models 

than do ray paths Crom deeper events. Shallow event hypocentral mislocation errors are underes­

timated (especially Cor the P-only inversions) because linearized error estimates are incorrect in 

the shallow portions oC the velocity models that are not linearly close to the true models. 

The scale length comparisons of sensitivity oC hypocenter estimates to unresolved slowness 

gradient model Ceatures overestimated the sensitivity of hypocenter depth to potential unknown 

errors in the model Cor all cases. 
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events at the same true epicenter. Two standard error confidence ellipses cal­
culated using all sources oC error are also shown. The dashed line Crom A to 
A' is the surCace projection or the accompanying cross section shown in Fig­
ure {3.30} . 
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Even with these problems, the linearized error estimation approach gave overall estimates 

of true hypocenter mislocation that were much closer to the truth than the conventional statisti­

cal error estimation approach. Thus, the approach of Section (2.6.2) may be useful when 

applied to real data to get a rough idea of absolute error magnitudes, keeping the aforemen­

tioned caveats in mind. 

3.7. Summary and Conclusions 

These synthetic tests have clearly demonstrated the advantages of including S-wave 

arrival time data in progressive inversions for hypocenters, station corrections, and velocity 

structure. Joint use of P and S wave arrival time data has the following advantages over the 

use of P-wave data alone: 

(1) P-wave velocity and slowness gradient structure are more accurately estimated; 

(2) Hypocenter mislocation errors are substantially reduced, especially hypocentral 

depth; 

(3) Convergence of progressive inversions to local minima is more detectable using RMS 

data misfits of P and S wave data; 

(4) Velocity model and hypocenter estimates are much more accurately determined 

when station corrections are used; 

(5) Complete elastic properties are estimated providing greater constraints for geologic 

interpretation of velocity structure. 

Slowness gradient is better resolved using earthquake data than velocity. Interpretation of 

progressive inversion for velocity structure should concentrate more on spatial variations of velo­

city by looking at slowness gradient resolution and error. It was clearly demonstrated that velo­

city magnitude is not nearly as well determined. 

The dangers of using artificially high surface velocities to locate earthquakes and invert for 

velocity structure are clearly demonstrated. High surface velocities are not harmlessly 
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incorporated into station corrections but in fact produce substantial errors in estimated velocity 

structure and earthquake locations. 

The error prediction approach developed in Section (2.6.2) of Chapter 2 for station correc­

tions and hypocenters provide somewhat pessimistic estimates of true errors. However, these 

error estimates are much more realistic than conventional error estimates that ignore model 

induced errors. 

Adding s..waves to progressive. inversion does not completely eliminated hypocenter­

velocity tradeoffs, but they are substantially reduced. Linearized resolution and error analysis 

will still yield unreliable results near strong discontinuities oC slowness gradient. The errors in 

linearized resolution and error estimates are reduced when P and S data are used together. The 

only way to ensure that model C~atures are resolvable is to do synthetic tests using the 

estimated model, as done here. While this may appear to involve too much effort, the inCorma.e 

tion obtained is of Cundamental importance for reliably interpreting inversion results with real 

data. 

NoteS 1 

3.1 Slowness is actually the quantity estimated in Chapter 2. Resolving Cunctions are calculated 

for slowness and used to smooth the true slowness model. Velocity models are then taken by 

inverting slowness at each discretized depth and assuming linear velocity gradients between 

depth points. 

3.2 From. equation (2.78) we see-that longer path lengths Cor a particular. ray parameter mean. 

that G.will have more nonzero elements. ThereCore, the term, GO"" or, the estimate of calcu­

lated travel time error, will correspondingly increase. 
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Chapter 4 

Progressive Inversion for Hypocenters and P~wave and 
S-wave Velocity Structure: Application to The Geysers 

4.1. Introduction. 

114 

The Geysers geothermal field is the site oC intense microseismicity. The rate oC seismicity 

at The Geysers is 45 times the regional rate (Ludwin et al., 1982). The Geysers is also the 

world's largest generator oC electricity using geothermal energy. It has been suggested that 

seismicity in The Geysers is induced by some aspect of steam production but the specific 

mechanism has not been determined (Oppenheimer, 1986; Eberhart-Phillips and Oppenheimer, 

1984; Bufe et al., 1981). OC all the inducing mechanisms proposed to explain the seismicity, per~ 

turbation oC the regional stress field by volumetric contraction of the reservoir due to a net mass 

(water) withdrawal (Majer and McEvilly, 1979) and conversion oC aseismic slip due to. an 

increase in Crictional stength (Allis, 1982) remain the most plausible (Oppenheimer, 1986). 

A long standing question is whether The Geysers geothermal field has a distinctive seismic 

signature. Eberhart-Phillips and Oppenheimer (1984) and Eberhart-Phillips (1986) have done 

the only Cormal inversions Cor velocity structure in The Geysers area. Eberhart-Phillips and 

Oppenheimer (1984) used arrival times Crom earthquakes and explosions to derive a P~wave 

velocity model for a region oC which the primary producing portion oC The Geysers geothermal 

reservoir comprised a small part (e.g. < 1 %) oC the total area. Eberhart-Phillips (1986) inverted 

for three-dimensional P-wave velocity structure on three scales. The smallest scale inversion 

was at only twice the scale of Figure (4.1), but comprised only three depth samples, allowing 

limited interpretation oC velocity depth variations in the production zone. Eberhart-Phillips 

(1986) and Majer and McEvilly (1979) Cound that P-wave velocities in The Geysers production 

area between the Mercuryville Cault to the southwest and the Collayomi Cault to the northeast 
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were faster than regional P-wave velocities. Majer and McEvilly's (1979) results from multiple 

event Wadati plots indicated that VpfVc may be lower in The Geysers production zone than in 

the surrounding region. Gupta et aI., (1982) obtained regional estimates of half-space P-wave 

and S-wave velocities and used multiple event Wadati plots to estimate Vp/Vc for a region con­

taining The Geysers. However, their S-wave results are not reliable because only vertical com­

ponent seismograms where used to determine S-wave arrival times, a point that will be dis­

cussed in more detail later. 

The goal here is to focus on the P -and S-wave velocity structure in the primary production 

zone of The Geysers located between the Mercuryville and Collayomi faults (Figure (4.1)). An 

estimate of S-wave velocity structure is needed, in addition to P-wave velocities, in order to 

make inferences about physical properties such as fracture density and fluid saturation in the 

production zone. 

Analysis of P-wave travel times to USGS permanent stations from earthquakes in The 

Geysers indicate significant lateral velocity variations outside the primary steam field. 

Eberhart-Phillips (1986) finds that P-wave velocities northeast of the Collayomi fault and 

southwestof'the Mercuryville fault are lower than those found in the" primary production· zone. 

P-wave travel times from Geysers earthquakes to USGS stations located between the Collayomi 

fault and Mercuryville fault exhibit very little scatter (~0.03 sec). For stations outside these 

boundaries, travel times from earthquakes in The Geysers vary dramatically, with delays as 

large as 0.4 seconds to stations located northeast of The Geysers near Clear Lake. Refraction 

data recorded by stations outside The Geysers from explosions "in The Geysers show a similar 

travel time pattern (Eberhart-Phillips, 1986). Majer and McEvilly's (1919) analysis of refraction 

data from explosions outside The Geysers are consistent with these results. 

Our goals were to determine P-wave and S-wave velocity structure in the primary produc­

tion zone of The Geysers and to locate microearthquakes there. The results of prospective 

approachs to estimate velocity structure at The Geysers were required to meet the following set 

of requirements: (1) velocity models must be estimated in a form suitable for calculation of 
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synthetic seismograms; (2) S-wave velocity structure must be estimated along with P-wave vel<> 

city structure; (3) estimation of microearthquake locations must be carried out as part of the 

process; (4) seismic sources and recording stations must be located primarily in the producing 

steam field; and (5) recording stations must be distributed in a way that provides adequate 

azimuthal and range coverage to constrain earthquake locations and provide velocity informa­

tion. The methods used in Chapter 5 to calculate synthetic seismograms require laterally homo­

geneous velocity models. Consequently, seismic velocity models vary with depth only. The 

assumption of lateral velocity homogeneity is justified because, as discussed above, P-wave 

travel time data from stations within the steam field, exhibit very little scatter over a wide 

range of azimuths. Requirement (4) follows from the desire to determine seismic properties of 

the steam field, but is also forced upon us by the obvious lateral velocity variations outside the 

field. 

No inversion approach existed that satisfied the first three requirements. The results in 

Majer and McEvilly (1979), Gupta, et al. (1982), Eberhart-Phillips and Oppenheimer (1984), and 

Eberhart-Phillips (1986) do not satisfy the last two objectives. Eberhart-Phillips and 

Oppenheimer's (1984) parameterization oC P .. wavevelocities required the use oC constant vele>­

city layers. Layer thicknesses. were determined to obtain acceptable resolution. Consequently, 

velocity discontinuities at layer boundaries are somewhat artificial making their results unsuit­

able Cor calculating synthetic seismograms. Consequently, in Chapter 2, a progressive 

hypocenter-velocity inversion method was developed to satisfy the first three requirements by 

extending an approach developed by Pavlis (1982) exclusively for P-waves, to incorporate S­

wave arrival time data to estimate hypocenters, station corrections, and P-wave and S-wave 

velocity models. 
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4.2. Data 

Although the USGS operates a permanent network of eight seismic stations in close prox~ 

imity to The Geysers, only one station records three components of ground motion. To provide 

reliable ~wave arrival time data, a nine station temporary network of three-component digital 

event recorders was deployed in The Geysers from July 21, 1982 to August 15, 1982. Data were 

recorded at 200 samples/sec. Requirement (4) placed constraints on station locations; all tem­

porary stations, were deployed in the primary production zone. Temporary station locations are 

shown in Figure (4.1) along with permanent USGS sta:tions. It ·should be noted that throughout 

this chapter the convention is adopted that negative elevations correspond to elevations above 

mean sea level. Station elevations are listed in Table (4.1). Since station elevations variations 

exceeded 1.0 km, a special travel time calculation procedure, described in Appendix A, was 

developed to calculate travel times for stations at varying elevations. Actual ray paths were 

calculated instead oCusing vertical path approximations. Proper accounting' for station eleva,..·, 

tion differences is important to obtain reliable hypocentral depth estimates, given that station 

elevation differences are of the same order as source depths .. The temporary network had an 

aperture of approximately six kilometers. This limited the resolution of S-velocity inversions at' 

deeper depths, due to restricted wave depth penetration at small offsets. Larger offsets provided 

by USGS p~rmanent stations helped provide somewhat better resolution of deeper P-wave vel~ 

city structure. However, more distant stations are generally outside the primary production 

volume (Figure (4.1)), so portions of wave paths to these stations were outside the zone oC pri­

mary steam production. 

Arrival time data were obtained Crom the USGS stations in one.of two ways. Due~to a 

change of'dubbing policy during the recording period by the USGS,- waveform data were avail­

able only for earthquakes with coda magnitudes Me ~ 1.5. P-wave arrival times Cor smaller 

earthquakes were provided by the USGS P-picker. Impulsive P-wave arrival could be accurately 

read to 0.01-0.02 sec on inkjet playbacks of USGS waveforms. Uncertainties of impulsive P­

picker readings are 0.01-0.04 sec (Oppenheimer, personal communication, 1983). Since P-picker 
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Station Corrections 

P-wave S-wave 
Station Elevation Estimate Error 1 Error 2 Estimate Error 1 Error 2 

name (km) (sec) (sec) (sec) (sec) (sec) (sec) 

GAX -0.379 -0.045 0.041 0.019 
GBO -0.879 0.173 0.028 0.011 
GCM -1.286 -0.046 0.033 0.014 
GCR -0.731 -0.142 0.042 0.019 
GDX -0.931 -0.005 0.015 0.007 
GGP -1.054 0.031 0.031 0.015 0.084 0.0456 0.023 
GMM -0.963 0.063 0.022 0.010 
GSM -1.017 -0.110 0.043 0.013 
TRA -0.509 0.051 0.031 0.011 0.000 0.045 0.018 
TSP -0.549 -0.001 0.035 0.012 -0.085 0.042 0.017 
TOT -0.549 0.106 0.020 0.017 0.169 0.036 0.027 
TPU -0.948 0.078 0.027 0.011 0.111 0.035 0.020 
TPS -0.997 -0.054 0.087 0.067 0.117 0.109 0.081 
TPT -1.020 -0.061 0.032 0.011 -0.186 0.069 0.015 
TPL -0.908 -0.096 0.031 0.013 -0.243 0.045 0.017 
THR -1.032 -0.038 0.039 0.013 -0.087 0.027 0.019 
TMZ -0.988 0.046 0.038 0.013 0.050 0.050 0.018 
TPR -0.927 0.048 0.039 0.013 0.082 0.057 0.018 

Table 4.1 Station names that start with a G are USGS permanent station and those that start 
with a T are temporary stations. The convection is adopted that negative elevations correspond 
to elevations above sea level and positive elevations to distance below sea level. Standard error 
estimate 1 includes an estimate or velocity model induced errors by adding those error estimates 
to standard error estimate 2, the conventional statistical errors calculated using equation (2.50). 



120 

readings for emergent arrivals are highly 'unrelial?le, only the two highest quality pcpicks were 

used and were assigned uncertainties of 0.03 and 0.04 sec, respectively. 

Noise levels at the temporary stations were very low allowing a picking precision of O.OOS.. 

0.01 sec for P-waves and O.OlcO.03 sec for S-waves. Accuracy of arrival time readings from the 

temporary digital stations were primarily limited by clock corrections. Clock drift uncertainties 

produce a lower bound on temporary station arrival time uncertainties of 0.01cO.03 sec. A con­

servative estimate of the -combined clock drift uncertainties' and picking uncertainties for the­

most impulsive arrivals at temporary"stations is 0.04 sec. Consequently, the best USGS 'P-arrival 

times were assigned uncertainties of 0.02 sec< and the best temporary station P-arrival times 

assigned 0.04 sec uncertainties. 

S-wave arrival times were read exclusively from horizontal component seismograms. S­

wave arrival times estimated from vertical component seismograms at The Geysers are not reli­

able. Figure (4.2) shows the large errors that can result if firs~S-arrival times are picked from 

vertical component seismograms. After analyzingoverSOO thre~component seismograms from 

The Geysers area, it was clear that. S-wave arrival times estimated Crom vertical component 

seismograms &l'e nottreliable. Similar:results have.been.observed, in the· Mississippi embayment· 

near New Madrid (Andrews et al., 1985). 

Of all events recorded, 39 earthquakes were recorded that had at least 10 P and S-arrival 

time readings and located in the recording network (Figure (4.1) and Table (4.2)). These earthc 

quakes were used as input Cor progressive inversion. Assigned pick uncertainties were used to 

weight arrival time- readings; The ~best quality picks had uncertainties-oC 0.02· sec. ThereCore,-

0.02 sec is used as the data standard error Cor X2 tests of goodness oC fit for progressive inver-

sion. 

A total of 469 P-wave arrival times and 294 S-wave arrival times were used. Earthquake 

coda magnitudes ranged from 1.0 to 3.0 for the data set. The relatively small number of earthc 

quakes recorded over the three week period can be attributed to the low gains used at temc 

porary stations, and telemetry problems with the USGS network during the recording period. 
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Flsul'e 4.2 A three-component. seismograms recorded at. station TPU (Figure 
(4.1)) from an earthquake in The Geysers that. occurred on 8-5-82 (Table 
(4.2)). The vertical component is labeled GPU1, the east-west oriented hor­
izontal component. is labeled GPU2, and t.he north-south oriented horizontal 
component. is labeled GPU3. The t.rue S-P time (S2-P), obtained using the 
horizontal components to read S-wave arrival time, is 0.90 sec. If only the 
vertical component were available. the estimate or S-P time (SI-P) would be 
0.57 sec. This would results in a tot.al S-P time error of 0.33 sec which 
represents 37% of the true S-P time. 
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Earthquake LocatioDs 

Date Origin I Time Latitude Longitude Elevation Magnitude 

(MDY) (HM) I (sec) (degrees) (degrees) Jkm) (Me) 

7·21-82 911 48.49 38.8533 -122.8368 0.80 1.6 
7·2~82 22 2 52.96 38.8030 -122.7770 0.62 
7·2:J..82 1 31 0.13 38.8202 -122.8035 3.40 
1·2:J..82 1930 31.49 38.8034 -122.8171 3.05 1.2 
7·26-82 5 6 12.59 38.7969 -122.8316 1.22 1.0 
7~26-82 1259 19.57 38.7921 -122.1182 1.14 1.3 
7-26-82 2250 45.58 38.1842 -122.1800 2.49 1.1 
7-28-82 2333 16.42 38.8315 -122.8138 1.06 
7-29-82 1 16 12.00 38.8057< -122.7876 0.76 
7;29-82 641, 21.16 38.8116 -122.8024 3.23 ' 
7-3()'82 11 40 15.13- 38.8163 -122.8108 3.35 
7-31-82 11 36 31.85 38.8199 -122.8013 3.16 
7-31-82 2121 56.06 38.8231 -122.7964 1.41 
7-31-82 2241 52.58 38.8201 -122.8014 3.21 1.0 
S- 1-82 1638 51.19 38.7970 -122.1811 1.06 1.6 
8- 2-82 8 14 39.69 38.8280 -122.7663 3.31 2.0 
8- 3082 1621 52.46 38.8032 -122.8034 3.37 
8- :J..82 19 8 44.45 38.8203 -122.8024 3.35 
8- 3--82 22 6 30.61 38.8024 -122.8040 3.19 0.9 
8- 3-82, 22 6 39.63 38.8018 -122.8034 3.06 0.9 
8- 4--82 1 6 40.01 38.8064 -122.7892 0.80 
8- ~82 721 57.28 38.8382 -122.1815 2.45 
g.. 5-82 727 28.80 38.8026 -122.7731 1.29 
g.. 6-82 9 4 14.71 38.8046 -122.8148 2.51 1.3 
8- 6-82 940 38.09 38.8148 -122.8056 2.99 2.2 
8- 8-82 1851 40.34 38.7887 -122.7752 0.88 1.5 
S- 6-82 1855 4.65 38.1896 -122.1159 0.92 
8- 6-82 1857 28.42 38.1889 -122.1179, 0.72 
8- 6-82 1859 51.00 38.7885 -122.7114 0.93 2.1 
8- 6-82 1936 21.90 38.7881 -122.7163 1.06 1.4 
8- 6-82 1931 18.39 38.1816 -122.1169 1.05 1.2 
S- 6-82 1931 20.55 38.7883 -122.1166 1.00 
8- 6-82 1931 51.76 38.7888 -122.1775 1.26 1.8 
8- 6-82 1948 20.49 38.1893 -122.1112 1.08 
8- 6-82 2320 55.35 38.7889 -122.7161 0.94 
S- 7-82 149 13.54 38.7868 -122.7732 0.99 1.7 
8-·8-82 9 8 54.15 38.8114 ·-122.8005 3.18 2.3 
8- 8-82 11 22 31.55 38.8171 -122.8035 2.85 1.0 
8-11-82 221 33.60 38.8144 -122.7998 3.50 1.8 

Table 4..2 Earthquake locationa estimated from' progressive inversion. Positive elevation 

denotes distance below mean sea level. To convert to depth in the velocity and slowness gra­

dient model.! add 0.319 km. Latitude and longitude are in degrees north and west, respectively. 

Coda wave magnitudes .. \[, . are USGS estimates for these events. 
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Relatively low gains were required to prevent clipping of waveforms for M. ~1.5-2.5 eartho 

quakes. 

4.3. Application ot Progressive Inversion 

The method of progressive inversion developed in Chapter 2 and tested in Chapter 3. with 

synthetic data, is used to estimate earthquake locations, station corrections, and P and S-wave 

velocity structure. Assuming that arrival time data do not contain large undetected errors, the 

most important aspect affecting the success of progressive inversion is the use of good starting 

models. 

4.3.1. Starting Modele 

The importance of using realistic starting models for velocity-hypocenter inversions was 

clearly demonstrated in Chapter 3. Good estimates of near surface velocity structure are partic­

ularly important to achieve'accurate results. Fortunately, VSP data from a neighboring portion 

of The Geysers geothermal field were available ,to estimate shallow (0-1.5 km depth) P and S­

wave velocity structure. 

Velocities for P and S-wave from the free surface to a depth of 1.5 km were obtained from 

a one-dim~nsional trial and error inversion of the multi-offset P and S-wave VSP data of Majer 

et al., (1987). Models for P and S velocities in the VSP inversion were developed by interac­

tively perturbing velocity models until they fit the VSP first-arrival travel time data. P-wave 

arrival times had uncertainties of 0.001 sec 'and S-wave arrival times had uncertainties of 0.004 

sec. The small pick uncertainties and small (30.5m) receiver spacing in the well provided good 

constraints on P and S velocities. The models were constructed by including the smallest 

number of linear velocity gradient layers required to fit· the data. The resulting models are the 

simplest piecewise-continuous velocity models that reproduce the observed travel times within 

their standard error. 
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Majer et ai, (1981) observed a 11% velocity variation Cor shallow (0.3-0.06 kmdepth) wave­

paths between SH and SV waves generated by rotating the vibrator orientation to two orthog­

onal polarizations Cor each survey level in the well. Shear wave splitting was not observed a.t 

the temporary recording stations used in The Geysers. The absence of shear wave splitting 

could imply that shear wave velocity anisotropy is not significant in the primary production 

zone. However, the surface temporary station locations preclude reliable detection of shear wa.ve 

splitting, even if anisotropy were present (Crampin, 1985). Consequently, the VSP S-wave 

travel times used to estimate S-wave velocities were-Cormed Crom the average oC SH and SV 

travel times Cor the shallow wave paths. Only one polarization of S-waves were available for 

deeper wave paths and those travel times were used directly. 

The resulting estimates velocities are shown in Figures (4.3) and (4.4). The highly variable 

velocities in the top 100 meters were excluded from these models. P-wave velocities in the near 

surface layer ranged from lessc·than 1.0 km/sec to more than·4.0 km/sec. Ridley and Vantine 

(1978) observed surface P-wave velocities of 0.1-2.6 km/sec in landslide. and hydrothermally 

altered terrain at power plants 1 and 2 (Figure (4.5)). Denling~r and Kovach (1981) obtain avefo 

age P-we,ve velocities of 2.38-~t59 km/sec Cor the top 200 meters in the aree, near station GCR. 

Given the wide range of near surface velocities, the surface values shown in Figures (4.3) and 

(4.4) were chosen as appropriate averages Cor the region. Local variations Crom these values can 

be accounted Cor with station corrections. We wanted to be sure to use a representative avera.ge 

of near surface velocities to avoid problems associated with the use oC unrealistic near-surface 

velocities in progressive inversion (see Ch~t!!r 3). 

The VSP data provided important inCormation on near surface velocities. P-wave veloci­

ties below 1.5 km depth were taken from Eberhart-Phillips and Oppenheimer (1984) and 

corresponding S-wave velocities calculated assuming a constant VpJV. oC 1.65. The starting P 

and S-wave velocities thus obtained are shown in Figures (4.3) and (4.4), respectively. The VSP 

velocity models were obtained Cor an area between the Mercuryville and Collayomi Caults but 

not in the primary production zone defined by the pressure decline contours shown in Figure 
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(4.1). Consequently, the starting models were expected to.beclose to the_truestructure"in the 

primary production zone. 

Initial station corrections for both P and S-waves were set to zero. Eberha,rt..Phillips and 

Oppenheimer (1984) computed P-wave station corrections for USGS stations at The Geysers. 

They were not used as starting values Cor P-wave station corrections. Because Eberhart--Phillips 

and Oppenheimer (1984) used a high surface P-wave velocity of 4.43 km/sec, P-wave station 

corrections. for USGS stations were set to zero to preventbiasing.the present inversion. 

4.3.2. Inversion Results 

Convergence was obtained in 5 velocity inversion iterations of progressive inversion. An F 

test at t.he 95% confidence level indicated insignificant reduction of variance after 5 iterations. 

Estimated P-wave and S-wave velocities are shown in Figures (4.3) and (4.4). Although the 

estimated models do not. differ markedly from·thestarting·models, a,variance-reduction ofafaco 

tor of 12.8 wucobtained.with.respect to the starting~velocity models and station. corrections. A 

reduced X2 test.was.done, todeter,mine. whether ,the.inversion fit, .overfit, or underfit~the"data .. 

Define,reduced X~ u 

(4.1) 

where M is the total number of readings, &I is the number of degrees of freedom (&1= M in this 

case), rj are tbe travel time residuals, and iTj are the estimated standard errors the data. When 

X;« 1.0 thet data .have. been overfit or'if X;» 1.0 the ,data have been underfit. The final 

results of thelprogressive,inversion produced X; =~1.02· for 663 data,. indicating 'that. the,inver-', 

sion neither overSt or underfit the data .. This demonstrates that a one-dimensional model with 

station corrections satisfactorily fits the arrival time data within the estimated standard error of 

0.02 sec. 

Eberha,rt,-Phillips (1986) finds that a one-dimensional P-wave velocity model with station 

corrections produces earthquake locations in The Geysers steam field comparable to those found 
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using a three-dimensional P-wave model for The Geysers-Clear Lake region. She concludes that 

a laterally homogeneous P-wave model with station corrections can be used to obtain accurate 

earthquake locations in The Geysers. The results here collaborate her findings for powaves and 

also show that a one-dimensional S-wave model with station corrections is adequate Cor The 

Geysers primary production zone as well. 

The fact that the earthquake locations, station corrections, and velocity models fit the 

data does not alone ensure that the estimated earthquake locations, station corrections, and 

velocity models are accurate. To determine what features of the velocity structures are mean~ 

ingCul, we tum to a discussion of resolution and error. Since velocities models very similar to 

those estimate by progressive inversion, namely the starting models. were used in synthetic tests 

of progressive inversion, results of those synthetic tests help delineate what features are truly 

resolvable. Results of the synthetic tests in Chapter 3 are also used to help assess uncertainties 

in earthquake locations. We begin by discussing velocity and slowness gradient estimates. 

4.3.3. Apprual of Velocity and Slown_ Gradient R.ulta 

In Chapter 3 it was demonstrated that slowness gradient (the quantity directly solved for 

lD progressive inversion) is better constrained by earthquake data than velocities. Linearized 

resolution and error analysis was found to be accurate for appraising slowness gradient structure 

with the exceptions that overall slowness gradient depth profiles may be shifted in depth and 

sharp discontinuities are smoothed and smeared. The amount of depth offsetoC slowness gra­

dient structure was found to be quite comp.arable for both P and S-wave models, allowing mean~ 

ingCul comparisons of relative changes between models as a Cunction of depth. 

The estimated P-wave slowness gradient model with 95% error estimates is shown in Fig~ 

ure (4.6) and the estimated S-wave slowness gradient model is shown in Figure (4.7). To help 

determine what features are significant, resolving kemels (calculated from equation (2.59) using 

the same expauion orders used to estimate the errors in Figures (4.6) and (4.7)) are plotted in 

Figures (4.8) and (4.9). The resolving kernels in Figure (4.8) show what portions of the slowness 
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gradient models are best constrained by the data. P and S-slowness gradient are most tightly 

constrained between 1.0 and 1.5 km depth. Slowness gradient structure for both models are 

poorly constrained between 0.0 and 0.1 km depth. This is the result of the lack of earthquake 

sources in this depth interval (see Figure (4.10)). Details in the final slowness gradient model 

estimates and velocity models in this depth range primarily reflect features of the starting 

models. P and S-slowness gradient resolution between depths of 1.6 and 2.0 km depth is lower 

than between 0.8 and 1.5 km due to the pacity of earthquakes in this depth range (Figure 

(4.10». Below"2.0 km depth, P-slownessgradient resolution is good due to bottoming, wave 

paths recorded at more distant USGS vertical component stations. The price paid is that a por­

tion of these wave paths lie outside the primary steam production zone. S-slownesa gradient 

resolution below 2.0 km depth is lower than ror P-waves because almost all S-wave paths con­

straining this part of the model correspond to upgoing wavepaths; turning S-waves are virtually 

absent in this depth range. 

FiguNi (4.9) shows the averaging widths of the resolving kernels more clearly and shows 

how different portions or the models tradeoff. Slowness gradient features in the depth range of 

1.()'1.5 km have very narrow resolving kernels and are very well resolved. P-wave slowness gra.­

dient features have broader averaging widths in the depth range of 1.6-2.3 km; indicating that 

the small increase in negative slowness gradient at 2.0 km depth is only marginally significant. 

Below 2.3 km depth, P-wave slowness gradient resolution is fairly compact and has small errors. 

S-wave slowness gradient resolving widths are almost 1.0 km wide between 1.6 and 2.5 km 

depth indicating that the increase of negati-.:e slowness gradient between 1.5 and 2.5 km is mar­

ginally significant. S-wave slowness gradients between 2.5 and 3.0 km depth have more com .. 

pact resolving kernels indicating that the decrease of slowness gradient between 2.5 and 3.0 km 

is significant. Below 3.0 km depth S-wave slowness gradient resolving widths are broad and 

model values there reflect the starting model. 

Tradeoffs bet.ween P and S models can be seen in Figure (4.9). The strongest tradeoffs 

between models are between both shallow, poorly resolved portions. While these tradeoft's do not 
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significantly effect fina:l. model estimates (these ~ portions of the model are not significantly 

changed in the inversion), they demonstrate the coupling between P and S models in progressive 

inversion. 

The resolution-error analysis just presented is supplemented with the results of synthetic 

tests of Chapter 3. Since the models estimated here are close to the models used in synthetic 

tests, results of those tests are useful to determine if features in the estimated velocity and slow­

ness gradient models are likely to represent true structure. The final models estimated Crom 

progr~ive inversion with real data are much closer to the starting models than the "close" 

starting model (1) of Chapter 3 was to the true synthetic model used in synthetic tests. Conse­

quently, using the synthetic test results for comparison might lead to somewhat p~imistic con­

clusions. 

Comparing Figure (3.20) to Figure (4.7) we see that sharp changes in S-wave slown~ gra­

dient can be expected to be smoothed and smeared out in estimated models, but are still 

representative of the true model. Comparison of Figure (3.12) with Figure (4.4) indicates that 

the S-wave velocity variations between 0.8 and 3.0 km depth represent somewhat smeared out 

properties of true velocity structure. Below 3.0 km depth, S-wave velocities are poorly con­

strained. Comparison of Figure (3.18) and Figure (4.6) indicate that the large negative P-wave 

slowness gradient between 0.4 and 0.7 km depth is probably a smoothed and smeared feature of 

the true P-wave slowness gradient structure. The estimated P-wave velocity model is probably 

representative of smoothed P-wave velocity structure between 0.8 and 3.5 km depth as indicated 

by comparison of Figure (4.3) and Figure (3.11), although a small (0.1-0.3 km ) dc shift of velo­

city with depth is a good possibility. A similar dc velocity profile can be expected Cor estimated 

S-wave velocity· structure (Figure (3.12». 

Figure (4.11) show estimated Vp/V. structure Cor The Geysers. The most striking Ceature 

is the rapid decreaae of Vp/V. between 0.8 and 1.2 km depth. The key question is: Is this feature 

real? The answer is that it is the most tightly constrained feature in the entire Vp/V. model 

and is very well resolved. Inspection of Figures (4.6 ) and Figure (4.7) reveal that the sharp 
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decrease in VpjVm is caused bY'combining a very small negative peW ave slowness gradient with a 

large negat.ive s..wave slowness gradient over the same depth interval. Both slowness gradients 

have excellent. resolution in this depth interval (Figure (4.8)). While absolute magnitude of 

VPjVl at any point is not tightly constrained, changes of VpjV, with depth are well constrained 

between 0.8 and 1.5 km depth. The reasons Cor this are clear Crom Chapter 3, where it was 

demonstrat.ed that. slowness gradients are much more accurately determined than velocities. 

Thus, interpretatioil of .variations of VpjV. with depth Sh9uld be done with respect to regions of 

the slowness gradient models where resolution is good. P and S-wave slowness gradient resolu­

tion also fairly good in the depth range of 2.5 to 3.0 km. P and S-wave slowness gradients are 

almost cODlltant in this depth interval, so smearing due to imperfect resolution will not 

significantly change slowness gradients. Thus, the increase of VpfV. between 2.5 and 3.0 km 

depth is significant. 

To summarize, Vp, V., and VpfV. variations between depths of 0.1 and 1.5 km, and 2.5 

and 3.0 km are significant and representative of smoothed true variations. In addition, resolution 

of variations of Vp is good between 3.0 km and the bottom of the model. However, variations in 

P-wave velocities in the deep model may be less representative of Ceatures in the production 

zone because portions of constraining wave paths lie outside the immediate production zone. 

Features bet.ween 0.0 and 0.7 km depth are not well resolved and are basically representative of 

the stming models. Consequently, Ceatures in this depth interval such as the shallow steam ano­

maly near power plants 1 and 2 (see Figure (4.5)) are not discussed. 

4.3.4 •. .A.u ment ot. Earthquake Loeationa 

Earthquake locations with estimated error eUipses are shown in Figure (4.5) along with 

power plants that were producing during the recording period. Earthquake elevations with 

estimated standard errors are shown in Figure (4.10). A complete list of hypocenters and their 

dates in provided in Table (4.2). Estimates of velocity model induced location errors (see Sece 

tion (2.6.2» were comparable to conventional statistical standard errors calculated using 
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equation (2.50). Since estimates oC velocity model induced hypocenter errors proved to be 

overly pessimistic Cor joint P and S synthetic inversion in Chapter 3, they were not included in 

Figures (4.5) and (4.10). Results oC (ull nonlinear synthetic tests oC earthquake locations esti­

mates in Appendix B, indicate that nonlinear errors are not significant Cor earthquakes located 

inside the recording network. 

Station correction errors are"listed in Table (4.1). Both conventional estimates oC station 

correction errors obtained using equation.equation (2.50) and total error, which includes an esti­

mate oC velocity model induced errors, calculated using equation (2.82) are included in Table 

(4.1). Synthetic tests in Chapter 3 indicated that including estimates oC velocity model induced 

errors produced the most realistic station correction error estimates. Consequently, the larger 

estimates of station correction error in Table (4.1) were used aa the station correction errors 

included in hypocenter error estimates using equation (2.50). Tests oC hypocenter locations with 

synthetic data in Chapter 3 indicated that estimates oC hypocenters, particularly hypocentral 

depth, are robust when using P andS-wave arrival time data in progressive inversion. By • 

including an estimate or the velocity model induced errors, via the station corrections, estimates 

of hypocenter error in Figures (4.5) and ( 4.10) represent conservative estimates. 

4.4. mtel'))retatioDot Estimated StatioD ConectioDa 

Estimat.ed station corrections generally correlated well with surficial geology. However, 

some station corrections are too large to be adequately explained by near surface velocity varia­

tions alone. Locations oC station with large negative station corrections (GeR, GSM, TSP, 

TPT, AND TPL oC Table (4.1)), correlate with the high velocity P-wave anomaly Cound by 

Eberhart-Phillips (1986) in the southeastern portion of the steam field (see Figure (4.1)). The 

same anomaly might have high S-wave velocities also since stations TSP, TPT, and TPL have 

large negative S-wave station corrections. Stations with the largest positive station corrections 

(GBO, GMM, TOT, TPU, AND TPR) are located in the northwestern portion oC the steam 

field. A component oC the northwest-southeast variation oC station corrections can be explained 
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by the fact that. t.he northwestern stations are sited on alluvial landslides, graywackes, and 

cherts, whereas, the southeast.ern stat.ions tend to be sited on basalts, greenstones, and serpene 

tinit.es that have somewhat higher velocities than the sedimentary units. The overall pattern of 

station corrections is well explained by near surface velocity heterogeneities combined with a 

high velocity anomaly in the southeast. portion of the production zone as seen in the results of 

Eberhart-Phillips (1986). 

4.5. Overview of GeololD"at The GeYM" 

The primary reservoir rock at. The Geysers in comprised of Franciscan graywacke and 

metagraywacke (Stockton et al., 1984, McLaughlin, 1981). The reservoir rock is overlain by a 

complex aaeemblage of melanges, greenstones, serpentinites, graywackes, and metagraywackes 

(McLaughlin, 1981). The main reservoir graywacke unit may be underlain by extensive 

intrusives (Heblein, 1986; Stockton et al., 1984). What. lies below the intrusives is unknown. 

There is seismic evidence (Majer et al., 1981; Denlinger and Kovach, 1981) for a velocity discon­

tinuity at elevations of 3.().4;0 km .thM may represent a change in lithology or a tectonic boun­

dary. 

Extensive Colding and Caulting are-apparent. in the primary production zone (Stockton et 

&l., 1984). Several northwes~trending Cault zones are evident, the most prominent. being the Big 

Sulfur Creek Cault zone which consists of near vertical and steeply dipping Caults (Stockton et 

al., 1984). The Big Sulfur Creek fault zone may merge with the northwest-trending Squaw 

Creek Cault zone in the northwestern part ~C.the field. Extensive thrust Caults in the caprock are 

not. thought to be important in inJluencing hydrothermal circulation (McLaughlin, 1981). 

4.8. Interpretation of V pfV. Variationa with Depth 

The variations oC VpfVa with depth in Figure (4.11) are well explained by variations in 

degree oC Jluid saturation. ToIcsaz et al. (1976) and Gregory (1976) showed that VpfV. is propor­

tional to degree of fluid saturation. The peak of VpfV. at. ...... 1.0 km depth in Figure (4.11) 
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corresponds to the saturated condensation zone observed to lie above the primary steam produc­

tion zone in many portions of The Geysers (Mogen et al., 1985; Heblein, 1985). Due to the high 

degree of fiuid saturation in the condensation zone, relative to other parts of the reservoir, a 

maximum of Vp/V. is observed. The minimum of Vp/V. at depths between 1.0 to 2.5 km in 

Figure (4.11) (elevations of 0.6 to 2.1 km) corresponds to the depth range of primary steam pl'Oo 

duction (Stockton et al., 1984). Due to undersaturated conditions, Vp/V. is lowest in the pl'Oo 

duction zone, reflecting depletion of pore fluids and dominance of vapor static conditions. 

Observed Vp/V. variations are not explained by variations in fracture density. Moos and 

Zoback (1983) Cound that. high Cractures densities produce high Vp/V. and decreased Vp and 

V •. The highest Cracture densities at The Geysers are expected to be Cound in the primary pro­

duction lone at depths oC 1.G-2.5 km in Figure (4.11). Yet. Vp/V. is actually a minimum in this 

depth interval. The caprock assemblage is certainly no more Cractured than the reservoir rock. 

InCact, Heblein (1985) proposes that Cractures in the caprock are sealed by sericitic alteration. 

Thus. if only Cracture density where considered. we would expect· to find a V p/V. variation oppo­

site oC that actually observed. The Cact that observedvariationa oC Vp/V. with depth are the 

opposite or t.hat predicted by Cracture denaity alone, strengthens the interpretation that 

observed variations oC Vp/V. between 0.5 and 2.5 km depth are caused by variations of fluid '~ 

saturation. 

It is interesting to note that Majer et al., (1987) observed a sharp drop oC Vp/V. at an 

elevation of 0.8 km where producing steam entries in the VSP well started. Although the VSP 

was done several kilometers outside the primary production zone, the elevation of their observed 

Vp/V. decline coincides with the elevation of sharp Vp/V. decline estimated here (or the primary 

production zone. 
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4.7. Discusaion of Models tor The Geysers Geothermal Reservoir 

Condensation zones immediately above the primary production zone are found in many 

parts of The Geysers (Stockton, et al., 1984, Mogen, et al .• 1985, Heblein, 1985). These conden­

sation zones are the result of vapor uptlow from the main Geysers reservoir (Mogen. et al., 

1985). The Vp;V. maximum at an elevation of 0.5 km is the seismic signature of the condensa­

tion zone: Immediately below the condensation zone, is the zone of primary steam production. 

The vast majority of steam entries at The Geysers (Stockton. et "al., 1984) lie in the region of 

lowest Vp;V.. The minimum of Vp/V. at depth of primary production is due to maximum 

depletion of pore ftuid there, due to long term production of the porous low permeability rock 

there (Pruess and Narasimhan, 1982). Pore ftuid depletion decreases with depth (increasing 

Vp/V.). Seismicity in the most depleted portion of the production zone (depths of la2 km in 

Figure (4.10)) could be caused by volume changes as tluid is extracted from the reservoir rock 

(Majer and McEvilly, 1979). Using seismic focal mechanisms and geodetic information, 

o.ppenheimer (1986) has concluded that the shallow earthquakes are induced primarily by 

volume changes in the reservoir. This conclusion, is consistent with the findings here, which 

indicate that the shallowest seismicity is located in the depth of maximum volume change (pore 

fluid depletion). As the production zone (and thus pore tluid de.pletion) extends to greater 

depths over time, the shallow seismicit.y should extend downward, filling the seismic gap evident 

in the elevation range of 1.5 to 2.5 km in Figure (4.10) and in the more extensive data of 

Eberhart-Phillips and Oppenheimer (1984). 

Oppenheimer (1986) suggests that in4uced seismicity could be actively extending the verti­

cal fracture system thereby enlarging the source region of steam withdrawal. If the shallow 

seismicity is primarily a result of volume contraction due to production of pore tluid, this has 

the Collowing implication. Production of steam induces earthquakes, which then expand the 

potential volume of steam production by expanding Cracture networks (steam production is pri­

marily controlled by fractures). Thus, steam production and induced earthquakes would act as 

a Ceeslback pair, helping to sustain each other as long as production could be sustained. 
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An alternative interpretation, is that the increase of VpfY. and decrease of seismicity in 

the elevation interval between 1.5 and 2.5 km could be caused by a major change in rock type 

or properties. Heblein (1986), postulates the existence of an extensive felsite intrusive lying 

immediately below the main reservoir graywacke rock. The shallow seismicity is generally 

confined to the depth range of the reservoir graywacke unit. Even though permeabilities are 

rather low in the reservoir graywacke, the largest volume of steam production could be confined 

to the graywacke, with much smaller amounts being removed from the Celsite intrusive, due to 

its much lower matrix permeability and less extensive Cracturing. Then, most of the volume 

change uaoc:iated with production of pore fluid would be confined to the graywacke unit. Lower 

seismicity would then be expected in the depth range of the felsite intrusive due to much lower 

volume changes there. The deeper seismicity (at 3 km elevation) could be related to tectonic 

processes. For instance, The Geysers might be ina pull-apart basin between to strike-slip Cault 

systems (the Maaeama and Collayomi Caults), but this interpretation is not well supported by 

available data (Oppenheimer, 1986). Steam entries that are observed in the intrusive (Stockton, c., 

et .al., 1984) could correspond to extensive Cracture zones. 

Earthquake locations appear to be confined to two distinct depth intervals. Shallow 

seismicity at elevations oC 0.60 to 1.5 km are associated with production of steam in the main 

reservoir graywacke. The deeper seismicity at elevations of 3.0 to 3.5 km may be associated 

with the depletion of fluid Crom a second reservoir associated with a change of rock type or tec­

tonic boundary.. Seismicity is low in the elevation interval oC 1.5 to 3.0 km between these two 

reservoirs. This pattern can be seen in th,e.extensive earthquake data oC Eberhart-Phillips and 

Oppenheimer (1984), but is partially obscured by scatter of their hypocentral depths, particu­

larly mislocation oC shallow seismicity. Their earthquake locations between the free surface and 

an elevation of 0.5 km are suspect, due to errors in assumed shallow P-wave velocity structure, 

lack of accounting Cor large variations of station elevations, and the Cact that only P-wave data 

were used. AJJ demonstrated in Chapter 3 with synthetic data, the combination of these factors 

produces hypocentral errors of up to 1.0 km with error free data Cor shallow earthquakes at The 
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Geysers. Thus, the earthquakes located between 0.0 and 1.0-1.5 km depth by Eberhart-Phillips 

and Oppenheimer (1984) are probably mislocated and instead lie over a fairly narrow elevation 

interval of 0.1)..1.5 km. The deep cloud of hypocenters of Eberhart-Phillips and Oppenheimer 

(1984) are also probably more diffuse than the true seismicity in that depth interval due to lim­

ited earthquake dept.h resolution of P-wave data. 

The following model is proposed for The Geysers which satisfies all currently available 

seismic, gravity, geodetic, and geologic data. The Geysers is characterized by two distinct reser­

voirs' separated by' a more fluid saturated unit of very low permeability, possibly an extensive 

intrusive, hydrothermally sealed unit, or unlractured unit of low permeability. Hydrothermal 

fluid circulates from the deep reservoir though vertical fractures into the shallow reservoir. Low 

Vp;V. indicates that steam is also being produced from the pore ftuid of shallow reservoir rock 

as proposed by Pruess and Narasimhan (1982). The depletion of fluid in both reservoir horizons 

and resulting volume change have induced seismicity due to subsidence, contraction, and possi­

bly conversion of aseismic slip to stick-slip due to deposition of silica on producing fractures 

(Allis, 1982). Shallow seismicity is primarily confined to the elevation interval of the shallow 

productions zone due to mass withdrawal amplification of contraction and subsidence effects 

there. Since lithoetatic stresses are proportionally small compared to horizontal contraction and 

regional stresses for these shallow elevations, resulting earthquakes have reverse and strike-slip 

mechanisms as proposed by Oppenheimer (1986). The mass withdrawal and resulting sub­

sidence in the deep reservoir induces earthquakes immediately above and inside it. Normal 

faulting is observed here because subsiden~e. is localized and lithostatic stresses are much larger 

at these depths (Oppenheimer, 1986). The deep earthquakes appear to cluster about a possible 

tectonic or lithological boundary suggested by seismic reflection data. 

The mechanism proposed by Allis (1982) could also explain the correlation of earthquake 

locations with zones of Buid depletion. In his model, dehydration of the reservoir is associated 

with movement of fluid to (ractures. Silica is deposited on producing fracture surfaces and clay 

and fault gauge are hardened due to dehydration. The resulting increase is the coefficient of 
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Criction would convert aseismic creep to stick-slip movement. 

The deep earthquakes are confined to a much smaller area of the field than the shallow 

seismicity {Eberhart-Phillips and Oppenheimer, 1984 and Figure (4.10)). This is due to the fact 

that deep reservoir depletion is dependent on extensive vertical fracture systems to allow migra­

tion oC fluid up to the shallow production zone. The location oC the deep earthquakes suggests 

that hydrothermal fluid migration is associated with a Cault zone between the Big Sulfur Creek 

and Squaw Creek Cault systems. It appears that the extent of these vertical fractures is limited. 

Thus, a smaller volume of the deep reservoir is being depleted due to restrictions on flow· and a 

smaller volume of deep seismicity is observed. 

This model of The Geysers is obviously much simplified because of the limited data avail­

able, especially about lateral variations of material properties of the steam field. The elevation 

and extent of the condensation zone are likely to vary laterally. This model resembles that pro­

posed by White et al., {1971} in that it involves migration ot fluid from a deep reservoir. Pro­

duction in the shallow reservoir is probably the result or hydrothermal circulation of fluid Crom 

the deep reservoir combined with the production of steam Crom the shallow reservoir rock as 

described by Pruess and Narasimhan {1982} resulting in pore fluid depletion in the shallow field .~ 

and low Vp/V. there. 

The proposed model is quite speculative. Determination of the rock properties immedi­

ately below the zone of primary production will reveal how realistic this model is. The most 

speculative aspect of the model is the postulation of a second deep reservoir that is located 

immediately below a seismic discontinuity; the existence of which is Car from conclusively pro­

ven at this point. There are indications of a post-critical reflection arriving several seconds after 

the first S-wave arrival at epicentral distance of more than 5.0 km Cromearthquakes recorded at 

the edges oC the temporary network. Waveform modeling of these phases may provide some 

constraints on seismic properties oC the structure between 3.0 to 4.0 km elevation in the steam 

field. 
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4.8. Summary and Conclusions 

The top oC the steam reservoir is clearly defined by a large decreases oC Vp/V. at the con­

densation zone-production zone contact. The depth interval oC maximum steam production 

coincides with minimum observed Vp/V., and Vp/V. increases below the shallow primary pro­

duction zone suggesting that reservoir rock becomes more fluid saturated. These results suggest 

that VSP and crosshole combined P and S-wave surveys could be used to map hydrothermal 

convections cells by delineating steam-condensation zone boundaries. 

II the model proposed above proves to be valid, it could have proCound consequences for 

determining the potential to expand production to greater depths. II the graywacke unit has 

considerable unproduced portions at greater depths, the prospects Cor expanding production are 

good. especially iC the production-earthquake feedback mechanisms is actually occuring. II, how­

ever, the graywacke unit is substantially depleted and increasing production requires producing 

steam ·Crom an intrusive unit or impermeable graywacke unit, the prospect are not as good. 

Producing steam entries are much rarer below the main production zone than in the main pro­

ducing graywacke and metagraywacke (Stockton, et aI., 1984) and seem to require large inter­

secting fracture systems. Obtaining production from the underlying units would seem to entail 

the difficult task oC delineating zones oC extensive Cractures. While this might become Ceasable 

to some extent using multi-offset P and polarized S VSP surveys (Majer, et al., 1987), it would 

be difficult. 

The delineation of condensation zones is critical in terms oC deciding where to drill produc­

tion wells. Heblein (1985) emphasized the Importance oC determining the horizontal and vertical 

boundaries of hydrothermal cells which define the maximum volume dimensions of production.in 

specific portions or the reservoir. These boundaries may be characterized by condensation zones 

that have prominent Vp/V. signatures. This suggests that high resolution P and S VSP and 

croashole surveys may prove very useCul Cor finding the horizontal and vertical boundaries of 

hydrothermal cells. 
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Finally, this study highlights the practical benefits of doing progressive inversion using 

both P and S-wave data. Careful accounting for station elevation differences and low near sur­

face velocities resulted in well constrained earthquake locations. Improved earthquake locations 

and estimated Vp/V. structure allowed more definitive correlation of seismicity with specific 

features in The Geysers geothermal field than would have been possible using P-wave data 

alone. 
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Chapter 5 

Inversion for the First Degree Moment Tensor of 
Microearthquakes at The Geysers Geothermal Field 

l 
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5.1. Introduction 

Estimates of seismic source properties-are one"of them08t important pieces of information 

extracted from recordings of microearthquakes. SourCe studies using microearthquakes can con-

strain the mechanism and orientation of faulting in an area and provide estimates of principal 

stress orientations. These estimates form the basis for interpretations about ongoing deCorma.-

tion associated with the .earthquakes and possible relations between seismicity and tectonic 

stresses. At The Geysers the relationship between .seismicity, . tectonic and locally induced 

stresses is unclear. Based on alignment of the extensional principal stress direction estimated 

from the seismicity aa a whole with that obtained Crom regional geodetic data (Prescott and Yu, 

1986), Oppenheimer (1986) concludes that. regional tectonic stresses are much larger than the 

stresses induced locally through geothermal activities. His ability to drawn firm conclusions is 

hampered by Crequent ambiguities in fault plane solutions used to infer principal stress direc-

tions. 

Oppenheimer (1986) haa demonstrated that understanding of the relationship between 

seismicity and steam production at The Geysers requires determining the source properties of 

microearthquakes there. Bufe et al., (1981) inferred that the wide variations of fault plane solu-

tions found at The Geysers using P-wave first motion data were a function of time . .oppenhei-

mer (1986) estimated the stress field orientation at The Geysers from 210 fault plane solutions. 

He concludes that focal mechanisms of earthquakes at The Geysers geothermal field are a fune-

tion of focal depth. He suggests that shallow earthquake focal mechanisms are dominantly 

strike-slip and reverse whereas deeper focal mechanisms predominantly exhibit normal faulting. 
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His estimation of stress field orientation and variation of focal mechanisms with depth are ham­

pered by the common problem of nonunique fault plane solutions. For many shallow events 

there is an ambiguity between pure strike-slip and pure dip-slip mechanisms. These ambiguities 

are not due to a paucity of P-wave first motion data. Numerous P-wave first motions are availa 

able for earthquakes at The Geysers owing to the extensive seismic recording network operated 

in The Geysers area by the USGS. Often however, P-wave first motions are absent from the 

central portions of the ~focal sphere for shallow events· because none of the stations are close 

enough to the epicenter. Observations from distant stations that sample the central portion of 

the focal sphere are absent due to attenuation of microearthquake signals. Oppenheimer (1986) 

noted that Cor some events, Cault plane solutions were completely ambiguous; strike-slip, 

reverse-slip, and normal.slip solutions could fit the same first motion data. An altemative 

approach to estimate source mechanisma and principal stress orientations is to invert for the 

seismic moment tensors of microearthquakes at The Geysers. The method of Stump and John­

son (1917) is used to estimate first order seismic moment tensors for several microearthquakes at 

The Geysers geothermal field. 

0.2. SoW'ee Chal'actel'isation 

The moment tensor formulation is used to represent the seismic source in space and time. 

Assuming a seismic source can be represented as a set of equivalent body Corces, the source can 

be written as a series of moments. For small sources or large wavelengths, only the first term of 

the series is retained (point source approximation), and the displacement at any point and time 

can .. be written as 

(5.1) 

where U" is the displacement in the k direction, Gift is the Green Cunction, Mij is the moment 

tensor, j indicates derivative with respect to %j, and ® represents temporal convolution. A 

more complete derivation of (5.1) is given in Stump and Johnson (1977). 

-J. 
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In the frequency domain, equation (5.1) reduces to 

(5.2) 

If the propagation paths effects (GIrt •j ) are known, one can determine the source (M,j) from a 

set of observational data ( UII ) by solving this set of linear equations. 

In the implementation used here, Fourier transforms of the data and Green functions are 

calculated, and the moment rate tensor (Mij ) is solved for in the frequency domain. An inverse 

. . 
Fourier transform is used to obtain Mij in the time domain. Then Mij is detrended to elim-

inate spurious dc offsets. The resulting estimates of Mij are integrated to yield M ij . Detrending 

of Mi ; is physically justified bec~use the moment rate tensor elements cannot have a permanent 

dc offset. If perfect data were available, de trending would not be required but all seismic data 

are intrinsically bandlimited, and the instruments used here (4.5 Hz velocity transducers) have 

limited low frequency responses. Consequently, de trending of M;; is used. 

Since the complex frequency dependence is obtained for each moment tensor element, 

moment tensor elements are not required to have a common time function. This allows inver-

sionfor complex sources that could have . several physical source components with different time 

histories. An alternative approach is to solve for the moment tensor element time functions 

using the multichannel vector decomposition (MVO) method developed by Oldenburg (1982), as 

presented by Sipkin (1986). Allowing all moment tensor elements to have their own time func-

tions eliminates errors in moment tensor estimates, in cases with source multiplicity, that are 

inherent in time domain approachs that a.ssume a common time function for all moment tensor 

elements (see Sipkio (1986) Cor some examples). 

The moment tensor characterization of seismic sources provides a means for estimating 

source properties of microearthquakes. Stump and Johnson's (1917) approach is completely gen-

eral; no restrictive assumptions are required about physical source types or the time dependence 

of moment tensor elements. All physical source types can be included; isotropic (volume) 

sources, compensated linea.r vector dipole (CL VO) sources, and double-couple sources. One praco 

tical advantage of the momf'nt tensor approach over first motion methods is that it does not 
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require nearly as many recording stations to constrain seismic source properties. Only 6 com­

ponents of ground motion (two three--component stations) are required in theory, although in 

practice about 15 components of ground motion are recommended to ensure reliable results. 

Another advantage is that azimuth and takeoff angle coverage need not be as comprehensive as 

for P-wave first motion approaches. Consequently, it is possible to estimate source properties of 

earthquakes that are not completely surrounded by recording stations, something that is not 

possible when using only P-wave first motion data. 

This method of moment tensor estimation has not been applied to microearthquakes 

before. Stump and Johnson (1984) have used the method to characterize nuclear explosion 

sources using near-field data. Moment tensor inversions with restrictions on physical source 

type (pure deviatoric) and moment tensor time dependence have been applied to microearth­

quake data by Saikia and Herrmann (1986). However, their approach requires assuming that all 

moment tensor elements have the same time function and that the time function is known. The 

result of this type of inversion is simply a static estimate of the moment tensor elements. Since 

the source time function is intrisically unknown, any errors in the assumed time function will 

produce errors in the static moment tensor estimate. Further, if all moment tensor elements do 

not actually have the same time function, another component of error will be added to the 

staticmo~ent tensor estimate. The approach used here allows each moment tensor to have an 

independent time function. This requires more data than the time domain approach of Saikia 

and Herrmann (1986), Langston (1981), and Langston and Heimberger (1977), but yields more 

complete information about source properties. 

Estimated moment tensors can be decomposed into isotropic and deviatoric components. 

The relat.ions are 

(5.3) 

Dj ; (deviatoric) = Mj ; - MTR 6j ; • (5.4) 

Ie prior knowledge is available about the source, then appropriate constraints can be placed on 
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equation (5.2). Constraints on equation (5.2) were not used when inverting for microearthquake 

moment tensors. We wanted to investigate if unconstrained moment tensor inversions would 

produce moment tensor estimates consistent with the common assumption "for earthquakes of a 

single double-couple source. The frequency domain approach was used to avoid errors due to 

possible source multiplicity. The point source assumption is valid for the microearthquakes used 

here, since source dimensions are small compared to the wavelengths represented in the observed 

data. 

In general, D'j is comprised of three <double couples. The . eigenvalues and corresponding 

eigenvectors of Dij describe the magnitude and orientat.ion, respect.ively, of the principal stress 

axes act.ing at. t.he source. These principal stress axes represent the quantity that is uniquely 

determined (within a range of uncertaint.ies due to errors in U,. and GIIi,j) by moment. tensor 

inversion. Decomposit.ion of Dij into physical source components is fundamentally non unique 

(unless Dij happens to consist or a single double couple) (Geller, 1976). Julian (1986) uses 

line8l'-programming methods to investigate the range or possible physical source mec~anisms 

that. a particular moment. tensor solut.ion is consist.ent wit.h. The common approach or decom~ 

posing Dii into double couple and compensated linear vector dipole (CLVD) components is not 

particularly meaningful due to its int.rinsic nonuniqueness unless it. is believed that both com­

ponents are t.ruly contained in the seismic source. A simple shear dislocation earthquake source 

can have nonzero isotropic and CL VD components ir the rupturing rault plane has nonzero cur­

vature (Backus and Mulcahy, 1976). The decomposition of Dij into CLVD and double couple 

components does give a measure or the de~l\rture or the estimated source from a planar faulting 

single double-couple earthquake model. A simple measure of the departure of Dij from a single 

double couple is the ratio of the smallest and largest eigenvalues or Dij . 
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0.3. Data Analysis 

A 9 station network was deployed in The Geysers as described in Chapter 4 (see Fig­

ure{4.1)}. Data were recorded at 200.32 samples/sec using three-component 4.5 Hz velocity­

transducer geophones. The data were anti-alias lowp8S5-filtered using a 5-pole Butterworth filter 

at 50 Hz and high-pass filtered at 0.2 Hz with two 1-pole Butterworth filters beCore sampling. 

The rapid decrease oC displacement magnification oC the velocity transducers below 4.5 Hz, com­

bined with the 12 bit resolution oC the recording system, limited the Crequency band oC good sig­

nal to noise to the range oC 1.0 to 50 Hz. 

Electrical proble1Il5 with some oC the recorders resulted in increased noise at low «1 Hz) 

Crequencies, so moment tensor estimates below 1 Hz are considered to be primarily noise. This 

does Dot significantly effect the results oC the moment tensor inversions because source corner 

Crequencies Cor the microearthquakes uaed here are in the range of 6 to 10 Hz. It does however, 

necessitate detrendingoC the moment rate tensor in the time domain as discussed earlier. 

The GreenCunctions were calculated using a spectral wavenumber-Crequency approach 

similar to the reflectivity method of Fuchs and Maller {1971}. An importance difference is that 

the entire model between the Cree surface and the model bottom is the reflectivity zone; all 

reverberations, including Cree surface reflections, are included. The resulting Green Cunctions 

represent the complete medium response. Since the wavenumber response is computed as a 

Cunction of Crequency, the Crequency domain Green Cunctions uaed in equation (5.2) are had 

directly. 

To reduce proble1Il5 associated with· s·tation site variations oC corner Crequency, the data 

were lowpaaa filtered using a 2-pole Butterworth filter at 10 Hz. This also mitigated theprob­

lems of P-wave and S-wave corner Crequency differences observed at some stations. It also 

decreased the burden oC Green Cunction computations by reducing the maximum Crequency 

required. The price paid is that moment tensor time (unctions will represent lowp8S5-filtered 

versions of true source time runction(s). 
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The P and S-wave velocity models estimated for The Geysers in Chapter 4 are used to 

specify the velocity structure for Green function calculations. Anelastic attenuation was 

included by specifying a Q model for The Geysers consistent with the results of Majer and 

McEvilly (1979). Values of 50-100 were used for Qp, and values of 40-80 were used for Qs. 

The low Q values were used near the free surface and the higher values used in the production 

zone. These low Q values were used because attenuation at The' Geysers is not realistically 

represented by Q values larger than 100. 

Proper phase matching of observed S-P times.with Green function S-P times.is important 

to ensure the success of the moment tensor inversions. Earthquake locations estimated in 

Chapter 4 were used to define initial hypocenter-receiver azimuths and distances. Since record­

ing station were located at diB'erent elevations, the predicted SaP times for initial hypocenter­

receiver distance did not always mat.ch observed SaP times. Hypocenter-receiver distances were 

modified so as to produce correct Green function S-P times. Hypocenter-receiver azimuths are 

preserved but takeoB' angles are slightly different. For a few stations take-oB'-angles were altered 

by as much as 30' , but for most stations take-oB'-angles were not changed by more than 5' -

10' . 

Since a frequency domain inversion is used, it would be difficult to use windows about cer­

tain phases in the inversion. Small time windows about the first P and S-wave pulses would not 

provide the frequency bandwidth or resolution that help to produce reliable estimates of the 

moment tense,". Truncation eB'ects due to windowing are accent.uated for short time windows. 

Consequently, complete seismograms were . used for all components in inverting for the moment 

tensor. Ten seconds of data were used in the inversions. For stations that had shorter records 

zeros were added to give total lengths of 10 seconds. 
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5.4. Inversion Results 

Moment tensor inversions were done for three earthquakes at The Geysers. Two of the 

events were shallow, approximately 2 km below station elevations, and the third event was 

deeper, approximately 4 km below station elevations. The shallow events correspond to the 

depth interval where the strike-slip, normal-slip, reverse-slip ambiguity is most pronounced. 

Oppenheimer (1986) Cound that most events in this depth range had strike-slip solutions with a 

smaller number or events having reverse-slip mechanisms. The deeper event corresponds to the 

depth interval where predominantly normal Caulting mechanisms are Cound (Oppenheimer, 

1986). 

Results or moment tensor inversion are displayed in the following manner. The orienta.­

tions of the eigenvectors of Dij are plotted on stereographic lower hemisphere projections along 

with available P-wave first motion data. The P-wave first motion data come from the temporary 

network and USGS stations. In order to obtain aa many first motions as possible, USGS stations 

outside the primary production zone at The Geysers were used. The P-wave velocity model 

estimated in· Chapter 4, is not adequate to accurately determine azimuth and takeoff angles Cor 

stations outside The Geysers for two reasons. Firstly, P-wave velocities are only estimated to a 

depth of 4.0 km and more distant station arrivals correspond to rays bottoming below this 

depth, in a part of the model that is only a guess at the true velocity structure. Secondly, 

Eberhart-Phillips (1986) baa found significant lateral variations of P-wave velocity structure out­

side The Geysers so azimuthal estimates may be in error due to out-of-vertical-plane propaga­

tion patha. The estimated position of first motions on the focal sphere of the distant USGS read­

ings may have substantial uncertainties. 

While record lengtha or 10 seconds were used in the moment tensor inversions, moment 

tensor results are plotted for times less than one second. This was done because source dura­

tions ar~ short, approximately 0.1 see and the fact that the Green functions do not contain coda 

waves durations as long as seen in the observed data. Also, some components of the observed 

data had small noise glitches approximately two seconds after the primary S-wave arrival and 
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these.glitches contaminate the moment tensor time .functions after several seconds. Windows of 

less that one second were used to detrend the moment rate tensor. Since source durations were 

short for these microearthquakes, this approach is reasonable. 

5.4.1. Event 2131838 

The location of this event is shown in Figure (5.1) along with the 7 stations used in the 

moment tensor inversion. Three-eomponent seismograms were-available -at-aIl-stations· yielding-

21 components of ground motion for·the -inversion. This event had a .uSGS M. of 1.6 and the 

inversion yielded a scalar moment estimate of :::::: 2.0X 1018 dyne-cm. The first 0.5 seconds of 

the principal stress axes orientations, estimated from the moment tensor inversion, are displayed 

in Figure (5.2). It can be seen that the orientations of the principal stress axes show only smaIl 

variations with time except for the intermediate axis at early times. 

The fault plane solution shown in Figure (5.2) is well constrained by the distribution of P­

wave first motions. Note that the P and T principal stress directions predicted by the P-wave 

first motions agree with the moment tensor estimates (Table (5.1». The magnitude or the inter­

mediate stress axis waa about 0.25 that of the maximum stress for much or the time interval 

shown in Figure (5.2). Since the intermediate stress is nonzero, the intermediate axis is not 

required to coincide with the intersection of the nodal planes. 

If the north-most and west-most dilatat.ions were unavailable 10 Figure (5.2), a normal 

faulting mechanism would be compatible wit.h the remaining P-wave first motions. The moment 

t.ensor solution precludes this mechanism as being significant for this event. 

5.4.2. Event 2181g31 

The location of this event is shown in Figure (5.3) along with the 6 stations used in the 

moment tensor inversion. A total of 11 components, consisting of 6 vertical and 11 horizontal 

components, were used in the inversion. This event had a USGS M. of 1.8 and the inversion 

yielded a moment estimate of := 8.0 X 10"1 dyne-em. The first 0.5 seconds of the principal stress 
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Figure 6.1 Map showing relation or earthquake 2131638 epicenter (small cir­
cle) to stations (~) used in moment. tensor inversion. The hypocentral depth 
is 2.34 km below an elevation or 1.28 km above sea level, representing a ::::::: 2 
km depth below the recording station elevations. Note the epicenter-station 
recording geometry has an azimut.hal gap or ::::::: 180· . The range or epicenter­
station distances provides good takeoff-arigle coverage. 
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Figure 5.2 Lower-hemisphere equal-area-stereographic plot of P-wave first 
motions, time varying principal stress axes estimated (rom the moment tensor 
inversion, and double-couple fault plane solution for event 2131638. Compres­
sional and dilatational P-wave first motions are plotted as (C) and (D), respec­
tively. The tension axis starting time point is denoted by the large (T) and 
the fine-dashed line is its time history, where the arrow heads point toward 
the next point in time. Broken lines spanning the plot represent excursions re­
quired to plot stress axes points solely on the lower hemisphere. The compres­
sion axis starting time is denote by a large (P) and its time history by a 
medium-dashed line. The intermediate stress axis start time is denoted by a 
large (I), and its time history by a dot-dash line. The solid lines are nodal 
planes drawn to satisfy the first motion data. The inconsistent compression in 
the upper right quadrant corresponds to a distant station and its position is 
subject to errors as described in the text. 
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Figure 5.3 Map showing relation or earthquake 2181937 epicenter (small cir­
cle) to stations (~) used in moment tensor inversion. The hypocentral depth 
is 2.42 km below an elevation I?r 1.28 km above sea level, representing a :::::: 2 
km depth below the recording station elevations. Note the epicenter-station 
recording geometry has an azimuthal gap or :::::: 250· . The range of epicenter­
station distances provides good takeoff-angle coverage. 
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Figure 6.4 Lower-hemisphere equal-area-stereographic plot of P-wave first 
motions. time varying principal stress axes estimated from the moment tensor 
inversion, and double-couple fault plane solution for event 2181937. Compres­
sional fi·rst motions are plotted as (C) for impulsive arrivals and (+) for emer­
gent arrivals. Dilatational P-wave first motions are shown as (D). Convention 
for principal stress axes is the same as in Figure (5.2). Broken lines spanning 
the plot represent excursions required to plot stress axes points solely on the 
lower hemisphere. The solid lines are nodal planes drawn to satisfy the first 
motion data and the moment tensor estimates of principal stress orientations. 
The long-dashed line nodal planes represent a solution compatible with the 
first motions. Note that a wide range of fault plane solutions, ranging from al­
most pure normal faulting (dashed nodal lines) to pure strike-slip faulting 
(solid nodal lines) are compatible with the P-wave first motions. 
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axes orientations, estimated from the moment tensor inversion, are displayed in Figure (5.4). It 

can be seen that the orientations of the principal stress axes show only small variations with 

time. This is in spite of the fact that there is a large azimuthal gap in station coverage. 

The fault plane solutions shown in Figure (5.4) demonstrate that a wide range of focal 

mechanisms are consistent with the P-wave first motion data. Solutions ranging from nearly 

pure normal-slip to pure strike-slip are consistent with the first motion data (Table{5.1)). The 

moment tensor inversion solution has a intermediate axis that is small indicating that a single 

double couple is dominant. Consequently, the intersection of the nodal planes should coincide 

closely with intermediate axis position for any fault plane solution consistent with the first 

motion data. Thus, the moment tensor solution constrains the solution to be dominantly strike­

slip. 

This is the type of event that made Oppenheimer's (1986) reduction of his fault plane 

solution data difficult. The P-wave first motions are consistent with both strike-slip mechanisms 

{postulated shallow event mechanism} and normal-slip mechanisms (postulated deep event 

mechanism). He would have been forced to discard this event since it contains no constraints 

with respect to the depth-dependent-focai-mechanism hypothesis. Here, the moment tensor esti­

mate constrains the focal mechanism to be dominantly strike-slip, consistent with 

Oppenheimer's (1986) predictions for shallow events. 

5.4.3. Event 2200008 

The location of this event is shown in Figure (5.5) along with the 7 stations used in the 

moment tensor inversion. A total of 17 components, consisting of 7 vertical and 10 horizontal 

components, were used in the inversion. This event had a USGS M. of 2.3 and the inversion 

yielded a moment estimate of ~ 3.0X l~ dyne-em. The first 0.8 seconds of the principal stress 

axes orientations, estimated from the moment tensor inversion, are displayed in Figure {5.6}. It 

can be seen that the orientations of the principal stress axes show only small variations with 

time. This is spite of the fact that there is a very limited range of takeoff angles represented in 
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Figure 6.6 Map showing rela.tion or earthquake 2200908 epicenter (small cir­
cle) to stations (A) used in moment tensor inversion. The hypocentral depth 
is 4.46 km below an elevation or 1.28 km above sea level, representing a 
:::::: 4.1 km depth below the recording station elevations. Note that the azimu­
thal coverage is good (:::::: 90' azimuthal gap), but a smaller range or takeoff 
angles are represented due to the deeper event depth and the small range of 
epicenter-station distances. 
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Figure 5.8 Lower-hemisphere equal-area-stereographic plot of P-wave first 
motions, time varying principal stress axes estimated from the moment tensor 
inversion, and double-couple Cault plane solution Cor event 2181937. Compres­
sional first motions are plotted as (C) Cor impulsive arrivals and (+) for emer­
gent arrivals. Dilatational P-wave first motions are shown as (D) for impul­
sive arrivals and (-) Cor emergent arrivals. Convention for principal stress axes 
is the same· as in Figure (5.2). Fine-dashed lines spanning the plot represent 
excursions required to plot stress axes points solely on the lower hemisphere . 
The solid lines are nodal planes drawn to satisCy the first motion data and the 
moment tensor estimates oC principal stress orientations. The inconsistent 
compression in the upper dilatational quadrant corresponds to a distant sta­
tion and its position is subject to errors as described in the text. 
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the data. 

The fault plane solution shown in Figure (5.6) is well constrained by the distribution of p~ 

wave first motions. The P and T principal stress directions predicted by the fault plane solution 

agree well with the moment tensor estimates (Table{5.1)). The size oC the moment tensor 

estimated intermediate stress axis was small, so the fault plane solution nodal planes should 

coincide closely with the moment tensor intermediate stress axis. 

The fault plane solution in Figure (5.6) is constrained by three first motions, the two 

west-most dilatations, and the northeast compression shown as (+). If these 3 first motions were 

unavailable, an almost pure strik~slip mechanisms would fit the first motion data. These three 

first motions would not be available for a USGS solution, since the dilatations represent tem­

porary station readings, and the (+) is an ambiguous reading Crom a distant station. The 

moment tensor solution confirms that the dominantly normal-slip solution is appropriate for this 

event. This is another example where P-wave first motion focal mechanisms could be com­

pletely ambiguous with respect to the depth-dependent-focal-mechanism hypothesis, but the 

moment tensor inversion places strong constraints on the range oC possible focal mechanisms. 

Since this. event is located in the deep portion of The Geysers, Oppenheimer's (1986) hypothesis 

would predict that it would have a dominantly normal-slip focal mechanism. The moment ten­

sor inversion. confirms that this is indeed the case for this event. 

0.4.4. Physical Source Component Decomposition 

For event 2131638, the isotropic component {equation (5.3)) of the moment tensor was 

much smaller (< 5%) than the deviatoric component {equation (5.4)) for the first 0.1 sec, which 

corresponds to the rise time of the dominant moment tensor element. After 0.1 sec, the isotro­

pic component was as large as 25% of the deviatoric component. The size of the intermediate 

principal stress varied between 10% and 25% of the maximum principal stress. For event 

2181937, the size of the isotropic component was about 25% to 30% of the size of the deviatoric 

component. The size of the intermediate principal stress varied between 10% to 15% of the 

.. 
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Prineipal Stress Orientations 
First Motion Moment Tensor 

P T P T 
Event strike dip strike dip strike dip strike dip 

" 

2131638 41· 2 0 133 0 14· 50 0,62. O· ,10· 145· ,150· _10· ,20· 
2181937 59 0 O· 149 0 5· 53· ,64 0 _20 ,3· 142· ,154· -4· ,11 • 

18· 72 0 132· 11· 
2200908 355 • 52· 92· 50 338· ,358· 40· ,50' 80 0,88. -1·,14· 

Table 5.1 Comparison of maximum compressional (P) and tensile (T) axes orientations 
estimated from first-motion fault plane solutions and moment tensor inversions. The range of 
time variations of orientations of the stress axes are listed for the moment tensor estimates. 
Event 2181931 has an ambiguous fault plane solution so two possible first motion solutions are 
listed. 
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maximum principal stress. For event 2200908, the size of the isotropic component was about 

40% to 55% of the size of the deviatoric component. The size of the intermediate principal 

stress varied between 0% and 20% of the maximum principal stress. 

The estimated principal stress orientations for these three Geysers earthquakes proved to 

be quite stable and provided results consistent with observed P-wave first motion distributions. 

The decompositions of the estimated moment tensors into isotropic and deviatoric components 

were not as satisfactory. None of the estimated moment tensors corresponded to a single 

double--couple source. The widely observed quadrapole radiation pattern observed for numerous 

earthquakes at The Geysers precludes a substantial isotropic component in the moment tensors 

of earthquakes there. 

These results could be due to the rather unfavorable recording geometries used in all three 

moment tensor inversions. Event 2200908 had the moment tensor inversion with the largest 

condition number due to the small range of takeoff angles represented in the data. It is also the 

event with the· largest isotropic component. The nonzero intermediate stress axis values are 

small enough that they could be explained by shear faulting on curved or bumpy fault surfaces 

(Backus and Mulcahy, 1976). Further investigations of moment tensor inversions with more 

advantageous station geometries should help clarify whether the non single-double-couple com­

ponents of. the moment tensor inversion estimates obtained are representative of true source 

complexity or are merely inversion artifacts. 

5.4.5. Comparison or Observed and Predicted Seismograms 

Excellent agreement between relative P and S-wave amplitudes were obtained for all 

inversions. In . large part; this probably reflects the fact that good estimates of seismic velocity 

structure (obtained by progressive inversion in Chapter 4) were used. Efforts to invert for 

moment tensors during a feasibility study using data from a 4 station three--component network 

at The Geysers (conducted prior to collecting the data used here and in Chapter 4) failed to pro­

duce the correct amplitude pattern of P and S-wave phases on any components of ground 
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Figure 5.7 Velocity models used for a feasibility study of moment tensor 
inversions at The Geysers. Results oC this Ceasibility study were used to 
design the experiment at The Geysers that ultimately provided the data for 
Chapter 4 and the moment tensor inversions done in this chapter. 
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motion. A course three-layer P-wave ·velocity model (Figure (5.7)), consisting 'of two linear gra-· 

dient velocity layers over a half-space, was used and S-wave velocities were estimated by assum­

ing a constant Vp/V. of 1.73. It is clear from Chapter 4 that this velocity model was not 

correct. The results obtained after estimating the velocity structure were very satisfactory. This 

points out the critical importance of using realistic velocity models for moment tensor inver­

sions. 

The model shown in Figure (5.7) is incorrect for The Geysers but it would be much closer 

to the estimated models of Chapter 4 than a small set of constant velocity layers, a parameteri­

zation commonly employed to calculate Green functions for waveform studies of local events. 

The assumption made in Figure (5.7) of constant Vp/V. waa wrong for The Geysers (see Figure 

(4.11), but also reflects an assumption sometimes made in waveform studies. 

6.6. Summary and Conclusions 

Moment tensor inversions were successfully done for three earthquakes from The Geysers 

geothermal field. Estimated principal stress orientations were comparable to those estimated 

using P-wave first motions aa constraints. In the caae of one event, P-wave first motions could 

not constrain the focal mechanism to the degree that almost pure normal-slip and pure strike­

slip focal mechanisms were consistent with the first-motion data. The estimated moment tensor 

principal stresses constrained the focal mechanism to be almost purely strike-slip. The moment 

tensor estimates of principal stress orientations were obtained using far fewer stations than 

required for first-motion focal mechanisms solutions. Seven stations. were used for two inver­

sions and 6 stations. for the other. In contrast, an ambiguous first-motion focal mechanism was. 

obtained for event 2181937, even though first motions'were used from 17 stations. 

The three focal mechanislM obtained here support Oppenheimer's (1986) hypothesis that 

focal mechanislM are a function of depth at The Geysers. Specifically, strike-slip focal mechan­

isms were obtained for the two shallow events and a predominantly normal-slip focal mechanism 

was obtained for the deep event, as his model predicts. The orientation of the minimum 
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compressive stress axes for the shallow events (events 2131638 and 2181937 in Table (5.1)) is 

rotated 40· to 50· clockwise, with respect to his estimate of 105· as the azimuth of least 

compressive stress for The Geysers. Since only two events are available for comparison the 

differences may not be significant. The potential of moment tensor inversions to provide well 

constrained principal stress orientations for individual events may make it possible to map local 

variations of stress by using earthquakes distributed throughout The Geysers geothermal field. 

The results obtained here were critically dependent on good estimates of velocity structure 

so as to minimize errors in calculated Green functions. The velocity model determined in 

Chapter 4, when used in the moment tensor inversions, produced the correct ratio of P and S­

wave amplitudes on all components of ground motion, which strengthens the arguments in 

Chapter 4 that the estimated models are good one-dimensional representations of the velocity 

structure at The Geysers. 

The good results obtained here are a direct consequence of using P and S-wave data 

together to estimate velocity structure, hypocenter locations, and moment tensors. Although 

moment tensor inversions were not done to compare the effects of using just P-wave data to 

those using both P and S-wave data, Stump and Johnson (1977) found that inversions that just 

used P-wave maximum amplitudes were not as well conditioned as inversions using complete 

seismograms. It was clear from the synthetic fits to the data, that the S-wave phases 

significantly constrained the moment tensor estimates. 

A final note is that The Geysers represents a difficult area to do moment tensor inversions. 

Topographics variations are large, reflected in the 0.6 km variation of station elevations, and 

near surface velocity variations are profound. These factors were ignored in the moment tensor 

inversions, and good results were obtained despite rather unfavorable station recording 

geometries for all three events considered. This shows that, with the proper attention to deter­

mining realistic velocity structure and event locations, moment tensor estimates for microearth­

quake sources can be very robust. 
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Chapter 6 

Summary and Conclusions 

The method or progressive inversion has been modified to include S-wave data. By 

extending the method or progressive inversion to include S-wave inrormation, improved esti­

mates or earthquake locations and seismic velocity structure are obtained. The synthetic tests 

in Chapter 3 showed that the joint use or P and S-wave arrival time data has the following 

advantages over the use or P-wave data alone: (l)P-wave velocity and slowness gradient struc­

ture are more accurately estimated; (2) Hypocenter mislocation errors are substantially reduced, 

especially hypocentral deptb; (3) Convergence or progressive inversions to local minima is more 

detectable using RMS data misfits or P and S-wave data; (4) Velocity model and hypocenter 

estimates are much more accurately determined wben station corrections are used; (5) Com­

plete elastic properties are estimated providing greater constraints ror geologic interpretation of 

velocity structure. 

The success or progressive inversion is dependent on the use or reasonable starting velocity 

models and synthetic tests showed that assuming unreasonably high surrace velocity produces 

substantial errors in estimated velocity structure and earthquake locations. Adding S-wave data 

to progressive inversions does not completely eliminate hypocenter-velocity tradeoffs, but they 

are substantially reduced. 

Progressive inversion was used to determine microearthquake locations and P and S-wave 

velocity structure at The Geysers geothermal field. The top or the steam 'feservoir is clearly 

defined by a large decrease or Vp/V. at the condensation zone- production zone contact. The 

depth interval or maximum steam production coincides with minimum observed VpjV" and 

Vp/V. increases below the shallow primary production zone suggesting that reservoir rock 

becomes more fluid saturated. The correlation or Vp/V. variations with the upper condensation 

zone suggests that determining Vp/V. variations using P and S-wave VSP and crosshole surveys 
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may delineate hydrothermal convection cell boundaries. 

Most earthquakes appear to occur in two depth intervals. The majority of events occur in 

the depth interval (0.5-2.5 km elevation) of primary steam production. A gap in seismicity 

between the primary production zone and an elevation of ~ 3.0 km is evident here and in the 

results of Eberhart-Phillips and Oppenheimer (1984). The second largest concentration of 

seismicity is found in an are ally restricted region at elevations >3.0 km. Both regions of seismi­

city appear to be associated with zones.of Buid depletion. Seismicity could be-' induced by 

volume contraction due to Buid withdrawal or conversion of aseismic slip to stick-slip due to 

deposition of silica at Cractures or a combination oC these mechanisms. The apparent 

confinement of earthquakes to regions of Buid withdrawal favor the increase of friction mechan­

isms of Allis (1982) over the volume contraction mechanism of Majer and McEvilly (1979). The 

relatively short time period of the present data set precludes definite conclusions concerning long 

term patterns of seismicity. A much larger dataset needs to be investigated to determine if 

longer term seismicity is confined to zones oC steam production. The data set used by 

Eberhart-Phillips and Oppenheimer (1984) is suited Cor this purpose. However, proper account­

ing for differences in station elevations and realistic near-surface velocities must be used to 

obtain reliable estimates of earthquake locations. 

One--dimensional P and S-wave velocity models with station corrections satisfactorily fit 

arrival time data to within a standard error of 0.02 sec. This supports Eberhart-Phillips' (1986) 

conclusion that a one-dimensional P-wave model with station corrections is adequate to locate 

earthquakes in the primary production zone at The Geysers and also indicates that a one­

dimensional S-wave velocity model with station corrections is.adequate as-well. 

Moment tensor estimates were obtained for·three earthquakes from The Geysers geother­

mal field. Estimated principal stress directions were comparable to those estimated using P­

wave first motions as constraints. The moment tensor estimates were consistent with the P­

wave first motion data and constrained the Cocal mechanism of an event where the P-wave first 

motion data could not. The moment tensor estimates of principal stress orientations were 

.. 
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obtained using far fewer station than required for first-motion focal mechanism solutions. 

The three focal mechanisms obtained here support Oppenheimer's (1986) hypothesis that 

focal mechanisms are a function of depth at The Geysers. Focal mechanisms for the shallow 

earthquakes were almost pure strike-slip and the focal mechanism for the deep earthquake was 

predominantly normal-slip, as predicted by his model. The potential oC moment tensor inver-

sions to provide well constrained principal stress orientations for individual events may make it 

possible to map local variations of stress by using earthquakes distributed in different portions of 

The Geysers geothermal field. 

The satisfactory results of moment tensor inversions using microearthquake data from The 

Geysers was critically dependent on the good estimates of velocity structure and earthquake 

locations provided by the progressive inversion. This ensured that Green function errors would 

be minimized. The synthetic seismograms produced using the estimated moment tensors and 

Green functions matched the observed data well, particularly the ratio of P and S-wave ampli-

tudes on all components oC ground motion. This strengthens the argument that the estimated 

velocity models are good one-dimensional representations oC the true velocity structure at The 

Geysers. 

The Geysers represents a difficult area to do a progressive inversion and moment tensor 

inversions. Topographic variations are large and near surface velocity variations are profound. 

By properly accounting Cor differences in station elevations and using realistic near surface velo-

cities combined with station corrections, progressive inversion results clearly delineated 

significant Ceatures at The Geysers. These Cactors were ignored in the moment tensor inversions 

and good results were obtained despite rather unfavorable station recording geometries for all 

three earthquake considered. This shows that moment tensor estimates Cor microearthquake 

sources can be very robust. 

Progressive inversion as developed here and the moment tensor inversion method of Stump 

and Johnson (1977) provide a complete approach to determine earthquake locations, P and S-

wave velocity structure, and earthquake source mechanisms. The entire process is internally 

J ....... ,' 
,~- "'.~ 
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consistent; earthquake ,locations and velocity structure are estimated using progressive inversion 

without making any assumptions about source properties. Results of progressive inversion are 

then used to calculate Green functions for moment tensor inversions. Because progressive invere 

sion was extended to include S.wave data, complete threeecomponent data can be used in 

moment tensor inversions. Since the joint use o( P and Sewave data minimizes earthquake loca­

tion errors and velocity· structure errors, the best estimate of Green functions are obtained and 

moment tensor inversion errors are minimized. 

The importance of using Sewave information cannot be over- emphasized. Not only does 

including Sewave data reduce errors in progressive inversion, but it facilitates reliable moment 

tensor inversions when using data (rom a relatively small number of threeecomponent recording 

stations. 

The oneedimensional velocity model assumptions used throughout this dissertation is not 

an inherent limitation of the development. The method of Thurber (1983) (or threeedimensional 

velocity-hypocenter inversion can be simply extended to include Sewave data. In contrast to the 

oneedimensional case, Green (unction calculations for threeedimensional velocity structures must 

be approximate or very time . consuming if finite difference approaches are used. Thus, while 

moment tensor inversions can be done in cases o( three-dimensional velocity variations, the most 

profound problems are accurate determination of threeedimensional velocity variations and accue 

rate calculation of Green functions in threeedimensional inhomogeneous media. The satisfactory 

moment tensor inversion results obtained at The Geysers using oneedimensional assumptions 

indicates that threeedimensional velocity modeling and Green (unction calculations will probably 

not be required in many regions that the approach o( progressive inversion and moment tensor 

inversion, outlined here, may potentially be applied. 

'. 
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Appendix A 

Travel Time Calculations 

Hypocenter location and velocity inversion require determining travel times for first P and 

S-wave arrivals as a function of distance between sources and receivers. Accurate calculated 

travel times are required Cor reliable hypocenter location and velocity inversion. Errors in calcu-

lated travel times must be small in relation to errors in observed arrival times. Travel time cal-

culations must be computationally efficient since progressive hypocenter-velocity inversion 

involves many travel time evaluations. Buland and Chapman (1983) developed a method oC 

travel time determination based on interpolation oC T - P curves that combines accuracy with 

computational efficiency. Their method eliminates the computational burden involved with 

shooting methods oC ray tracing and has reduced storage requirements relative to table lookup 

approaches. In addition, T - P interpolation provides the Bexibility to satisfy special require-

ments concerning elevation corrections. Their approach Corms the basis Cor the T-p interpolation 

method outlined here. 

The basic problem is: given source and receiver distances we need to calculate travel times 

for first P and S-wave phases and their associated wavepaths. We start by briefly outlining the 

relations between travel time, distance, ray parameter, tau, and the theta Cunction (Buland and 

Chapman, 1983). Distances considered here are small, less than 100 km, so the Earth's sphericity 

is ignored. Let z define horizontal distance and z define depth (positive downward). Velocity, 

v (z), varies as a Cunction oC depth only. Define the ray parameter or horizontal ray slowness 

p _ "ira ( i (z)) = "ira (i (z ))u (z ) 
v (z ) 

(A.l) 

where u (z ) is medium slowness, i (z ) is the angle the direction oC ray propagation makes with 

the vertical, and vertical ray slowness is given by 

(A.2) 
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Travel time.is given by 

T(p) = # (A.3) 

where # indicates the integral over the complete ray path. All ray segment contributions are 

taken as positive. The range integral is given by 

"c pdz 
X (p ) == 'j' q (p ,z ) 

The delay-time function, T (p ), is related to T (X) and is given by 

and 

dT 
p = dX 

aT 
X=--­ap 

Define' the' theta function as 

or substituting (A.S) 

r(p)= T(p)-pX(p) 

8(1' ,z ) = 1'(p ) + pz 

6(p ,z ) = T (p ) + P {z - X (p » 
where:f is a distance of interest. 

(A.4) 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

Stationary'points-of the theta function' correspond to geometrical- wave group arrivals. 

so 

_a.....:.8(::.-p ~,:z-'-') = ~ + z = z _ X(p ) 
ap ap 

a8(p ,z) 
ap I =0 

Po 

(A.9) 

" (A.10) 

(~ 
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when 

z = X(Po) (A.U) 

From (A.S), the value oC the theta Cunction at the stationary point is just the travel time 

(A.12) 

Buland and Chapman (1983) showed that given T (p ) and a distance z at which a travel 

time of a suite of phases is desired, it is sufficient to examine the stationary points of the 

corresponding theta function. Neither X (p ) nor T (p ) are required. Caustics produce multiple 

stationary points allowing all geometrical arrivals to be determined. The ray parameter 

corresponding to each arrival is determined as a byproduct of the travel time calculation 

through (A.I0). The estimated ray parameter is needed to calculate the ray-path kernels 

required for velocity inversion and to determine take-otf angles at the source. 

In the absence of low velocity zones (LVZ), only downgoing transmitted and refracted­

wave tau branches and upgoing direct-wave tau branches are required to determine first-arrival 

travel times for any distance. When a velocity model contains a LVZ, a transmitted wave sha­

dow occurs over a range of distances. If only transmitted and refracted path tau branches are 

used, no geometrical arrivals will be found in the shadow, and observed data in the LVZ shadow 

zone must be discarded. A solution to this problem is to include reflected-wave tau branches 

corresponding to reflections from velocity model discontinuities in and below the LVZ. 

Geometrical reflected phases from these tau branches provide travel times for stations in the 

shadow zone. 

It is difficult to determine the magnitude of velocity model discontinuities required to pro­

duce observable reflected phases without calculating synthetic seismograms appropriate for the 

problem. Since this was not feasible, the following approach was used. Reflected tau branches 

were constructed for all velocity or velocity gradient discontinuities in or immediately below the 

bottom of each LVZ. This guaranteed that reflected geometrical phases fill the transmitted and 

reCracted path shadow zone. It is likely that phases from some of the reflected tau branches used 
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would not be' observable, but ,the ,approach was'used for·the·following reasons. Firstly, we were 

concerned that iC data were discarded from L VZ shadows, the removal of the data misfit associe 

ated with the deleted data may result in erroneous convergence of the velocity inversion. This 

might occur iC the removed data had contributed significantly to the total data misfit. .. 
Secondly, the fact that waves are observed in apparent shadow zones implies that these arrivals 

correspond to reflected, diffracted, or scattered waves. We simply choose to model them as • 

reflected waves. 

A possible side effect of this approach is that estimated L VZs from a velocity inversion 

could have smaller depth extent and larger velocity contrast than true L VZs. This would occur 

when travel times for data constraining the presence of a L VZ were calculated from an errone-

ous reflected branch originating just below the L VZ lid, when the observed arrivals actually 

corresponded to a much deeper reflected phase. 

It may appear that we 'are implying that we can solve 'Cor the velocity structure within a 

LVZ. This is not the case. Gerver and Markushevitch (1966) showed that only the maximum 

thickness of the L VZ can be constrained from travel time data. Our approach will tend to esti-

mate that a LVZ haa a thickness less than the maximum bound provided by the travel time 

data. With these caveats it was decided that using reflected tau branches was preferable to the 

elimination of perfectly good data. It a L VZ were found in a velocity inversion, a more rigorous 

criteria could be developed to decide what (if any) reflected branches should be included. 

Given the aforementioned choices of tau branches, we must find an appropriate ray 

parameter sampling to construct their discrete representation. Buland and Chapman (1983) sug-

gest a quadratic ray parameter spacing 

Pi = P elld - j2 . 8p j = 1,2, ... ,k. (A.13) 

where Pelld and Pk are critical points. We found that (A.13) works well to produce r(Pi) points 

approximately equally spaced in range for downgoing branches. A cubic ray parameter spacing 

j = 1,2, ... ,k. (A.14) 
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was found to produce more evenly spaced r (Pj ) in range for upgoing branches from the shallow 

source depths (0-5 km) considered here. 

In the neighborhood of caustics op was fixed ata small value to ensure monotonic varia-

tion or range within discrete tau intervals (between r (pj) and r (PHi)). For very shallow 

sources 0'P for upgoing branches was made a function of source depth to ensure proper distance 

spacing. Ray parameter spacing for a velocity model need be determined only once for downg~ 

ing. branches between critical points. However, when a source does not reside at a depth 

corresponding to a critical point, optimal ray parameter spacing is determined anew for each 

new source depth between the source critical ray param~ter and the next critical point below it. 

The same approach is used to determine optimal ray parameter spacing for the up going direct 

wave branch at anew source depth. Thus, only incremental layer r (p ) and X(p ) values (to be 

discussed below) ror a range or ray parameters corresponding to all downgoing paths of interest 

are stored in a table, For up going tau branches, the optimal ray parameter spacing, r (p ), and ;, 

x (p) are computed specifically for each new source depth. 

The velocity models were discretized using plane layers consisting or linear velocity gra-

dienta. Travel time, range, and tau contributions for the i th layer with ray parameter 'Pj are 

given by 

(A.1S) 

(A.16) 

(A.17) 

where the layer is bounded by the depths Zi and zi +1 with corresponding slownesses 

Ui = U(Zi) ~ u(zi+d = Ui+1> tl.Z; = 1 zi-zi+ll, and tl.vi = "i-1 - "ii\· Tau branches are 

calculated by summing appropriate incremental layer contributions. The incremental ray path 

distances, G (zi) (2.12), needed for the slowness inversion are approximated using arcs of circles 

produced by linear velocity gradients given by 
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(A. 18) 

The velocity models used here are piecewise continuous; velocity is continuous, velocity 

gradient may be discontinuous at layer boundaries. Consequently, head-wave tau branches are 

not included in this parameterization. Initial discretization was chosen to satisfy requirements 

for slowness inversions; normally 0.1 km layer spacing was used. For interpolation of tau 

branches, only velocity-depth points associated with velocity gradient discontinuities were 

retained to define the velocity models critical ray parameters. 

Now, a means to interpolate the theta function must be specified. Actually, the theta func-

tion never has to be formed; only l' (p) need be interpolated to find stationary points or the 

theta runction (Buland and Chapman, 1983). They introduce piecewise l' splines to interpolate 

r (Pi) or the form 

(A.19) 

This interpolant is preferable to piecewise cubic splines because it incorporates the square root 

singularity in the derivative of range, X(p ), at the largest ray parameter, P peod, of each tau seg-

ment. The range (A.6) is given"by' 

(A.20) 

Theta will have an extremum when 

2Cj (p pelld-P )+3/2dj (p peod-P )1/2 + (bi - r) = 0 (A.2l) 

Either H splines (Hermite splines fit both the function and its first derivative exactly at 

each discrete point) or B splines (smooth splines fit the function exactly at each discrete point, 

the first derivative exactly at the first and last discrete point, and have continuous first and 

second derivatives everywhere) could be used. Buland and Chapman (1983) choose B splines 

because they perform better in the neighborhood of broad caustics such as point B of PKP. 

Here, we are primarily interested in travel times for first arrivals, so evaluation of l' (Pi) near 
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caustics does not present a significant problem. The potential problem of H splines producing 

numerical caustics over several ray parameter intervals was mitigated by using high precision 

for ray parameter and small ray parameter intervals near the caustic. This ensured that range 

was monotonic in each ray parameter interval, guaranteeing a single contribution for each inter­

val, except in an interval containing an actual caustic. 

H spline interpolation of (A.19) is much faster than for the B spline analog; H splines are 

local and solving for the coefficients is simple and fast. Only the spline coefficients for range 

intervals corresponding to distances of interest need be calculated for the H spline approach. B 

spline interpolation requires solving a system of equations for all the coefficients, although 

Buland and Chapman (1983) present an approach using basis functions that reduce the compu­

tation burden somewhat. Twice as much information must be stored when using H splines, 

T (Pj ) and X(Pj ), than when using B splines where just T (Pj ), X(p pend), and X (Pit) are needed. 

However, only a small number of tau branches need be retained to determine first arrival travel 

times so the addition storage requirements are not excessive. Computational speed was deemed 

more important than keeping storage requirements to an absolute minimum. Computational 

speed is the limiting factor for doing hypocente~velocity inversions with large amounts of data 

given the modest storage requires of the progressive inversion algorithm of Chapter 2. 

We performed extensive tests to determine optimal 61' spacing for tau branch interpola­

tion and to investigate the magnitude of errors in estimates of travel time and p. We were 

unable to uncover any problems associated with using H splines in the neighborhood of caustics. 

This could be because we used a much finer ray parameter spacing than Buland and Chapman 

(1983) or the fact that the geometry used here (small distance and plane layers) is less likely to 

produce problema at caustics than for the earth flattened models they used. 

Due to the stationarity of the theta function, estimated travel times are more accurate 

than tau or distance. Consequently, estimated ray parameters used to determine ray paths pro­

duce estimates of total range that have relatively larger errors than errors in corresponding 

travel time estimates. The absolute range estimate errors were small, ranging from .1 to 10 
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meters. Thus, when we used the-ray parameter estimates to trace rays·to check the travel time 

estimates we found that we were required to use a shooting approach to vary the interpolated 

ray parameter estimate to produce the correct range. As the range estimate converged to the 

correct distance the ray traced travel time tended to converge to the interpolation estimate 

travel time. Consequently, we used the ray traced travel time, estimated using the interpolation 

estimate of ray parameter, as an upper bound on the interpolation estimating travel time error: 

It is ironic that the interpolation estimates of travel time are more accurate than corresponding 

ray traced estimates, but follows 'naturally from the stationarity of the theta function. We 

found that using a op spacing that produced range intervals of 2-3 km (except near caustics 

where much smaller op s were used), produced travel time errors no larger than 1 millisecond. 

Integration estimates of range using interpolation ray parameter estimates had errors no larger 

than 10 meters. 

The H spline approach afforded us an addition degree-of Oexibility that was essential to 

accurately and efficiently determine travel times to recording stations at widely differing eleva­

tions. This 'was done in the following. way . The elevation at the top of the velocity models was 

defined by the elevation of· the lowest station used. When a station was at a higher elevation, 

an additional layer was added between the top of the velocity model and that station. The 

layer thickness was defined by the elevation difference between the station and the elevation of 

the top of the model. The layer was assumed to have a constant velocity defined by the velo­

city at the top of the velocity model. Incremental r (Pi) and X (Pi) contributions of this extra 

layer were added to all tau curves. Then, only the spline coeffiCients of range intervals contain­

inglothe,station distance are' calculated and these intervals used to determine'travel times to the­

station; A B spline interpolation would require solving for spline coefficients 'for all range inter­

vals or all pertinent tau branchs. It is clear that the local nature of H splines is crucial to the 

efficient implementation of this method. Layer thickness is adjusted to appropriate values for 

subsequent stations by adding or removing appropriate incremental r (Pi) and X (Pi) contribu­

tions. 
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This approach allows accurate determination of travel times in regions with large varia­

tions of station elevations by determining the geometrical paths to stations at differing eleva­

tions instead of using vertical path approximations. If something is known about velocities 

under each station, then determined velocities could be used to define the velocities in the eleva­

tion correction layer beneath each station. 

Further computational savings are realized if certain tau branches can be excluded from 

consideration. If all recording station are located at distances less than the critical distance for 

upgoing rays, only the upgoing tau branch and spline coefficients need be calculated to deter­

mine first arrivals. If all recording stations are beyond the critical distance for upgoing rays, 

only downgoing tau branch contributions must be considered. 

To provide a rough estimate of the time required to calculate travel times with this 

approach the follow example is provided. Velocity models consisted of 9 layers for P-waves and 

8 layers for S-waves. For a source at fixed depth, it took 50 CPU seconds to compute 2500 trav­

els times using a Digital VMSfV AX 780 computer. 
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Appendix B 

Nonlinear Earthquake Error Appraisal 

B.I. Introduction 

Earthquake location is in general a nonlinear problem. One goal or any earthquake loca­

tion scheme is to determine the maximum likelihood location; the spatial coordinates with the 

greatest probability or corresponding to the actual position of the hypocenter. A second goal is 

to determine the significance of the maximum likelihood location relative to other prospective 

spatial locations. The second goal arises because determining an earthquake's location is a sta­

tistical problem. All information used to constrain an earthquake's location contain errors. We 

know something about the nature of errors in seismic arrival times, station locations, velocity 

structure, and travel time calculations. By specifying the statistical properties or input data 

errors, their effect on estimates of an earthquake's location can be calculated. 

The m08t common approach used to locate earthquakes is Geiger's method (see Chapter 

2). While Geiger's method can successfully determine an earthquake's maximum likelihood 

location, estimates of effects or input data errors on location solution statistics are not as reli­

able. Geiger's method uses only one term in a Taylor series expansion to estimate hypocentral 

position. Consequently, effects of nonlinearities in the problem are completely ignored. Thurber 

(1985) improves on Geiger's method by including the next higher order term in the Taylor 

series, the Hessian (Newton's method) when solving for hypocenter position and hypocenter 

uncertainty. Inclusion of the Hessian makes it possible to approximately incorporate the effects 

of intrinsic nonlinearity. Tarantola and Valette (1982) present an altemativeto Taylor series 

expansion approaches to earthquake 19(ation. 

Tarantola and Valette (1982) used methods of probability calculus to derive a general non­

linear earthquake location method devoid of linearizations. The result of their approach (called 
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POFLoe here) is a ,probability. density. function, p.d.f., Cor·thespatial position oC an earthquake 

hypocenter. POFLOe satisfies both goals stated at the outset; maximum likelihood position is 

determined and the shape of the p.d.f. provides all information about the importance of the 

maximum likelihood position relative to other possible candidate hypocenter positions. Results 

provided by POFLOe are ideal Cor doing statistical hypothesis testing of absolute or relative 

positions of different events. For instance, an apparent decrease in focal depth with time of 

seismicity may be associated with rising magma in a volcanic region. Using p.d.f.s for indivi­

dual events determined by POFLOe the statistical significance of Cocal depth changes can be· 

evaluated. 

In order to use POFLOe, the nature of errors in the input inCormation to the problem 

must be determined. We begin with a discussion of errors in input information. Then the 

development of POFLOe is presented. The linearized method presented in chapter 2 is 

currently the only other method that systematically accounts Cor velocity model errors in hypo-­

center 'error estimation. 1 Since hypocenter location is inherently a .nonlinear problem, estimates 

of hypocenter errors using linearized approaches are only approximate. We would like to deter­

mine.how reliable linearized hypocenter error estimates are. In particular, we want to determine 

the reliability of hypocenter error estimates obtain using the method of progressive inversion in 

Chapter 2., Using synthetic data, POFLOe is used to investigate the significance of nonlineari­

ties with respect to standard error levels in the input information and earthquake-station record­

ing geometries. 

B.2. Sourees aDd Claaai8.eatioDof ErJ'ors foJ' Earthquake·LoeatioD 

Errors, in event location are attributed to two general sources: data errors; and model 

errors.2 Oata errors consist of arrival time errors, clock errors, and station location errors. Oata 

errors are confined to the observed information that constrain the problem. Model errors consist 

of errors in calculated travel times due to velocity model errors and numerical limitations of 

digital computations. Model errors produces errors in the forward problem, calculating 
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theoretical travel times. The distinction between the two classes of errors is useful when consid-

ering sources of errors in the earthquake location problem. In Chapter 2 a similar classification 

of errors was used. There, data errors were referred to as statistical errors following the conven-

tion of Pavlis (1982). Since all classes of errors have statistical properties the term, data error, 

is used here in place of the term statistical error. Data errors can be estimated for arrival times, 

clock errors, and station location errors. 

Proper appraisal of hypocentral estimates requires considering the effects of model errors in 

calculated travel times. Errors in calculated travel times arise primarily from ignorance of the 

true velocity structure. All methods of earthquake location require travel times calculated from 

earth models. This includes the distance residual approach of Lomnitz (1977). Consequently, we 

need a meana to estimate the component oC errors in calculated travel times due to imprecise 

knowledge of velocity structure. This in turns requires an estimate of the errors in assumed 

velocity structure. 

In the approach developed in Section (2.6.2), it was seen from equation (2.61), that model 

errors contribute to the total errors in the residuals used to estimate earthquake locations in a 

linearized process. A Gaussian error distribution was assumed for all errors in Chapter 2 a.nd all 

error estimates there have a Gaussian distribution. 

Tarantola and Valette (1982). derived expressions for estimating hypocenter p.d.f.'s by 

explicitly assuming a Gaussian distribution of data errors and model errors. Since the same 

Gaussian assumptions are made in Chapter 2, results of nonlinear tests can be directly compared 

with the linearized predictions of Chapter 2. 

B.3. Hypocenter Location from Probability Caleulus, (PDFLOC) 

The following derivation is from Tarantola and Valette (1982). Let there be n parameters 

p. The a posterior p.d.C. for the parameters, IIp(p), can be calculated from the expression 

( ) = ().J Pd(d)·6(d I p) d d 
lip P Pp P JAd(d) (B.1) 



where 

pp(p) = a priori p.d.C. Cor the parameters. 

Pd( d) = a priori p.d.l. Cor the data. 

9(d I p) = conditional p.d.l. for d given p 

J.'d( d) = null information d.C. for the parameters. 
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All inCormation about the parameters is contained in vp(p). IT vp(p) is unimodal the max­

imum oC vp(p) corresponds to the maximum likelihood solution Cor the parameters. In most 

applications, we are interested in inCormation about particular parameters. All inCormation 

about a single parameter, P I is contained in ita marginal d.C. defined as 

(B.2) 

Hypocenter' poaition is. specified by X, Y, Z corresponding to longitude, latitude, and 

depth, respectively, and T corresponds to origin time. Let: 

t = t(X, Y ,Z , T } (B.3) 

be the inexact theoretical relationship between arrival times and the spatio-temporalcoordinates 

oC the focus, which depends on assumptions about wave propagation theory and the velocity 

model. Let C T be the covariance matrix for model errors. Then the theoretical relationship 

between data and parameters is 

6(t I X, Y ,Z ,T) = exp{-1/2[t-t(X, Y ,Z ,T W·crl·[t-f'(X , y ,Z , T)]} (B.4) 

Let the observed arrival,time data.have.mean to and covariance .matrix'C\. Then the a priori 

d.f. Cor the data is 

(B.5) 

Since all data. and parameters are specified in Cartesian coordinates the null inCormation func­

tion is constant and need not be considered Curther. 
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The a posteriori density Cunction Cor the parameters obtained by analytical intergration is 

v(X, Y ,Z ,T) = p(X ,Y ,Z, T)·exp{-1/2[ta-f(X, Y ,Z, T)]T ·(Ot +OT t1·[ta-f(X, Y ,Z, T )]}(B.6) 

The spatial location of an earthquake can be obtained by determining the marginal density 

,~ 

Cunction 

+00 

v(X,Y,Z) = I v(X,Y,Z ,T)dT (B.1) 
-«) 

by integration oC origin time T. In general, we do not have a priori information about origin 

time, the a priori d.f. for origin time can be assumed constant. The a priori d.f. Cor the spatial 

position of the event remains the same: 

p(X,Y,Z ,T) = P(T)·P(X, Y,Z) = p(X,Y,Z) (B.8) 

The computed arrival time at a station i, I i (X, Y ,Z , T) can be written: 

I;{X ,Y,Z ,T) = fat(X,Y,Z) + T" (B.9) 

where fat is the travel time between the point (X, Y ,Z) and the station i . 

The a posteriori d.C. Cor spatial location is 

(B.10) 

where 

(B.ll) 

is a "weight matrix" 

(B.12) 

are "weights", and 

K = EPi = EPij . (B.13) 
i ij 

- 0 The quantity, tj , is the observed arrival time minus the weighted mean oC observed arrival 

times, 
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2::Pj t/ 
- a a j 
ti = ti - ~2::"""P J-' - (B.14) 

i 

and hi is the computed travel time minus the weighted mean of computed travel times 

Epjhi 
- j 
hi = hi - ~E==-PJ-' - (B.15) 

j 

It should be noted that·Or may depend on (X, Y ,Z) and therefore Pij, Pi, and K will also. 

The marginal density function for epicenter is 

'IDUI 

&l{X,Y) = f v(X,Y,Z)dZ (B.16) 
a 

and the marginal density Cunction Cor depth is 

+00 +00 

II{Z) = J dXf dYII{X,Y,Z) (B.17) 
-00 -00 

From the marginal density functions the maximum likelihood point(s) are determined as well as 

the form oC the likelihood Cunction. 

B.4. Synthetic Testa with PDFLOC 

Equation (B.6) shows that. the total error is just. the sum of the data errors and model 

errors and that each error type makes contributions to the overall error in the same manner. 

Rather than investigate how varying proportions oC data error and model error contributions to 

total hypocenter uncertainty, it is sufficient to investigate how total input error mag~itudes 

influences hypocenter marginal density Cunctions.In fact, the distinction between data error and 

model error is essentially meaningless·in this"context·because only the total error is used to esti-

mate marginal density Cunctions. This fact points out why reducing picking uncertainties of 

arrival time phases may not reduce uncertainties in hypocenters. If calculated travel time errors 

due to incorrect velocity models are larger than picking errors, the reduction in picking error 

uncertainties does not Curt her reduce hypocenter uncertainties. The method of progressive 
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inversion developed in Chapter 2 allows maximum utilization of data picking accuracy by 

improving velocity models as earthquakes are located. In this way, the minimum total error is 

obtained, and hypocenter uncertainties are minimized. 

Two cases were investigated. Case (1) was chosen to reBect the situation where an earth­

quake is located on the edge of a recording network and is shown in Figure (B.1). Case (2) was 

chosen to correspond to an earthquake located inside a recording network and is shown in Fig­

ure (B.1). Event depths were 2.0 km in both cases. All station elevations correspond to zero 

model depth to simplify calculations. Since relative variations of uncertainty estimates are the 

goal, accounting for station elevation differences is not critical. 

Two standard error sizes were investigated. A standard error of 0.02 sec was used in one 

set of testa because it corresponds to the standard error reference for the data in Chapter 4. 

The second standard size considered was 0.05 sec. This represent a conservative estimate of the 

total error due to data errors (0.02 sec) and model errors. 

The synthetic P and S-wave velocity models of Chapter 3 were used to calculate synthetic 

travel times and when estimating &l{X, Y,Z). The synthetic data were error free. Investigating 

effects of using incorrect velocity models and data are outside the scope of inquiry. We only 

want to investigate the effects of nonlinearity on hypocenter uncertainty estimates. Conse­

quently, the maximum likelihood points estimates for all cases correspond to the true hypo­

center position. 

Nonlinear effects manifest themselves as asymmetries in the marginal density (unctions (or 

epicenter and depth and in the nonlinear scaling of different input errors sizes on confidence 

bounds. When asymmetries are not particularly large, the linearized error estimates in Chapter 

4 can be safely assumed to be representative of true uncertainties. Hypocentral depth is used to 

quantify the results because it is most effected by nonllnearities. 

The a posteriori d.f. in equation (B.10) is calculated on a three-dimensional grid and then 

numerically integrated using equations (B.16) and (B.17) to obtain marginal density functions 

for epicenter and depth, respectively. Once the marginal density function has been computed 
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for depth, it is normalized to unit area. Confidence limits are determined by integration from 

infinity to the limits that produce the desired probabilities. A two-sided confidence interval is 

determined by integrating inward from the extreme values of depth to the depths that produce 

the desired confidence value. For example, if the two-sided 95% confidence bounds on depth are 

needed; the minimum depth limit is obtained by integrating from the minimum depth down to 

the dept.h limit that produces 2.5% of the area, and the maximum depth limit is obtained by 

integrating from maximum depth upward to the depth limit that produces 2.5% of the area. 

Results of the synthetic tests are summarized in Table (B.I). The most prominent results 

is the asymmetry of depth uncertainties for computations that used a standard error estimate of 

0.05 sec. The effect is moat pronounced in case (1) and lI{Z) is shown for this case in Figure 

(B.2) and lI{X, Y} is shown in Figure (B.3). As can be seen from Figures (B.2) and (B.3), non­

linear effects on epicenter uncertainties are much smaller than for depth, indicating that linear­

ized error ellipses are adequate for epicentral epicenter uncertainties. Figure (B.2) shows that 

hypocenter' depth uncertainties are underestimated for events on the edge and outside the 

recording network in. Chapter 4 if model error contributions are 2.5 times larger than arrival 

time standard errors. If model errors are not significant with respect to arrival time uncertain­

ties, it can be seen from Figure (B.4) and Table (B.I) that linearized error estimates are ade­

quate, although the tendency for a larger uncertainty with respect to shallow locations, will be 

underestimated. Nonlinear effects cannot be seen in the epicenter marginal density function 

when a standard error of 0.02 sec is used (Figure (B.5),) indicating negligible nonlinear effects. 

Nonlinear effects for case (2) are much smaller than in case (1) (Table (B.I». Even when 

the 0.05 sec standard error is used, nonlinear effects are almost negligible. Figure (B.6) shows 

v(Z) and Figure (B.7) shows lI{X, Y) for 0.05 sec standard error. It is interesting to note that in 

case (2), depth uncertainty asymmetries are opposite those of case (1). This reflects the funda­

mental differences in recording geometries for the two cases. The nonlinearity of error scaling in 

case (2) is small indicating that linearized error estimates are adequate for earthquakes located 

inside the recording network in Chapter 4 (or all plausible error levels. 
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95% Confidence Deviations 
Standard error (sec) 

0.02 0.05 

Case Shallow Deep Shallow Deep 

1 0.53 0.45 1.58 1.08 
2 0.28 0.31 0.68 0.81 

Table B.1 Differences between the maximum likelihood depth and two-sided 95% confidence 
level depths in kilometers as a function of standard errors for the two locations cases considered. 
The columns labeled shallow are the differences with respect to shallower (minimum Z) 95% 
confidence locations depths and the columns labeled deep are the differences with respect to 
deeper (maximum.Z) 95% confidence depths. 
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Figure B.2 Marginal density function for depth for case (1) computed using a 
0.05 sec standard error. The vertical lines denote the positions of. the 95% 
confidence limits. 
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Figure",B.3 Marginal density Cunction for epicenter for case (1) computed us­
ing a 0.05 sec standard error. The total dimension of each -axis is~1.5 km. No-­
tice the slight asymmetry such that the end closer to the recording network is 
narrower than the-Car end. 
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Figure B.4 Marginal density (unction (or depth (or case (1) computed using a 
0.02 sec standard error. The vertical lines denote the positions of the 95% 
confidence limits. 
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Figure~B.6 Marginal density function for epicenter for case.(l) computed us­
ing a 0.02 sec standard error. The total dimension of each axis is 0.8 km. 
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FlgW'8 8.8 Marginal density function for depth ror case (2) computed using a 
0.05 sec standard error. The vertical lines denote the positions of the 95% 
confidence limits. 
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F.igureB.7' Marginal density function for epicenter for case (2) computed us­
ing a 0.05 sec standard error. The total dimension of each axis is 0.8 km. The 
contours are nearly circular, reflecting the position of this event in the center 
of the recording network. 
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Notes 

1 Pavlis (1986) has outlined a method of hypocenter error analysis that incorporates the Hessian 

to estimate bounds on nonlinear errors. 

2 Model error is used here in place of the more general classification "theoretical error" in 

Tarantola and Valette (1982). This serves to emphasize that the primary source of error in cal­

culated travel times is due to errors in the specified velocity model, not errors in numerical solu­

tion of the eikonal equations. Because we use a one dimensional velocity structure, the forward 

problem of calculating travel times is solved with negligible numerical integration errors (see 

Appendix A). The forward problem of calculating travel times in two and three-dimensional 

velocity models is more likely to contain significant errors due to numerical methods employed 

to solve the eikonal equations. In this case the term "theoretical error" is appropriate because 

the forward problem of solving the eikonal equations is difficult; the theoretical problem of solv­

ing for the travel time between two points cannot always be solved with negligible error. 
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