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Hard Photon Processes in Electron-Positron 
Annihilation at 29 GeV 

Michael Steven Gold 

ABSTRACT 

The hard photon processes Jl.J.£"1 and hadrons + 1 in e+e- annihilation at 29 
GeV have been studied. The study is based on an integrated luminosity of 226 pb-1 

taken at PEP with the Mark II detector. For the Jl.J.£"1 process, a small fraction of 
non-planar events are observed with missing momentum along the beam direction. 
The resulting missing energy spectrum is consistent with that expected from higher 
order effects. The observed cross section is consistent with the predicted cross 
section for this process, uexp futh = .90±.05±.06. The observed hard photon energy 
spectrum and mass distributions are found to be in agreement with O(a3 ) QED. 
The measured charge asymmetry is in good agreement with the predicted value, 
Aexp / Ath = .83 ± .25 ± .12. The J.£"1 invariant mass distribution is used to place a 
limit on a possible excited muon coupling G...,/M* for excited muon masses in the 
range 1 < M* < 21 GeV of (G...,/M*) 2 < 10-5 Gev-2 at a 95% confidence level. 
In the hadrons + 1 process, evidence for final state radiation is found in an excess 
of events over that predicted from initial state radiation alone of 253 ± 54 ± 60 
events. Further evidence for final state radiation is found in a large hadronic charge 
asymmetry, AHad+"Y = ( -24.6 ± 5.5)%. 
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1. Introduction 

Although initially suprising, the abundent production of hard photons ( pho­

ton energy k > .5 GeV) in e+e- annihil,ation at 29 GeV is a simple consequence 

of quantum electrodynamics (QED). 1 In lowest order the annihilation process pro­

ceeds via the one photon virtual intermediate state. This is the so-called s channel 

process because the virtual photon propagates with momeJltum q2 = s, where sis 

the square of the e+~-:- center of mass energy. In the absence of any mass scale, 

the cross section will be inversely proportional to s. The higher order process of 

hard photon production,contains an additional factor a.fk due to the realphoton 

emission. However, if the photon is emitted in the initiaJ state then the annihila­

tion occurs at the reduced center of mass energy squared, s1 = s(l- 2k/VS). The 

.reduced center of mass can become quite small, being limited only by the thresh­

old for producing the mass of the final state. The effect ofthis reduced center of 

. mass after photon emission is therefore to in~rease the cross section for hard photon 

emission to ,..... 10% of the lowest order cross section. 

The annihilation process produces all pairs of charged fermions above thresh­

old. Hadronic final states are considered to be the result of the production of a 

quark, anti-quark pair which hadronize as a result of long distance strong interac­

tions. This property ofconfinement is believed to be a consequence of the theory 

of strong interactions, quantum chromodynamics ( QCD). For leptonic final states 

the threshold is simply twice the lepton mass, whereas for hadrons it is .the mass 

of the lowest lying hadronic state, twice the pion mass. In the standard model 

the strong, weak and electromagnetic forces are represented by the gauge bosons of 

SU(3)color ® SU(2)L ® U(l)y. The weak and electromagnetic forces are unified 

in the Glashow-Weinperg-Salam model of :weak isospin SU(2)L an~ hypercharge 

U(l)y. The photon (and QED) emerge after spontaneous breaking of this symme­

try via the Higgs mechanism as the gauge boson of the remaining unbroken U(l)EM 
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symmetry. As in simple QED the photon then couples to the electromagnetic cur­

rent via the minimal coupling, .Cint = -ej ·A. The current j/.&, given by 

i~.& = 2: qiibni-'1/Ji, 
i 

is the usual Dirac current for pointlike fermions of charge qi in units of the electric 

charge e = lei. The known elementary charged fermions are the charged leptons 

e, p., r and the quarks u, d, s, c, b. Muon pair production allows us to study the 

annihilation process in its simplest form, without the complications of the weak 

decay modes of the r or the hadronization of the quarks. For this reason, p.-pair 

production is essential to e+e- physics, and we begin our study of hard photons 

with p.-pairs. This is important in itself as a direct test of higher order QED as 

well as being preliminary to the study of hard photon hadronic events. The study 

of hard photons hadronic events has been recognized as an important test of the 

quark hypothesis, the pointlike coupling of quarks to photons, and short distance 

QCD. 2 a 4 

1.1 THE P.WY PROCESS 

The study of radiative muon pair production is important as a direct test of 

higher order QED. QED is an enormously successful theory. 5 It is the prototype 

for all locally gauge-invariant relativistic quantum field theories, and in particular 

for those constituting the standard model. The success of the theory rests on the 

smallness of the coupling constant a ~ 1/137 and the ability to carry out the 

perturbation expansion in this parameter. The contributions of successive terms 

become smaller in this expansion after infinities are removed by the well known 

technique of renormalization. That the finite contributions of higher order terms get 

more important at higher energies is then best understood within the framework of 

the renormalization group where the coupling constant a is replaced by the running 

coupling constant a(s) defined at the energy scale y's. The contributions to a(s) 



3 

come from the vacuum polarization and in the pure electroweak theory are given 

by, 6 

where the sum is over all particles of mass m, coupling to the photon and (} is 

the step function. (To account for QCD effects, the sum over the quarks is usu­

ally replaced by a dispersion relation. ) As we go to higher energy, the running 

coupling constant becomes larger and therefore contributions of higher order terms 

are more significant. For example, at the energy scale of mzthe running coupling 

constant is a(m~) ~ 1/128. 7 Higher order contributions are expected to be es­

sential to the precision tests of the Glashow-Weinberg-Salam theory at the soon to 

be operating zo factories, the e+e- colliders operating near the mass of the Z 0 , 

SLC and LEP. 7 In particular, hard photon effects are expected to play a crucial 

role in the measurement of the JL-pair cross section and the charge asymmetry, two 

of the most important tests of the theory at m z. 

1.1.1 Cross section 

Photon bremsstrahlung in the initial state affects the JL-pair production kine­

matics, causing the final muon momenta to be acollinear. A muon pair can only 

be defined by a collinearity requirement. This is a consequence of the well known 

· infrared divergence which says that the probability of emitting any finite number 

of photons in any scattering of charged particles is zero- ie., the probability of de­

tecting two exactly collinear muons is zero. This is the familiar Bloch-Nordsieck 

limit. We will encounter the same problem in attempting to measure the JLW'I cross 

section, where the additional photons will result in an aplanarity distribution of the 

events. Fig. 1.1 shows the effect of hard photon bremsstrahlung on the JL-pair cross 

section at 29 Ge V and near the Z0 resonance. The effect of initial state radiation 
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Figure 1.1. Sensitivity (c5a) of J.£-pair cross section to hard photon radiation at 29 GeV 

and near y'8 = mz (c5a = (a(s") - ao)/ao, where ao is the lowest order cross section ). 
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is most dramatic just above resonance where the energy loss due to the radiation 

pushes the amplitude back on resonance. 

1.1.2 Asymmetry 

Hard photon effects are also expected to strongly affect the JL-pair charge asym­

metry at the zo resonance. The electroweak forward-backward asymmetry is de­

fined by, 
A= up.(!) - up.(b) 

C1 p. (f) + C1 p. (b) 

where CTp. is the cross section for JL+ scattering in the forward (backward) direction 

with respect to the initial e+ beam direction. This is not a parity violating effect 

as it only depends on the axial vector coupling of the zo. It results from the 

interference of the axial vector component of the z0 which creates a C = +1 JL­

pair final state with the s channel photon amplitude which necessarily creates a 

C = -1 final state due to the negative C parity of the photon and the charge parity 
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invariance of the electromagnetic interaction. In fact, as was first pointed out by 

Putzolu, 8 in general the interference of amplitudes of opposite charge parity leads 

to charge asymmetries. The radiative corrections to the electroweak asymmetry 

include the interference of diagrams of differing C-parities as can be seen in Fig. 1.2 

by counting the number of photons in the intermediate state. Fig. 1.3 shows how 

the JL-pair asymmetry is changed by radiative corrections at 29 Ge V and near m z. 
In the process ee--+ JLW'I a pure QED asymmetry arises from the interference 

of initial and final state amplitudes S1 and SF. The initial (final) state amplitude 

gives rise to a C = -1 (C=+1) JLJL final state. The asymmetry is defined in an 

analogous fashion to the JL-pair case, 

A_ du(JL+ JL-"1) - du(JL- JL+"') 
- du(JL+ JL-"1) + du(JL- JL+"')' 

(1.1) 

where the notation indicates the exchange of JL+ , JL- momenta. (A more precise 

experimental definition will be given later.) As shown in Appendix A, this quanitity 

is proportional to the interference of initial and final state radiation amplitudes, 

A ex: 2m{S1S_F}. Clearly, the magnitude of the interference depends on the size of 

the amplitudes S1 and SF. To get a feeling for these amplitudes we can look at 

the integrated photon spectrum in pure QED which is a charge symmetric quantity 

and therefore contains no interference (neglecting weak effects): 9 

du du du 
dk = { dk )initial + { dk) final (1.2) 

du o: 1 8 8
1 2 1 

(dk)initial = 1r k[log(m~) -1][1 + (-;) ]uo(8) 

du o: 1 8 8 1 81 

(dk)jinal = --k [log(-2 )- 1 +log -][1 + (-)2]uo(8) 
1r mp. 8 8 

411'"0:2 
uo(8) = ~ 

These formulas are plotted in Fig. 1.4 We note that the final state amplitude falls 

off with increasing k as it does not benefit from a reduced center of mass. 



e 

+ + 

2 

+ + + 

Figure 1.2. Higher order corrections to the process ee -+ P.l-'· The interference of am­

plitudes of different charge parity produces a forward-backward charge asymmetry in the 
1-'+ p.- final state. The interference of the first two diagrams produces such an asymmetry 

due to the axial vector coupling of the Z. For the remaining diagrams, the charge parity 

of the amplitude follows from the number of photons (C=-1) in the intermediate state. 

Thus, the "box" diagram, which has a two photon intermediate state, will also produce 

an asymmetry upon interference with the one photon annihilation amplitude. Similarly, 
the interference of the two bottom diagrams also contributes to the asymmetry. 
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Figure 1.3. Effect of radiative corrections on IJ-pair charge asymmetry at 29 Ge V and 

near y'8 = mz (~A= A(d- Ao, where Ao is the asymmetry to lowest order). 

1.1.3 Excited muons 

"1 

In order to quantify the momentum transfer (or distance scale) to which QED 

has been tested, it is natural to introduce modifications of the theory parameterized 

by some mass scale A representing the energy scale of hypothetical QED breakdown. 

Initially the modification of the photon propagator was motivated by the photon 

cut-off introduced as a renormalization technique, 

or, in position space corresponding to a modification of the potential by, 

Low suggested that a natural theoretical framework for parameterizing QED break­

down would be to introduce new hypothetical heavy bosons and leptons. 1° For 
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Figure 1.4. Photon energy spectrum at VB= 29 GeV (solid curve) showing contributions 

from initial state radiation (dotted curve), final state radiation (dot-dashed curve) 
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example, the above modification with the choice of the plus sign can be thought of 

as the exchange of a heavy vector boson coupling in the same way to the electro­

magnetic current as the photon. In fact, the minus sign can result from a vector 

boson coupling with an imaginary coupling. 11 12 Another breakdown mechanism 

introduced by Low was the non-minimal coupling of an excited lepton (for example, 

a~*) 

" . _ eG - al. J.W h 
.!wmt - 2M* tPp•Upv'f'pF + .c. (1.3) 

where FPV = . a~' AV - av AP is the electromagnetic field strength tensor. This 

interaction is gauge invariant and parity conserving- the minimal coupling would 

not be gauge invariant. It is however only an effective, non-renormalizable interac­

tion since it necessarily contains a dimensionfull coupling constant which we have 

• 
• 



Figure 1.5. The amplitude contributing to ee -+ J.I.I-"Y due to the existence of an excited 

muon coupling of the lagrangian 1.3. The p.* will be virtual or real depending upon 
whether the center of mass energy is below or above the threshold for production of the 
p.* p. final state. 
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written explictly. Such a coupling would result in an extra amplitude contributing 

to the P,Jll"f final state. (see Fig. 1.5) 

The existence of excited leptons is intriguing from the viewpoint of compositeness­

the leptons (and quarks) may not be fundemental, point-like particles but may in 

fact reveal some structure at short enough distances. This conjecture is motivated 

by the generation puzzle: the existence of three generations of quarks and leptons, 

identical except for their masses and weak interactions. The three generations, 

grouped in their SU(2)L weak isospin doublets are, 

(;,) (:,) (:,) 
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where the primes indicate that the weak isospin eigenstates are linear combinations 

of the mass eigenstates. The sixth quark, denoted t, has not yet been observed but 

is generally presumed to exist in order to complete the third generation. This pat­

tern of generations might be explained by postulating constituents for the quarks 

and leptons, just as the periodic table is explained by the atomic constituents elec­

tron,proton and neutron and as the hadronic mass spectrum is explained by the 

quark hypothesis. Many composite models have been proposed. 13 If such sub­

structure were to exist, it is natural that excited states of quarks and leptons 

should exist. Their coupling to ordinary leptons might be by the effective cou­

pling Eqn. 1.3 . A stringent constraint fore*, p,* couplings of this type results from 

the measurement of the anamolous magnetic moments of the electron and muon. 

These measurements are some of the most precise tests of the standard modeL The 

anamolous magnetic moments arise from vertex corrections, and the effect of e*, p,* 

can be calculated. 14 15 (See Fig. 1.6) The present agreement between theory and 

experiment for a= (g- 2)/2 is striking: 16 

Brodsky and Drell 15argue that the contributions to the anamolous magnetic mo­

ment of the muon due to Eqn. 1.3 must be linear in the mass ratio, oa""' mi-'/M* 

and thus obtain a lower bound on the p,* mass of M* > 106 GeV. 

This limit can be avoided by the imposition of chiral symmetry. 15 17 In this 

case the contribution to the magnetic moment is loal""' (mJJ/M*) 2 • The lagrangian 

is then, 18 

(1.4) 

In an explicit calculation Renard has shown that the limit from the muon magnetic 

moment is then reduced to 18 19 

( 
G )2 1r oa ( 1 )2 

M* = 9am~ < 160 GeV 
(1.5) 

• 



Figure 1.6. Contribution to the anamolous magnetic moment of the muon due to an 

excited muon coupling. 
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where the arbitrary coupling G is now included in the limit. We will be able 

to obtain a better limit from ee --+ JJ.Jl."Y· Recently, what at first appeared to be 

anamolous Z --+ ee"'(, Jl.Jl."Y events have revived interest in a light Jl.*. 20 The couplings 

to the photon and to the Z are however entirely independent, so that Jl.Jl."Y at y's = 

29 GeV cannot constrain the Jl.* coupling to the Z. 2l 

1.2 THE HADRONS+ "'( PROCESS 

Interest . in hard photon hadronic events stems from the possibility of final 

state radiation of direct photons. Direct photons are by definition not the decay 

products of radiatively decaying hadrons. As already noted, this can yield important 

information about the elementary production mechanism. 

By now the evidence for the existence of quarks is compelling. The wealth of 

meson and baryon spectroscopic data and the baryon magnetic moments fit neatly 

into the quark model. Perhaps the most dramatic evidence for quarks comes from 
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the existence of jets in e+e- annihilation with the angular distribution expected 

from spin 1/2 particles. 22 

In the quark model the total cross section for e+e- annihilation to hadrons is 

simply related to the lowest order (point) cross section for JL-pair production, 

where the charges Qi are in units of the electric charge, the point JL-pair cross 

section is u~P = 47ra2 j3s, and the sum is over all flavors (u,d,s,c,b). The factor of 

three is due to color. This number has been measured and found to be in excellent 

agreement with the predicted value, taking into account radiative corrections and 

higher order QCD effects. 23 

The R measurement does not, however, uniquely determine the quark charge. 

The standard quark charge assignment (Gell-Mann-Zweig) assumes that color sym­

metry is absolute, unbroken by electromagnetism, and assigns fractional charges to 

the quarks. However, any charge assignment for the colors r,y,b of Qr, Q 11 , Qb, Qr-

1, Q 11 - 1, Qb - 1 for the up and down weak isospin components is possible pro­

vided Qr + Q 11 + Q6 = 2. 24 In particular, the Han-Nambu model assigns integer 

charges with the choice Qr = 0, Q11 = Qb = 1. The fractional and integer charge 

assignments are listed in Table 1.1. 

Table 1.1. Fractional (Gell-Mann-Zweig) and Integer (Han-Nambu) charge 
assignments for the colors r,y,b for flavors u and d. Similar assignments 
are made for the c,s and t,b generations. 

Fractional Integer 

r y b (IQI) (Q2) r y b (IQI) (Q2) 

u 2/3 2/3 2/3 2/3 4/9 0 1 1 2/3 2/3 

d -1/3 -1/3 -1/3 1/3 1/9 -1 0 0 1/3 1/3 

• 
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To see why R does 'not distinguish between these two models, we first note that 

for fractional charge assignments the electromagnetic current is a color singlet, 

1 I: {2_ 1- 1_ 2_ 1- } J F = -Ue'Uc - -de de - -SeSe + -CeCe - -be be 
3 3 3 3 3 

e=r,y,b 

The current with the integer charge assignments can be trivially rewritten as a color 

singlet and a color octet piece: 

L { 2 1- 1 2 1- . } = -iie'Ue - -dede - -SeSe + -CeCe - -bebe 
3 3 3 3 3 

e=r,y,b . 

_ Jl JB - I- I 

Since the hadronic final state is, as a result of confinement, a color singlet only J} 
contributes to R and therefore gives the same prediction as the fractional charge 

assignment and is consistent with experiment. A different prediction for R would 

only result if color were to become "unfrozen" at some threshold allowing the pro­

duction of color non-singlet hadronic states. In this sense R only measures the color 

average of the quark charges, (IQil)2 • 

Brodsky, Carlson and Suaya 2 have argued that final state radiation of direct 

photons can in principle distinguish between fractional and integer charged quark 

models. For photons detected at large momentum perpendicular to the jet axis 

the photon couples directly to the quark as illustrated in Fig. 1. 7 In this case the 

intermediate quark, anti-quark state need not be a color singlet because quarks are 

asymptotically free in QCD. In particular they suggest that the charge asymmetry 
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in hard photon events is a sensitive measure of the quark charge. They predict that 

the ratio of this asymmetry to that observed in p,p,"f, 

(1.6) 

where the definition is analogous to Eqn. 1.1 . Here the notation indicates the 

exchange of q+, q- momenta. From Table 1.1 we find that R3 will have the values 

1i and 1l for fractional and integer assignments respectively. Another quantity 

that is sensitive to (Q~) is the total cross section for e+e- --+ hadrons+"Y· It can be 

shown that this cross section is a measure of ( Q~) 2 • (In the same way the total cross 

section for inclusive hadron production in two photon annihilation is also a measure 

of (Q~)2 3 .) An additonal quantity sensitive to (Ql) has also been recognized. 25 

This is the azimuthal dependence of the photon momentum with respect to the 

positve quark momentum. This quantity is, however, less quantitative. Finally, we 

note that recent arguments have been proposed suggesting that these experiments 

do not in fact distinguish between fractional and integer charged quark models 

below color threshold when effects of charged gluons in integer charged quark mod­

els are properly taken into account. 26 Despite these suggestions these quantities 

remain interesting, although the experimental hurdles are, a.S we shall see, quite 

formidable. 

• 
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Figure 1. '1. Feynman diagrams for ee -+ hadrons + "' for photons detected at large 
perpendicular momentum to the quark momenta. 

15 
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2. The Mark II Detector 

The data described in this thesis was collected over a four year period with the 

Mark II detector at the PEP (Positron Electron Project) e+e- storage ring at SLAC 

(Stanford Linear Accelerator Center). The two mile long linear accelerator/injector 

injects electrons and positrons at 14.5 Ge V as counter rotating beams into the 2.2 

km in circumference PEP ring. Each beam consists of three bunches rotating at a 

frequency of 136 kHz and colliding every 2.4 p,sec at each of 6 interaction regions. 

Typical currents are about 15 rnA for the sum of the three bunches in a beam. 

Typical peak luminosities were 3 x 1031 cm-2 /sec, with an average luminosity of 

about 1 pb-1 /day. A total of about 227 pb-1 was collected by the Mark II. 

The Mark II was a multipurpose magnetic spectrometer designed to study a 

broad class of events resulting from e+e- collisions. 27 • 28 • Designed with an 

overall cylindrical symmetry about the beamline (z axis), the detector was made up 

of eight major systems (see Fig. 2.1) Proceeding radially outward from the beamline, 

these systems were the Vertex Chamber (VC), Main Drift Chamber (DC), Time of 

Flight counters (TOF), magnet coil, Lead-liquid Argon Calorimeter (LA), endcap 

calorimeters, muon system, and Small Angle Tagging system (SAT). The detector 

at PEP had several configurations. Only the final configuration which included the 

VC and accounts for the majority (211 pb-1) of the data, will be described here. 

29 

2.1 VERTEX CHAMBER 

The VC was a high resolution drift chamber designed to measure the secondary 

verticies from particl~ decays. 30 It also allowed precise extrapolation of tracks to 

the beam interaction point. The error on the extrapolation (uez) is made up of two 

components: a multiple coulomb scattering term, and the term due to measurement 

error. 

The multiple coulomb scattering term is proportional to the inner radius of the 

chamber (rb), the square root of the thickness of the inner wall in radiation lengths 

(t) , and inversely proportional to the track momentum. The radius rb is chosen 

• 
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Figure 2.1. Cross sectional and isometric representations of the Mark II detector at 
PEP. 
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to be 7.8 em, the minimum radius necessary to contain the synchrotron radiation 

from the final focusing quadrupole magnets. To minimize t, the inner wall of the 

chamber also served as a beam pipe and was made of 1.4 mm of beryllium (z=4 

and t=0.006) which was strong enough to withstand the pressure differential of two 

atmospheres. 

The VC wires were arranged in two narrow bands to optimize the extrapolation 

measurement, an inner band of four layers at a mean radius of about 10 em, and 

an outer band of three layers at a mean radius of about 30 em. The measured 

spatial resolution of the chamber was 100 p,m per layer. The combined rms error 

on extrapolation to the origin was, 

The tracking at small radii provided by the VC significantly improved the overall 

momentum resolution of the combined VC and DC tracking system. 

2.2 MAIN DRIFT CHAMBER 

Central to the tracking of particles was the DC. 31 The chamber consisted of 

16 equally spaced concentric layers of drift wires with radii between 41 em and 

145 em. To provide z information, axial layers were alternated with layers at ±3° 

with respect to the z axis. The gas mixture was 50% argon, 50% ethane. The rms 

spatial resolution obtained was 220 p,m per wire. With a magnetic field of 2.3 kG, 

the combined VC and DC tracking information determined the track parameters 

with rms resolutions, 

(6tan.A) 2 = (3.1/pJ_cos! .A) 2 + (3.9) 2 mr2 

(64>) 2 = (l.O/pj_)2 + (0.4)2 mr2 

• 
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In these formulas the first terms are due to multiple coulomb scattering , the second 

are the measurement errors, and p .l is the momentum in the x,y plane measured in 

GeV. Tracking was provided over about 80% of the solid angle. 

2. 3 TIME OF FLIGHT 

The TOF consisted of 48 plastic scintillators surrounding the DC at a mean 

radius of 1.5 meters. Each 25 mm thick, 20 em wide, and 3.4 mm l.ong strip was 

instrumented on both ends by photomultiplier tubes.. The rms timing resolution 

was about 350 ps. For a particle of mass m, momentum p and time of flight T one 

expects to measure the mass to within ~m = ~T(p2 jmT) . For example, 1r- k 

separation can be performed up to about 1 GeV. The TOF's primary function at 

PEP was in triggering. 

2.4 MAGNET COIL 

The 2.3 kG magnetic field was provided by a magnetic coil at a mean radius 

of 1.6 m. The coil consisted of 2 layers of water cooled aluminum conductor. At 

normal incidence, the magnet is 1.4 radiation lengths thick. For almost the entire 

data set only the outer layer was powered due to a short that developed between the 

inner and outer windings. The field was uniform to within 0.5% over the tracking 

volume. 

2. 5 LIQUID ARGON SYSTEM 

Detection of electromagnetic energy (photons and electrons) as well as elec­

tron/hadron and electron/muon discrimination was provided by a lead/liquid ar­

gon calorimeter. The principle of the electromagnetic colorimeter is to use a high Z 

material to induce an electromagnetic shower, thereby absorbing the incident par­

ticle's energy as the ionization produced by a large number of minimum ionizing 

tracks. A fraction of this ionization is then sampled by an active, charge carry­

ing medium. The choice of liquid argon as the active medium was made for the 

following reasons. 32 First it is dense (p = 1.4 g/cm3) so that a large fraction of 
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the charge is deposited in a narrow sampling region, thereby reducing measurement 

error due to sampling fluctuations. Second, argon does not attach free electrons 

and the electrons can be made to drift readily (Vdrift "'5 mmj p,sec in a 1 kV /mm 

electric field) so that an appreciable fraction of the deposited charge is collected in 

a reasonable amount of time. Finally, argon is inert so that the system is stable. 

The calorimeter consists of eight rectangular (3.8 m x 1.8 m x .3m) modules 

mounted in a cryogenic vacuum tank and surrounding the magnetic coil at a mean 

radius of 1.9 meters. 33 The system covers 69% of the polar angle with full az­

imuthal coverage except for 3° between each pair of modules. Each module consists 

of a "trigger gap" and a "lead stack". The trigger gap was designed to measure ion­

ization due to showers initiating in the 1.4 Xo of material (mostly the magnetic coil) 

preceeding the calorimeter and consisted of three aluminum planes 1.6 mm thick 

and separated by 8 mm liquid argon gaps. The lead stack was constructed out of 

37 antimony strengthened lead planes 2 mm thick and separated by 3 mm LA gaps. 

Alternate layers were at 3.5 k V and segmented to provide spatial information. The 

azimuthal angle 4> and polar angle 8 were measured by 3.8 em wide 'F' and 'T' strips 

running parrallel and perpendicular to the beam. In addition, ambiquity resolution 

was provided by 5.4 em 'U' strips running at 45° to the beam. Neglecting the lateral 

spread of the shower, one expects a position resolution u"' (strip width)/v'!2. The 

lateral shower spread is of the order of the Moliere radius in lead (1.8 em) so that 

the position resolution achieved for high energy (> 1 GeV) photons and electrons 

is ~ 20% of a strip width. The strips are ganged together as shown in Fig. 2.2 to 

reduce signal readout. 

The liquid argon calorimeter is a single carrier device due to the low mobility 

of the positive ions. There is no charge multiplication in the argon, so the observed 

charge is the integrated current across the argon gap. The electrons drift only half 

the gap on the average so the observed charge is one-half the number of initial ion 

pairs. Hence the energy loss per observed charge is twice the ionization energy of 

argon or 2 x 26.4 e V = 52.8 e V. This gives a signal of .6 pC for 1 Ge V of energy 

deposited in the LA. This signal was detected via low noise, FET input, charge 
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Figure 2.2. The Liquid Argon calorimeter channel ganging scheme. 
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sensitive preamplifiers located on the exterior of the vacuum cage alongside each of 

the modules.33 A transformer was used to minimize the noise due to the impedence 

mismatch between the FET and the detector, the detector capacitance being large 

(""" 5000 pf) compared to the FET. The signal was shaped to form a bipolar pulse 

whose rise time (- 600 ns) is determined by the drift velocity in the argon. In the 

final stage of amplification a "push-pull" amplifier provides the power gain necessary 

to drive the output line. The output signal peak voltage was """ 1 V. The signal 

was then read out by a sample and hold module and ADC microprocessor. The 

amplification and signal readout is depicted schematically in Fig. 2.3 . The noise 

level limits detection to~ 200 MeV showers. 

The charge measured by the calorimeter is deposited by the large number of 

minimum ionizing tracks that constitute the electromagnetic shower, the number of 

such tracks being proportional to the energy of the incident particle. Hence the mea­

surement is limited by the poisson statistics of measuring the number of tracks and 

we expect that the energy resolution !l.E ex ..;E. The proportionality constant is 

determined by sampling fluctuations, leakage, and noise. The sampling fluctuations 

are dominated by the fraction of ionization sampled. For minimum ionizing particles 

in liquid argon (dE/dX)za = 2.2 MeV /em and in lead (dE/dX)pb = 12.8 MeV /em 

so the fraction of charge (energy) sampled was !l.E(LA)/ !l.E(LA + P B) ~ 20%. 

The measured energy was then corrected for several factors: 

where, 

Ecorrected = cx.Ela + !l.E front + !l.Eleak 

ex. is determined for each module from bhabhas 

!l.E front = correction for energy loss in the 1.4 Xo before the calorimeter 

calculated using trigger gap information 

tlEzeak = correction for energy leakage, ~ 10% for electrons and photons 

at the beam energy, the total thickness of the calorimeter being 14Xo. 

The result is an energy resolution of !l.E / E = .14VE. 
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2.6 ENDCAPS 

Additional calorimetry was provided by endcaps covering the polar angle in 

the range .77 < I cosO! < .96. Each endcap consisted of two layers of proportional 

chambers and lead, 4. 7 radiation lengths thick. The rms energy resolution obtained 

was about u/E = .50/-./E. 

2. 7 MUON SYSTEM 

The Muon system consisted of four walls above, below, and on either side of 

the central detector. 34 Each wall consisted of four layers of iron hadron absorber 

and extruded aluminum proportional tubes with 45 p,m sense wires. The tubes in 

the first layer measure the polar angle, while the remaining three layers measure 

the azimuthal angle. About 1.4 interaction lengths of material preceeds the muon 

system, so the total amount of material traversed by a particle at normal incidence at 

levels one to four is 2.6, 4.0, 5.8, and 7.4 interaction lengths respectively. For a muon 

dE/dx is only due to ionization losses (the large mass suppresses bremsstrahlung 

and the muon does not undergo strong interactions) and is a constant independent 

of path length x determined by the material. At normal incidence, a muon with 

momentum greater then 2 GeV will penetrate all four layers of absorber. The 

hadron punch through to the fourth layer is less then 1 %. The muon system covers 

about 45 % of the solid angle. 

2.8 SMALL ANGLE TAGGING SYSTEM 

Tracking and calorimetry at small polar angles, 21 to 82 mr, was provided by 

two SAT devicies placed symmetrically at either end of the central detector. Each 

SAT consisted of (proceeding radially outward from the interaction point) three 

layers of planar drift chambers, three layers of scintillators which served to define 

the acceptance, and lead-scintillator shower counters with an energy resolution of 

ufE = .15/VE. The system was designed to identify electrons resulting from low 

momentum transfer bhabha scattering, as well as the scattered electrons from two 
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photon processes. The rate of small angle collinear bhabha events was used as an 

online measure of the luminosity. 

2.9 TRIGGERING 

Selective data aquisition was controlled by a two-level hardware trigger system. 35 

With a beam crossing rate of a little over 400 kHz, the combination of a fast 

( ~ 1 p,sec) , simple primary trigger and a slower ( ~ 30 p,sec) but clever secondary 

trigger held the event rate to a few hertz. 

The primary trigger is satisfied by either charged, neutral, or Bhabha pri­

mary trigger requirements in coincidence with a beam crossing signal derived from 

a pickup electrode located inside the beam pipe near the interaction point. The 

charged primary requirement is at least nine DC hits and one TOF hit. The neu­

tral primary requirement is at least two calorimeter modules with 1 GeV or more 

of energy deposited in the front half of the module, or if the total energy deposited 

in the front half of all the modules exceeds 4 GeV. The Bhabha primary trigger re­

quirement was derived from the SAT system. The primary trigger rate was typically 

100Hz. 

The secondary trigger used hardware trackfinding to determine whether the 

pattern of drift chamber hits was consistent with a particle track. The track finding 

microprocessor searched for hardware tracks consisting of combinations of VC and 

DC hits lying within programed curvature masks which defined "roads" in the x,y 

plane. The secondary trigger was then satisfied by any of four conditions: 1) at 

least two hardware tracks, or 2) the neutral primary trigger was satisfied, or 3) the 

neutral primary requirement was met for a single module and a hardware track was 

found, or 4) the Bhabha primary trigger is satisfied. To reduce the Bhabha trigger 

rate, this trigger was scaled by a factor of 16. 
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3. The JlJl"Y Process 

The event selection for JlJl"Y is motivated by two essential experimental consid­

erations. First, the limited solid angle coverage of the muon system which covers 

only about 45% of the total solid angle. For this reason we will rely on the liquid 

argon calorimeter which has considerably better solid angle coverage (almost 70% ). 

Second, the desire to maintain a high efficiency to keep Monte Carlo depended effi­

ciency corrections to a minimum. For this reason we use minimal selection criteria 

motivated by'significant known backgrounds. 

In testing QED we wish to compare the number of detected JlJl"Y events with 

the theoretical prediction. For this, knowledge of the luminosity is essential since 

Nevents = .Cu, where .C is the integrated luminosity. The luminosity must be 

determined by measuring the rate of some well known cross section because the 

beam parameters in an e+e- storage ring are not sufficiently well measured. We 

therefore begin by understanding the luminosity. 

3.1 NORMALIZATION 

The luminosity was monitored using the small angle tagging system (SAT). The 

small angle bhabha scattering involves low momentum transfer, -q2 ~ .6 (GeV /c) 2 

where QED is well understood. However, because the bhabha cross section is 

strongly peaked in the forward direction and changes rapidly for small angles, 

du/dO "-J 1/84, the SAT luminosity is very sensitive to alignment, edge effects 

in the shower counters, and beam position. For this reason, the luminosity is best 

measured from wide angle bhabhas which, although they involve large momentum 

transfers ( -q2 > 126 (GeV /c) 2 ) are well calculated in QED, and have virtually no 

background. The cross section for WAB scattering, u~;s ~ .75 nb, is over an order 

of magnitude larger then the mupair cross section and 5 times the ee -+ "Y"Y cross 

section. Backgrounds are therefore a priori small, and cuts are chosen for maximal 

efficiency. 

To allow for track reconstruction errors and electron interaction in the material, 

events were selected with 1 to 4 charged tracks reconstructed in the main drift 
I 
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chamber~ We then require two energetic (> 8 GeV) showers in the liquid argon 

calorimeter. As shown in Fig. 3.1 and Fig. 3.2 the mean energy of these showers 

can be used to define the liquid argon fiducial volume. The fiducial volume is defined 

to be lzl < 1.7 m and 14>1 < .33 rad measured from the center of the module. To 

minimize the effects of higher order radiative processes, these showers were then 

required to be collinear to within 20° where the collinearity angle is defined by, 

where R is the direction of the shower defined with respect to the shower centroid 

and the beam position as monitored by the beam positio,n monitor on a run-by-run 

basis. We then require at least one reconstructed track with the requirements, 

5 

0 

0 0.5 1 
/Z/ METERS 

1.5 

Figure 3.1. Average energy per shower from wide angle bhabhas showing edge of 

calorimeter in z. The fiducial volume is lzl < 1.7 m. Note: no collinearity cut has 
been applied . 
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Figure 3.2. Average energy per shower from wide angle bhabhas showing edge of 

calorimeter in 4> measured from the module center. The fiducial volume is lf/>mod- 4>1 < 
.33 rad. Note: no collinearity cut has been applied. 
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1. projected minimum distance to the beam origin less then .05 m in radius 

and .08 min z 

2. lcos81 < .65 

Furthermore, at least one track satisfying these requirements must have its momen­

tum within a cone of half angle 40 mr with respect to one of the shower directions. 

Finally to remove a small background expected from ee'"'f events where only the 

e'"'l are observed, a check is made to ensure that at least 4 drift chamber hits are 

found within a cone of half angle equal to 20° about each shower direction. This 

background is found to be .8%. We find that the inefficiency due to track re-

construction is quite low, .2% of the events have only one track, and that 95.6% of 

the events have exactly two tracks. The remaining 4.2% of the events have more 

then two tracks due to external brehemsstralung in the material preceeding the drift 

chamber. 
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The background from TT events in this sample is negligible ( .02% as estimated 

from Monte Carlo study). Other backgrounds are assumed to be negligible. The sys­

tematic uncertainty due to these cuts is estimated to be about 1.5%. The collinearity 

angle distribution is plotted in Fig. 3.3 as a check of the radiative corrections. We 

note that the data is slightly broader then the O(o:3 ) Monte Carlo with exponen­

tiation. 36 Exponentiation, which takes into account the emmission of an infinite 

number of soft photons, will be discussed in the section on the higher order cor­

rection and the infrared divergence. Here we note that the exponentiation makes 

the colfinearity distribution less broad because it increases the probability of soft 

photon (collinear) events and therefore decreases the probability of hard photon 

emission (acollinear events). 

The results of the this luminosity measurement are shown in Table 3.1 We 

will take the WAB luminosity to be the best measurement of the luminosity and 

estimate a 5% systematic uncertainty based on the discrepancy between the two 

measurements. This result is in good agreement with a previous study of the WAB 

luminosity. 37 

3.2 EVENT SELECTION 

The event selection begins with the requirement of two charged tracks recon­

structed in the main drift chamber. These tracks must both satisfy the require-

ments, 

1. Projected minimum distance to the beam origin less then .05 m in radius 

and .08 m in z. 

2. P..i > 0.1 GeV 

3. 1 cos 81 < o.65 

4. The projected drift chamber track at the entrance to the liquid argon system 

to be within its fiducial volume, and the associated energy of the track less 

. then .2 GeV . 

These requirements distinguish the p,p,('-y) process from the dominant two prong 

backgr(;und, the ee('y) process, because the m~on is minimum ionizing in the liquid 
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Table 3.1. Integrated luminosity for various data sets determined from 
SAT and WAB methods. 

data set runs events .CsAT .CwAB .CwAsl .CsAT ~% 

1 6353-8067 10164 15.11 14.65 .970 -3.0 

2 8068-9905 27382 41.86 39.46 .943 -6.0 

3 9906-10838 35090 53.87 50.57 .939 -6.5 

4. 10839-11472 27777 41.55 40.03 .963 -3.8 

5 11473-12584 28746 42.92 41.43 .965 -3.5 

6 12585-13311 28051 42.15 40.43 .959 -4.3 

total all 15720 237.47 226.57 .954 -4.8 
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argon. For two prongs collinear to within 10° this separation is shown in Fig. 3.4 

Using muons identified by al~ four layers of the muon system we measure the effi­

ciency of the less then 2 GeV requirement to be 99.2% per track. This is only a 

.5% per track inefficiency over our detector simulation. 

The events were then required to have exactly one neutral track satisfying the 

requirements, 

1. Shower centroid in the liquid argon fiducial volume 

2. Separated by more then 30 em from a charged track 

3. Eza > .3 GeV, where Ela is the energy in the liquid argon calorimeter. 

·Events,with showers > l GeV in the endcaps were removed. To reduce the back­

ground from the two photon process eeJ.tJ.t and from r.r("Y) events the sum of the 

visible energy; Evis · = p p+ + p JL- + Ela is required to be greater then half the center 

of mass energy. 

With these requirements, a large background remained from rr("Y) were one r 

decays to J.tVpVr and the other decays via the r ~ 1!"±1!"0 vr mode. The charged pion 

will deposite little energy in the liquid argon and the 1r0 can fake a photon. This 

background is large because the process is lowest order in QED and the branching 

·fractions are substantial(~ .2 and .25 respectively). Fig. 3.5 shows the Owr angular 
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distribution, where 8w1 is the angle between the muon and photon momenta, which 

gives a measure of the expected contamination from these events. We therefore 

require that the opening angle between the photon and the nearest charged track 

be greater then 20°. The resulting photon energy spectrum is shown in Fig. 3.6 

3.3 ANGULAR RESOLUTION 

The process e+e- --. p,+ J.£-"'1 is highly kinematically constrained. There are 

6 independent kinematic variables of interest: three momenta (3 x 3 = 9) minus 

two variables that specify the event plane and minus a rotation in that plane which 
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Figure 3.5. Number of events due to rr('y) expected from Monte Carlo A cut is made 

at 6 ,.,., > 20° . The peak at 40° is the overflow bin. 
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are irrelevant. Energy-momentum conservation then gives four constraints, and 

therefore only two suitably chosen measured quantities are necessary to specify the 

kinematics of a particular event. Angle measurements are by far the most precisely 

measured qU:antitie~. We will therefore measure kinematic quantities with angle 

measurements alone. A suitable choice of variables would thus be any two of the 

three space angles, where the space angles are defined by (Ji = cos-1(Pj'.Pk) {i,j, k = 

J.£1 ,J.£2, "/) where Pi = ih/ !Pi j. 
The photon angular error is, made up of two components: the uncertainty 

in the beam position and the liquid argon shower resolution. The beam position 

monitor was used to measure the beam position on a run by run basis. This does 

not give the best measurement of the interaction point in z due to the size of the 

beam. A better measurement can be obtained from the distance of closest approach 

{DCA) to the beam postion for drift chamber tracks. For this analysis, we take the 

interaction point:to be the mean DCA ofthe charged tracks, ZAV = {z1 + z2)/2. 
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Figure 3.6. Energy of neutral track as measured in the liquid argon calorimeter. 
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The contributi'on to the error in z, oz is then 1 em. This is compared to the beam 

position monitor measurement ZJR in Fig. 3.7. 
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Figure 3.'1. a. z difference for the two· tracks b. comparison of interaction point as 

measured by beam position monitor (zrR) and mean z ·Of charged tracks (zAv) Solid 
histogram is Monte Carlo. 
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The position resolution of the shower in the liquid argon may be measured 

directly in the process ee -+ "'I· For this purpose we look at the aplanarity of 

the 1 momenta, which is defined to be the acollinearity in the x-y plane, or TJ = 

1r-l<1>1 -4>21· The acollinearity itself is not used because of the broading due to initial 
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state radiation. The TJ distribution is shown in Fig. 3.8 The agreement between the 

data and the Monte Carlo is at first very poor. This is due to an approximation in 

the detector simulation. To speed up the detector simulation, an algorithm called 

OVREZY was used whereby individual showers are not created for each produced 

particle, but rather are chosen from a shower library. The choice of shower library 

did not correctly account for shower position. This shortcoming can be redressed 

by adding a gaussian fluctuation to the shower angle. The angular error measured 

in the data is ~ 3.5 mr per track corresponding to a position resolution of about 

. 7 em or 18% of a stripwidth which is what we expect. 

The error on the angle measurements of the charged tracks are derived from the 

chisquared of the track fitting algorithm. As a check that these are well reproduced 

in the Monte Carlo we can calculate the errors in the space angles, o8.., and o8p., from 

the errors on the track fits using error propagation. The result shown in Fig. 3.9 

shows that these errors are well reproduced by the detector simulation. 

To satisfy the kinematics of Jlll'Y the events must be planar. As a measure of 

the planarity of the event we use the quantity fl.t/> = 21r- E8i. This quantity is 

plotted in Fig. 3.10 where the solid histogram shows the effect of detector resolution 

on Jlll'Y events. Since the known backgrounds are small and the angular error is well 

understood, we conclude that the deviation from the Monte Carlo calculation is an 

effect of higher order radiation. Limiting ourselves to only those events lying within 

our detector resolution would give us a smaller number of events then predicted by 

0( a 3 ) QED. As a further check we can look at the momentum conservation in events 

with large ll.t/>(> 20 mr) along the x,y and z directions. Since initial state radiation 

is highly peaked along the forward direction, the missing momentum distribution 

along the z direction in these events should be considerably broader then along 

the x or y directions. The missing momentum distribution is shown in Fig. 3.11 . 

The solid histogram is a Monte Carlo calculation of ee -+ llll'Y including additional 

initial state radiation as will be described in the following section. 
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3. 4 HIGHER ORDER CORRECTION AND INFRARED DIVERGENCE 
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The shape of the planarity distribution is the result of additional photons 

emitted in the initial state (final state photons would not change the planarity). 

To calculate this correctly in QED one needs to go the the next higher order in 

the perturbation expansion, O(a4). Such a calculation is difficult to perform, and 

although analytic calculations exist they do not exist conveniently as a Monte Carlo 



250 

BO 

200 

60 
150 

40 
100 

20 50 

5 10 15 5 10 
497 (mrad) 48,. (mrad) 
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generator such as we desire. 38 Fortunately, a simple approximation will suffice for 

our purpose. 

Soft photon radiation may be treated semi-classically in the Weizsacker-. 

Williams approximation as the probability for the semi-classical photon emis­

sion times the quantum mechanical probability for the process without photon 

emission. 39 One considers the classical electromagnetic radiation emitted when the 

e+e- are accelerated from their initial velocities to rest during a very short time 

.;;: 
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Figure 3.10. Planarity of event as measured by the sum of the space angles. Solid 

histogram is the Monte Carlo showing detector resolution effects only. The long tail of 

the distribution has been combined into the overflow bin at the far right. 
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interval. The intensity spectrum is then converted into the probability for emitting 

a photon of energy k by dividing by k. When one includes the disappearance of the 

magnetic moments as well as the charges one obtains the expression, 40 

(3.1) 

where x = k/ Ebeam and te = 2: (log~- 1) is the equivalent radiator thickness 
me 

for the electron. This is the same as the expression for initial state radiation given 

in equation 1.2 and is the correct quantum mechanical result for the initial state 

radiation in any e+e- annihilation process. 41 42 

The above formula exhibits the familiar infrared divergence and must be mod­

ified. Semi-classically, the infrared divergence arises simply because the classical 

intensity spectrum is independent of frequency as frequency goes to zero, imply­

ing that the number of soft photons emitted diverges. Quantum mechanically, the 

infrared divergence arises in two contexts. First, just as in the semi-classical treat­

ment, the emission probability for soft photons diverges. Second, the radiative 

corrections diverge for soft virtual photons. In QED the electron mass and wave 

function renormalizations cancel, so that only the infrared divergence resulting from 

the vertex correction (charge renormalization) remains. In QED the problem of the 

infrared divergence is solved because the divergence from the vertex renormalization 

and the real soft photon emission cancel. 

The cancellation of the infrared divergences in QED arises because the final 

state energy cannot be defined experimentally with finite precision as was first 

pointed out by Block and Nordsieck. 43 Another way of stating the result is that 

the probability of a finite number of photons escaping detection is exactly zero. 

For example, the probability of detecting no photons in J£-pair production is zero 

(exactly collinear J£-pair ) . Thus the J£-pair cross section can only be measured in 

the context of a collinearity distribution. Similarly, the missing energy due to initial 

state radiation in J£WY is manifest in an aplanarity distribution, and the JLWY cross 
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section can only be defined in the context of this distribution. In QED the infrared 

divergence is not a real divergence but an artifact of the perturbation expansion. 

The cancellation of infrared divergences is clearly apparent in the important 

case of J,t-pair production. To calculate the cross section to O(a3 ) one has to 

calculate two pieces, a soft piece and a hard piece. The soft piece is the square 

of the sum of all amplitudes with no photon in the final state that contribute to 

O(a3 ) , and the hard piece is the square of the sum of all amplitudes to this order 

with one photon in the final state. The infrared divergence is then parameterized 

in terms of the minimum energy photon (kmin) that distinguishes the two regions. 

It is chosen to be smaller then any practically detectable energy. The sum of soft 

and hard cross sections then gives the total cross section for detecting a J.t-pair with 

a photon up to some detectable energy kmaz : 

( ) 

{ kma:z: dcJP.P."'f 
uiLP.b) (k < kmax) = u~~-'(s) 1 + c5p(s) + c5v(s,kmin) + J1r. . dk dk 

kmtn 

(3.2) 

where u~~-' is the point cross section.. The cancellation occurs because ui-'JLb) 

is independent of kmin· The term c5p is finite and arises from the vacuuum po­

larization. The term c5 D contains all the other radiative corrections including the 

divergent piece. The total radiative correction 1 + c5 = 1 + c5p + c5v is plotted in 

Fig. 3.12 and Fig. 3.13 for the simplest case of initial state radiation only. 9 In this 

case the term c5v takes on a simple form, c5v = te log(kmin/ Ebeam) = te log Xmin· 
! 

In figure 3.13 it is seen that for small enough values of kmin, l+c5 becomes negative. 

This is because we have considered only single photon emission. For small values of 

kmin we should modify the formula to include the effects the emission of an infinite 

. number of soft photons, 9 

where if only initial state radiation is included this takes on the simple form, 

.. 
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Now as kmin ~ 0 ,C180 jt ~ 0 . In order to maintain the cancellation between soft 

and hard pieces it is necessary to modify the hard emission, 

since dui'W'f ~ ~q~P we have dui'J.£b) = 0. When the emission of an infinite number 
dk " dkmin 

of soft photons is included, the infrared divergence no longer appears. 

... 
+ 
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0.03 0.04 

Figure 3.12. Radiative correction for initial state radiation only. Solid curve is without 

and dot dashed curve is with exponentiation. 

Tsai has shown that the exponentiation arises naturally when radiative correc­

tions are done to all orders in a using the renormalization group. 44 The modifi­

cation of the soft photon cross section is then done in a general fashion applicable 

to the radiative corrections of hard photon processes. In general we have for the 

radiatively corrected cross section, 
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Figure 3.13. Same as 3.12 except the x axis is a logarithmic scale. The unexponentiated 

curve (solid) becomes negative and eventually diverges. The exponentiated curve (dot 

dashed) goes to zero at kmin/ Ebeam = 0. 
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In the simplest case of initial state radiation only, 6 = te log x. Differentiating with 

respect to x then leads to the form of the cross section for hard photon emission 

with radiative corrections, 
du' - t xte-lu -- e o 
dx 

Since the lowest order cross section for hard photon emission is approximately ~Uo 

we are led to modify formula 3.1 by the replacement, 45 46 

3.5 MONTE CARLO GENERATOR 

The Monte Carlo event simulation was built around the program of Berends, 

Kleiss, and Jadach (BKJ) which is valid for hard photon emission up to the kine­

matic limit and includes weak effects. 47 First, the infrared photon is generated. 
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Inapplying equation 3.1 we ignore the dependence on s1· of uJLJLT. This is done. to 

simplify the generation and because the approximate formula 3.1 is only valid for 

small x- as x -+ 1 the size of the cross section increases and it is necessary to go to 

higher order, 0 ( o:4) . 

The infrared photons were generated according to the distribution, 

(3.3) 

This form is convenient because the integral is trivial to perform analytically, 

.T(x) = rx f(x')dx' = te [_!:_xte - ( 1 )xte+l + ! ( 1 ) xte+2] Jo te te + 1 2 te + 2 

A random number x distributed according to f(x) is then obtained from a random 

number TJ uniformly.distributed between 0 and 1 by inverting .T(x), 

The function .r was inverted numerically using a self-iearning binary search algo­

rithm. 

The generation of the J.tJ.t"' event according to the program of BKJ was the 

performed at the reduced center of mas~ energy, s1 = s(1 - x). The 4-vectors 

P+, P-, p1 were then boosted along the z axis to the laborator,y frame by the boost 

f3 = ±xEbeaml( Vs - xEbeam), the sign being chosen at random with equal prob­

ability. Finally, since we are interested in events with a hard (visible) photon in 

the final state, only events with E1 > .15 GeV and I cos 91 1 < .8 were accepted . 

. The cross section for these hard photon events is uiLIL"'f .:.._ 18.69 pb . A sample 

corresponding to an integrated luminosity off, = 360 pb-1 was generated~ 

3. 6 KINEMATIC FITTING 

The events are fitted assuming that the missing energy due to initial state radi­

ation E 6 is radiated along the beam direction. This is an excellent approximation 
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since the angular distribution of initial state radiation is highly peaked along the 

beam direction. The angular distribution is given by , 41 

where {3 = V 1 - 4':~ is the velocity of the incident electron. Then the probability 

for emitting a photon with I cos tJ.., I > x is, 

l (l+~z) 4m~ ( z ) 
( ) 

og 1- z - 8 1-,82z2 
p X = 1- 8 log~ -1 

me 

Some examples of P(x) at ..,rs = 29 GeV are shown in Table 3.2 We can check that 

this is a good approximation by studying the angular distribution of the missing 

momentum, pmi88 = -p+- P-- ;;.., for events with large aplanarity, l:!t..lj> > 20 mr. 

This distribution is shown in Fig. 3.14 The comparison with the Monte Carlo, which 

assumed the missing energy is along the z axis, demonstrates that for our purposes 

the angular distribution may be safely neglected. As a further check in Fig. 3.15 

we see that Monte Carlo reproduces the aplanarity distribution. 

Table 3.2. The probability P(x) for an initial state photon to be emitted 
with I cosfJI > x at vs = 29 GeV. 

X .9999 .999 .99 .9 .8 .7 

P(x) .53 .64 .74 .86 .90 .92 

Using the angle measurements alone and assuming that the missing energy Ell 

is along the beam direction, energy-momentum conservation gives four equations 

for the four quantities P+,p-,E..,, and Ell. 
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where e = ±1 and will be determined by the requirement E6. > 0. If we ignore 

the muon mass and set E± = P± then these equations are easily solved. Writing 

xi= Pi. X etc. fori=+,-,"/: 

The solution is then, 

i,j, k cyclic 

D = I)e- Zi)Ri 
i 

E6_ = -: L ZiRi 

e.JS 
Pi= DRi 

As a check we note that LPi + E6. = L)E!JilRi y'S = .JS. The missing energy 

E6. is shown in Fig. 3.16 and agrees very well for small Efl.. 

We can use the Monte Carlo to check the energy resolution for the fitted E1 

energy compared to the energy measured in the liquid argon, ELA· We find that 

the fitted energy is on the average better then .5uE = .07VE even for the smallest 

energy, E = .5 GeV. This is shown in Fig. 3.17. As a further check we com­

pare the fitted quantities P± and E1 with the quantities measured in the detector. 

This comparison, shown in Fig. 3.18, is done in units of the measured error. The 

distributions are all approximately gaussian with width equal to the measurement 

error, demonstrating that the error on the fitted quantities is small compared to 

the measured errors. 

We now make the following final cuts on fitted quantities: 

1. E1 > .5 GeV 

2. E6. < 1 GeV 

3. Mp.p. > 1.2 GeV 

The first cut was made because the fitted energy E1 is more precisely measured 

then the liquid argon energy. The second cut is made to reduce the contribution 
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Figure 3.15. Monte Carlo calculation (solid histogram) of aplanarity distribution • 
including higher order initial state radiation. The data (points) are the same as 3.10 

. The last bin is an overfiow bin, the complete distribution having a long tail that is 
reproduced by the monte carlo. 
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from higher order QED processes. The third cut 'is made for two reasons: 1) the 

efficiency is reduced for tracks very close together due to the "anti-chatter" feature 

of the hardware trigger and the track reconstruction in the drift chamber; the 

background from ee --+ 7r7r"f is expected to be large when the 1r1r mass recoiling 

against the photon is near the mass of the p . The cross section for ee --+ 7r7r"f due 

to the p is estimated in Appendix B and is consistent with the number of events 

seen and our estimated efficiency in this region. 

With these cuts we find 350 events. The Monte Carlo calculation predicts 

379 events. The only non-negligible background remaining is due to rr("f). This 

background is estimated with the Monte Carlo to be (2 ± .7)% or 8 ± 3 events. 

Adding iri this backgound we find the ratio of detected (exp) to predicted (th) 

events, 
uexp 
---u; = .90 ± .05 ± .06 
(J 

where the first error is statistical. In addition to the systematic uncertainty from the 

luminosity we estimate a systematic uncertainty of 3% from our cuts as sumarized 

in Table 3.3. This ratio has been measured previously by the MAC collaboration 

who found .97 ± .06 and by the JADE collaboration who obtained .92 ± .06. 48 49 

(The errors on these measurements are statistical only.) 

'fable 3.3. Summary of systematic uncertainties due to cuts. 

cut Nexp !l.Nexp/ Nexp !l.NthfNth !l.N/N 

E 1 > .7 305 -.12 -.10 -.02 

E 1 > .3 383 .10 .08 .02 

Ef). < .5 311 -.10 -.06 -.04 

Ef). < 1.5 356 .03 .04 -.01 
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3. 7 FITTED DISTRIBUTIONS 

The distributions for the fitted quantities E 7 , MJJJJ' and MJJ'l are shown in 

Fig. 3.19, Fig. 3.20, Fig. 3.21, The E7 distribution has the shape characteristic of 

QED- falling off inversely with increasing energy but with a sharp peak at high 

photon energy due to the initial state amplitude being inversely proportional to the 

square of the center of mass energy after radiation. The cut-off of the 11-1 spectrum 

for small masses is a result of the cut on 0 JJ"f· at 20°. This eliminates events with very 

small MJJ'l which would otherwise result in a large peak for small (MJJ'l < 1 Ge V) 

masses due to final state radiation. The Cello collaboration has observed an excess 

of high P,/ mass events at a slightly higher center of mass energy. For center of 

mass energy in the range 33 < yls < 46 Ge V and M~7 / s > .8 they observe 11 

events where 2.6 are expected from QED. 50 In a the same kinematic region at 

yls = 29 GeV, MJJ'l > 26 GeV , we clearly see no excess of events: 14 where 16 are 

expected from QED. This situation, if the Cello result is not a statistical accident 

(1/16000) or the result of a systematic error, cannot be explained by the p,* coupling 

of the lagrangian 1.3 or lagrangian 1.4 , but might be described by an eep,p,* contact 

interaction. 51 

3. 8 ASYMMETRY 

As discussed in the introduction, the interference between initial and final state 

radiation gives rise to a forward-backward charge asymmetry in 11-WY events. As a 

generalization of the forward-backward asymmetry in collinear events we consider 

the polar distribution of both p,+ and p,- in each event and define the charge 

asymmetric quantity, 
Nf-Nb 

A= ' 
N1+Nb 

(3.4) 

where Nf(Nb) is the number of muons with qcos 0 > O(qcos 0 < 0) , 0 is the angle 

between the charged particle momenta and the positron beam, and q is the muon 

charge in units of lei. A small number of events (5 out of 350) were removed that did 
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histogram is the Monte Carlo calculation. 
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not satisfy ql q2 = -1 , a number consistent with that expected from charge missas­

ignments. (In fact, we can take this as a measure of the probability w of assigning 

the correct charge to a track: (2w- 1)2 = -(qlq2) so that w = -.993 ± .002 .) 52 

The charge asymmetry in this process exhibits strong dependence on various 

kinematic variables that change the relative strengths of the initial and final state 

amplitudes. This behavior is illustrated in Table 3.4. for 61 , the angle of the 

photon momentum with respect to the positron beam, and for the photon energy 

E1 . The depedence on 61 is understood in terms of the forward peaking of initial 

state radiation- the initial, final state amplitudes are more comparable for wide · 

angle photons. Similarly, the dependence on E1 is understood in terms of the rapid 

fall off of the final state amplitude with increasing E1 as shown in Fig. 1.3. 

The q cos 6 distrubution is shown in Fig. 3.22, which exhibits a strong asym­

metry for the p,± to be in the backward hemisphere with respect to the e± beam. 

The contribution from background to the asymmetry A is negligible (.4%). The 

systematic uncertainty due to the cuts is small in comparison to the statistical er­

ror. In Table 3.5. we estimate the systematic uncertainty due to the cuts on E1 

and EA to be .12 for the ratio Aexp/Ath· We find for the ratio, 

Aexp _ 
-A - .83 ± .25 ± .12, 

th 

where the statistical error of the measurement has been added in quadrature to the 

statistical error of the Monte Carlo calculation. The statistical errors were calcu­

lated according to the formula given in Appendix C. In terms of the asymmetries 

themselves we find, 

Aexp = ( -19.4 ± 4.6 ± 2.8)% 

Ath = (-23.5 ± 2.2)% 

The Monte Carlo calculation includes electroweak corrections. The contribution 

from electroweak corrections is small and is estimated by letting mz --+ oo to be 

(3 ± 2)%. Other experiments have found similar agreement. 48 49 
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Monte Carlo calculation. 
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3. 9 p.* COUPLING LIMIT 

The WY distribution can be used to place a limit on the electromagnetic coupling 

of a possible excited muon (p.*) to the muon and the photon. The limit depends on 

the following factors (in this section, the excited muon mass will be denoted by M): 

(
G1)2 1 1 1 
. M < A(M) u(M, s) L N(M). 

A(M) is the acceptance for detecting a p.* • u(M, s) is the radiatively corrected 

cross section for producing the p.* divided by the factor ( iJ) 2 • L is the gross 

integrated luminosity. N(M) is the number of possible excited muons that could be 

hidden in the data based on the number of detected events, the number of predicted 

QED events, and the WY mass resolution of the detector. The most reliable way to 

calculate A and N is with the construction of a p.* Monte Carlo generator with which 

we can use our full detector simulation and exactly reproduce our JJ.WY analysis. 

3.9.1 p.* Monte Carlo 

The angular distribution for p.* production can be calculated from the la­

grangian 1.3 and is given by, 11 

da a2 (G,)2 2 2 - =- - (1- p)(1- p )(1- {Jcos 6) 
dO 2 M 

where p = M 2 /sand {3 = (1- p)/(1 + p)is the velocity of the p.* in the laboratory. 

The decay of the p.* to W'/ can also be calculated from the lagrangian 1.3 . As 

shown in Appendix D the decay is isotropic with the rate r = !a (if) 2M 3 • For 

(if) 2 ""'"' 10-5 Gev-2 this gives a lifetime of r""'"' lo-17 /M(GeV)3 sec, so that we 

assume the lifetime is negligible. 

Event generation was performed with the event generation package SAGE. 53 

The events are generated according to the phase space distribution and then 
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Table 3.4. The charge asymmetry A exhibits a strong dependence on the 
angle of the photon with respect to the beam o.., and on photon energy 
E..,. 

cut Aezp Ath 

cos (J"'f < .2 -27.6 ± 5.9 -33.2± 2.8 

.2 < cosfJ7 < .4 5.4 ± 13.2 -6.9± 5.9 

cos (J"'f > .4 -4.4 ± 7.2 -0.6± 3.4 

E..,< 3 -31.3 ± 7.4 -34.3 ± 3.4 

3 <E..,< 13 -18.1 ± 8.1 -18.7 ± 3.7 

3 < E7 > 13 4.2 ± 6.4 -4.4 ± 3.5 

60 

weighted by the square of the matrix element. (see Appendix D) Radiative cor­

rections were done for initial state radiation. 54 This tended to decrease the ac­

ceptance. Events were generated for selected masses and then passed through our 

detector simulation. The calculated acceptance function is shown in Fig. 3.23. 

Radiative corrections to the cross section are calculated according to equation 

3.2 ' 

where a0 (M,s) = 21ro:2 (1- p2)(1- p)(1- fJ/3) and Xmaz = 1- (M +mJ.&) 2 js. The 

effect of the radiative correction is shown in Fig. 3.24, 

3.9.2 Maximum likelihood limit 

The function N(M) is calculated using the maximum likelihood method. To 

use this method we need to know the probibility density functions for the QED 

background P(m) and for the p,* of mass M, P*(M,m) where m is the W'Y mass. 

For P(m) we use our QED Monte Carlo as described previously. We also use this to 

measure the W'l mass resolution function r(m) . This function is shown in Fig. 3.25. 

The function P*(M, m) is needed as a continuous function of M so that we require 
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Table 3.5. 
Aexp/Ath· 

Summary of systematic uncertainties on the ratio RA 

cut Aexp t:l.Aexp / Aexp t:l.Athf Ath !:iRA/ RA 

E..,> .7 -.16 -.17 -.06 -.11 

E..,> .3 -.20 .03 - .07 .10 

E6. < .5 -.19 -.04 -.06 -.02 

E6. < 1.5 -.18 -.07 -.04 -.03 
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a parameterization. The function is simply parameterized by a gaussian of width 

r(M) together with a combinatoral background function (see Appendix D). This 

function is shown in Fig. 3.26 for two representative values of M and is seen to 

reproduce the shape of the Monte Carlo distribution. 

We then minimize the negative logarithm of the likelihood function, 

-lo .C(N N*) = _ 
2~ts lo [NP(mi) + N* P*(M,mi)] (N- N 0 )

2 

g ' L- g N + N* + 2t:l.N 
i=l 

0 

The first term comes from the product in the likelihood .C of the probability for 

measuring each data point mi = Mp.-y measured. The second term takes into ac­

count the uncertainty in the normalization of the QED process. The minimiza­

tion was done using the program MINUIT. 55 The resulting limit is shown in 

Fig. 3.27. For excited muon masses in the range 1 < M < 21 Ge V we find the 

limit, (G..,/M) 2 < 10-5 Gev-2 at a 95% confidence level. A comparable limit has 

been obtained previously. 49 
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Figure 3.25. J.L'Y mass resolution calculated from Monte Carlo. 



1.0 

0.8 
i; 
~ 0.6 ~ 
Q 

~ 
i3 0.4 
~ 
0 
p:: 0.2 D. 

0.0 
0 10 20 30 

M"" (GEV} 

0.8 

i; 
0.6 fll z 

~ 
Q 

~ 0.4 ..... 
~ 
~ 

0.2 p:: 
D. 

0.0 
0 10 20 30 

M"" (GEV} 

Figure 3.26. M,_.7 distribution forM= 10 GeV (top) and M = 28 GeV (bottom). Points 

are the SAGE Monte Carlo calculation, and the solid curve is the parameterization. The 
low mass bump in the lower plot is due to kinematics. 

66 

"' 



.......... 
N 
I 
> 
Q) 

t!) 
.......... 

10 
0 
..-I 

>< 
N .......... 
::a 
........... 

l'-
t!) 

.......... 

2.0 

1.5 

1.0 

0.5 

0 

EXCLUDED AT 95% CL 

5 10 
M 

15 
(GeV) 

20 

Figure 3.27. Limit on p.* coupling to the photon as a function of p.* mass at 95% C L. 

The peculiar dips in the curve reflect statistical fluctuations in the data. 

6'1 

25 



68 

4. Hadrons + 'Y 

To study the analogous process to J.LJ.L'Y for the hadronic final state we select 

hadronic events with hard photons (E1 > 3.0 GeV) where the hard photon has a 

high probability of being direct. By direct photons we will mean photons which are 

not the decay products of radiatively decaying hadrons. The primary source of non­

direct background comes from 1r0 , rJ decays. We can make use of the "2-jettiness" 

of hadronic events at 29 GeV and the high multiplicity ( (Nch) = 13) 56 by selecting 

events with hard and isolated neutral tracks. We will find that these requirements 

yield a high signal to noise ratio with little ambiguity (the probabilty of an event 

having more then one hard photon is small). 

4.1 EVENT SELECTION 

Hadronic events are characterized by a high particle multiplicity. The primary 

backgrounds are the multiparticle decay modes of the r, higher order hadronic 

processes (two photon production of hadrons and radiative bhabha events where 

the radiated photon materializes as hadrons) , and interactions of the beams with 

residual gas in the vacuum pipe. These backgounds can be significantly eliminated 

by the following requirements. 

1. At least 5 charged tracks reconstructed in the main drift chamber. 

2. A reconstructed vertex with 

Zv < .08 m 

Rv < .02 m 

measured with respect to the interaction region as determined by the beam 

position monitor. 

3. Good charged tracks must satisfy 

P..i > .1 GeV 

rm < .05 m 

Zm < .08 m 

The number of good charged tracks (Nch) was required to be greater then 

4. 
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4. Good neutral tracks must satisfy, 

Shower centroid located within the fiducial volume of the liquid argon 

system 

Eza. > .3 GeV 

Dmin > .1 m, where Dmin is the minimum distance of the shower cen­

troid to the nearest projected charged track at the liquid argon entrance. 

5. A minimum charged energy and a minimum total energy, 

Nch 

Ech = L VP~ +m; > ~Ecm 
i=l 

where N1 is the number of good neutral tracks. 

Table 4.1 shows the photon multiplicity for various photon energy ranges for events 

satisfying the above requirements. Fig. 4.1 shows the neutral track multiplicity as 

a function of liquid argon energy. For energetic photons, the photon multiplicity 

approaches one. In addition to the above requirements we add, 

Table 4.1. Neutral track multiplicity in hadronic events (in percent). 

#neutrals 0 1 2 3 4 5 

1< E < 2 23.7 36.3 24.0 10.8 3.6 1.2 

2< E < 3 54.7 37.5 6.9 .8 

3< E <4 81.0 17.8 1.2 

4< E < 5 91.3 8.5 .2 

E>5 89.4 10.3 .2 
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Figure 4.1. Neutral track multiplicity as a function of liquid argon energy. For energies 

above 5 Ge V there is only one energetic neutral track per event. 

6. At least one good neutral track must be hard and isolated: 

Eza > 3.0 
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(J"'ti > 20° , where (J"'ti is the angle between the photon's and the ith 

track's (charged or neutral) momenta. 

These requirements select approximately 1% of the hadronic cross section. The 

hard photon multiplicity is quite small when the 20° isolation cut is included:- only 

.9% of the hard photon events have more then one hard photon. For simplicity, we 
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will always choose the hard photon as the hardest neutral track in the event. The 

energy spectrum of hard, isolated photons is shown in Fig. 4.2. Comparison with the 

p,Jl-''f spectrum (Fig. 3.6) suggests that the non-direct background increases rapidly 

for small E1 . This suspicion is supported by a Monte Carlo calculation of the non­

direct photon background (shown in Fig. 4.2 as a dotted line). For the hadronic 

simulation we use the LUND g.enerator (LUND version 5.2) 57 that uses a string 

model to simulate the quark fragmentation into hadrons. Radiative corrections 

were done for the initial state only according to the prescription of Berends and 

Kleiss. 54 We can make use of the phenomenon of jets to reduce this background: 

the direct photons should be at large p .l to the jet axes. 2 3 4 

4.2 JET AXES 

The determination of jet axes was necessary to increase the ratio of direct to 

non-direct events and for the measurement of the hadronic charge asymmetry. The 

method of determining the jet axes was ,to boost to the hadronic center of mass and 

then use a sphericity algorithm. 

The boost to thehadronic center of mass is determined from the hard photon 

momentum p1 , 

- -p; 
f3 = --=---=--

y's- P"'f 

where y's = 29 Ge V .. To avoid unphysical values of the boost velocity due to mea­

surement error we set 1.81 S f3maz, where f3maz was calculated from the assumption 

of five pions with a momentum of at least .1 Gev. The momenta in the event 

are then boosted to the hadronic center of mass. Charged particles are given the 

pion mass. In this frame , the sphericity axis n is determined by summing over all 

momenta except the hard photon and minimizing the sphericity S with respect to 

n, 

The jet four-momenta are the sum of the momenta along and opposite the sphericity 

axis. These four-momenta are then boosted to the laboratory system to give the 
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Figure 4.2. Energy of hardest photon for selected hadronic events. Dotted line is non­

direct background as calculated with the LUND Monte Carlo with initial state radiation. 
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jet axes J1 , J2 • The reconstructed jet axes approximate the quark momenta well 

for Monte Carlo qq1 events as shown in Fig. 4.3. 

The Monte Carlo can be used to estimate the signal (direct) to noise (non­

direct) ratio as a function of P.i, where we define 

For calculating this quantity the jet axis is chosen that makes p .l a minimum. This 

definition is the usual one for p .l if p"Y • J > 0, but is different for p"Y · J < 0 so 

that events with very energetic photons will have large values of p .l· With this 

definition, p .l is in the range 0 < p .l < .JS. The ratio of signal to noise increases 

with increasing p .l as shown in Fig. 4.4. We exclude the region of low (less then 

one) signal to n,oise ratio by requiring P.i > 2.5 GeV for the direct photon. The 

distribution of p ..L in the data is _shown in Fig. 4.5. 

4.3 DIRECT PHOTON SPECTRUM 

With these criteria we find 1458 direct photon events. Some examples of these 

events are given in Fig. 4.6, Fig. 4. 7, Fig. 4.8, and Fig. 4.9, showing the reconstructed 

event in the x-y plane. Superimposed (dotted lines) are the calculated jet axes as 

well as the selected direct photon. A clear " I + 2 jet " topology is apparent. 

The background from rr("') is estimated from Monte Carlo to be very small, 

only .5% or 8 ± 2 events. The LUND Monte carlo with initial stat.e radiation only 

predicts 1147 events. We therefore see an excess of 

253 ±54± 60 events, 

or, expressed as a ratio of measured cross section (uexp) to that predicted from 

initial state radiation alone ( ul ) , 

uexp 
- 1 = 1.22 ± .04 ± .05; 
u 
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Figure 4.3. The jet axis reconstruction is compared to the produced quark momentum 

in the Monte Carlo. 
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Figure 4.4. The signal (direct) to noise (non-direct) ratio as calculated by the LUND 
Monte Carlo as a function of P.L· Events with P.L < 2.5 GeV are excluded. 
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In these measurements the first error is the statistical error of the Monte Carlo 

calculation (39 events or 3%) combined with the statistical error of the measurement 

(38 events or 3%), and the second error is the 5% systematic uncertainty of the 

luminosity. 

The resulting direct photon energy spectrum is shown in Fig. 4.10 together with 

the LUND Monte Carlo P_!ediction (solid histogram) with initial state radiation 

only, normalized to the luminosity. The solid histogram indicates the non-direct 

background calculated with the Monte Carlo (the solid histogram includes this 

background). Comparison with Fig. 1.4 suggests that the excess of events for small 

E7 is evidence for a final state radiation amplitude. 

4.4 CHARGE ASYMMETRY 

Further evidence for a final state radiation amplitude can be found by mea­

suring a charge asymmetry. Just as for the J-LJ-L"' process we define the charge 
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Figure 4.5. The P.L distribution in the data. Events with P.L < 2.5 GeV are excluded. 

asymmetry, 
Nf-Nb 

A= ' 
N1+Nb 

where N1(Nb) is the number of jets with QJCOSOJ > 0 (QJCOSOJ < 0), OJ is the 

angle between the jet momentum and the positron beam, and Q J is the jet charge 

assignment. The jet charge is assigned according to the sum of the charges in the 

jet, 

QJ = sgn( L <u) (4.1) 
i 

where the sign function has the values +1, -1,0 depending on whether its argument 

is positive, negative or zero. To avoid the assignment of zero, if the sum is zero 

then the charge of the particle with the smallest fraction of the jet momentum in 

the hadronic center of mass is deleted from the sum 4.1 . 

To enhance the asymmetry effect we make three additional requirements. First, 

we require that both jets be in opposite hemispheres. About one-third of the events 

fail this requirement. Second, since the asymmetry is small for large E1 (see table 
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lines) are the reconstructed jet axes and the selected direct photon. 
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Figure 4.10. The direct photon energy spectrum. Data (points) show a small excess 

over the LUND Monte Carlo with initial state radiation only (solid histogram). This 
excess is for small E., as expected for final state radiation. The dotted histogram is the 

calculated non-direct background (the solid histogram includes this background). 
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3.4) we require that E1 < 7.25 GeV. This reduces the sample by about a factor 

of two. Finally, we require that the charges Q Jl' Q 12 be opposite in sign. This 

requirement reduces the sample again by a about 60 % leaving 311 events. The 

quantity Q J cos(} J is plotted for these events in Fig. 4.11. A strong asymmetry is 

apparent in the distribution. We find, 

Aexp = -(24.6 ± 5.5)% 

where the error is statistical only. The LUND Monte Carlo with initial state radi­

ation only (dotted histogram) gives a result consistent with zero, 

A1 = -(4.8 ± 6.6)% 

the error being the statistical error of the calculation. 

As a further check, we consider events that satisfy our event selection for direct 

photons except that instead of selecting events with a hard, isolated neutral track 

we look for similar events with a hard, isolated charged track. The energy spectrum 

of these hard, isolated charged tracks is shown in Fig. 4.12. For this analysis, only 

the first 141 pb-1 was used. These events are then subjected to the identical cuts 

and charge assignment algorithm as described above for the charge asymmetry 

measurement in the data. The quantity Q J cos(} J for these events is shown in 

Fig. 4.13. We find for the asymmetry in these events a result consistent with zero, 

A1r± = (-0.5 ± 3.0 )%. 

This provides a Monte Carlo independent check of possible systematic errors in our 

asymmetry measurement. 

4.5 MONTE CARLO 

We can use the Monte Carlo generator for J.LJ.t"t of Berends, Kleiss, and Jadach 

(BKJ) as the basis for a hadronic Monte Carlo generator that includes both initial 
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Figure 4.11. The distribution Q J cos() J for hard photon events (points) with cuts 

chosen to enhance the asymmetry effect. The charge is assigned according to the sum of 

the charges in the jet. The solid histogram is the LUND Monte Carlo with initial state 
radiation only. 
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Figure 4.12. The energy spectrum from hard, isolated charged tracks that are used to 

check for a systematic error in the charge asymmetry measurement. 
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and final state radiation by a suitable change of the final state fermion couplings. 47 

Once generated, the qq pair can be fragmented according to the LUND (LUND 

version 6.1) fragmentation scheme. 

The implementation of this proceedure is outlined in the flowchart ( see 

Fig. 4.14 ). First the flavor is chosen to allow the setting up of the qq(l) generator 

appropriately. The qq(l) final state is then generated according to O(o:3) QED 

(including electroweak corrections). The event is then tested to see if the mass of 

the qq pair is sufficient for fragmentation to a hadronic final state. The fragmen­

tation is then done according to the LUND fragmentation scheme for a qq pair. 

Finally, to speed up the generation process, only those events with a hard photon 

(E7 > .5 GeV , I cos 87 1 < .9) were passed through the detector simulation. These 

events (qq')') were only 6.3% of the total events (qq(l)). A sample corresponding to 

about 157 pb-1 was generated. The flavors u,d,s,c,b were generated in the ratios 

1 : .20 : .16 : .91 : .15. 



Figure 4.13. The charge asymmetry in events where a hard, isolated charged track 

fakes the 2 jet + 'Y topology. The asymmetry is consistent with zero, providing a check 
of systemmatic errors. 
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The major shortcoming of this scheme is that it ignores gluon effects. The 

LUND Monte Carlo generates hadrons according to the matrix elements for qq, qqG, 

and qqGG with the probabilities .2, . 72, and .08 respectively . Since a method for 

incorporating these effects was not known, the qq approximation was made. This 

approximation tends to generate thinner jets. 

The generated direct photon events are then mixed with the appropriate non­

direct background (using LUND with initial state radiation only). The result for 

the direct photon energy spectrum is shown in Fig. 4.15. We see that the agreement 

is excellent, filling in the missing number of events in the soft photon region just as 

expected. We find a prediction of 1132 ± 41 direct and 319 ± 20 non-direct events. 

Adding in the 8 T background events we expect 1457 ± 45 events or, 

uexp 
ul+F = 1.00 ± .04 ± .05. 

To study the jet charge assignments and to search for an optimal assignment 

strategy, we considered the quantity suggested by Field and Feynman, 58 

Q J (a) = sgn(L <IiXja) (4.2) 
i 

where Xi is the fraction of momentum carried by the .,;th particle in the jet in the 

hadronic center of mass. Again, the particle with the smallest Xi was deleted from 

the sum if necessary to insure a non-zer~ result. This charge function has the nice 

property that in the limit a --+ 0 it agrees with our previous definition (summed 

charge), and in the limit of large a it approaches the assignment according to the 

charge of the particle with greatest fractional momentum (leading charge). Using 

the generated Monte Carlo, we calculated the probability P(a) that the assigned 

charge agrees with the sign of the charge of the produced quark. 

Another quantity which may be used to study the charge assignment Q J(a) is 

the charge correlation function w(a) defined by, 

(4.3) 
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Figure 4.14. Flowchart for construction of Monte Carlo incorporating final state radi­
;·ation. 
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Figure 4.15. The direct photon energy spectrum in the data (points) together with the 

LUND Monte Carlo including final state radiation (solid histogram). 
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where (Qh QJ2 ) is the average over events of the product of the assignments for 

each jet in an event. This function has the following interpretation: if the jet charge 

assignments are uncorrelated, then w is the probability of the charge assignments 

being correct. Consider the average product of charge assignments, 

where N± is the number of events with assignments of the same (opposite) s1gn. 

Then if the assignments QJ
1
,QJ2 are uncorrelated, N± can be usedto estimate w, 

the probability for assigning the correct charge: 

N+ 
N N = 2w(l- w) ++ -

Subtracting, we obtain the result 4.3 . For correlated assignments, w loses this 

simple interpretation. For the summed charge the assignments Q J
1 , Q J

2 
are highly 

correlated due to charge conservation. We expect that w > P for small a but that 

w I"J P for large a and that they are equal in the limit of leading charge assignments. 

The function w is useful because it may be studied in the data as well as in the 

Monte Carlo. 

The behavior of the functions w and P is shown in Fig. 4.16 for events sat­

isfying all the requirements except the final requirement of opposite jet charges. 

Also plotted are P and w for the leading assignments. We note that for the leading 

assignments the Monte Carlo shows that P = w. Evidence for a small enhancement 

of the charge assignment probability P for small a (a I"J .3). However this ena­

hancement is much smaller then the statistical error (indicated by the error bars on 

the right). In general, P and w decrease with increasing a. For simplicity we shall 

stick with our original definition. With this definition (a = 0) we find P = . 73 ± .04. 
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For events with the additional requirement that the jets have opposite charge, we 

find P = .86 ± .04. 

The distribution of the quantity QJ cos8J is shown in Fig. 4.17. for all direct 

photon events (A), and then for events satisfying the requirements chosen previ­

ously to enhance the asymmetry effect: the jets are in opposite hemispheres (B), 

the photon energy is less then half the beam energy (C), and the charge assignments 

are opposite in sign (D). We see that the Monte Carlo including final state radi­

ation reproduces the behavior of the asymmetry quite well. The final asymmetry 

distribution, 4.17 (D), is reproduced in Fig. 4.18 together with the produced qq1 

distribution. The asymmetry of the produced distribution with these requirements 

is quite large, 

Aqq"'f = -(41.6 ± 5.2)%. 

After the events are fragmented, passed through the detector simulation, and ana­

lyized we find that the inclusion of final state radiation reproduces the asymmentry 

in the data, 

Aexp = -(24.6 ± 5.5)% 

AI+F = -(23.1 ± 6.0)%. 

Finally, we study the asymmetry as a function of the charge assignment pa­

rameter (a) in Fig. 4.19. Again we see evidence for a slight enhancement at a ,....., .3. 
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Figure 4.1 '1. The distribution Q J cos 0 J for the LUND Monte Carlo with initial and 

final state radiation (solid histogram) and the data (points) for all direct photon events 

(A), and for events satisfying the additional requirement that the jets be in opposite hemi­
spheres (B), and also having E.., < 7.25 GeV (C), and finally the additional requirement 

that the charge assignments be opposite in sign (D). 
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Figure 4.18. The distribution Q J cos 0 J for the LUND Monte Carlo with initial and 

final state radiation (solid histogram). Also plotted are the produced qij"'( asymmetry 

(dotted histogram), and the data (points). 
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5. Conclusion 

We have studied hard photon processes in e+ e- annihilation. In the Jl,Jl/''f process 

a small number of non-planar events are observed. The precise angular resolution of 

the detector was exploited to measure the missing energy in these events, and this 

energy spectrum was found to be consistent with that expected from higher order 

initial state radiation. The observed cross section is consisent with the predicted 

cross section for this process, 

0
exp 

t:h = .90 ± .05 ± .06. 
0 

The observed hard photon energy E"'' and the masses M 1111 , M 11"'1 are precisely 

measured by the angle measurements alone. The resulting distributions are in good 

agreement with the O(a3 ) prediction. The measured charge asymmetry is in good 

agreement with the predicted value, 

Aexp 
-A = .83 ± .25 ± .12. 

th 

The W'l invariant mass distribution is used to place a limit on a possible excited muon 

coupling of (G1 /M*). For excited muon masses in the range 1 < M* < 21 GeV we 

place a limit of (G1 /M*) 2 < 10-5 Gev-2 at a 95% confidence level. 

In the ee ---+ hadrons + "/ process we have searched for evidence of a final state 

radiation amplitude. Evidence for final state radiation is found in an excess of events 

over that expected from initial state radiation alone of 253 ±54± 60 events. Further 

evidence for final state radiation is found in a large hadronic charge asymmetry, 

Ahad+"'f = -(24.6 ± 5.5)%. 
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Appendix A. Charge Asymmetry 

In hard photon events the forward-backward charge asymmetry is a conse­

quence of charge parity invariance in QED. That the asymmetry results from the 

interference of initial and final state amplitudes of opposite C-parity was first no­

ticed by Putzolu who gave essentially the following argument. 8 

Consider the process ee -t fl1 where f is a fermion different from the electron 

that couples in the same way to the electromagnetic field. The initial jee) state in 

an e+ e- colliding beam experiment is clearly not an eigenstate of C-parity. It may 

however be written as the sum of such eigenstates since C2 jee) = jee). We therefore 

have, 
1 1 

jee) = 2[lee) + Cjee)] + 2[lee)- Cjee)] 

= j(ee)+) + j(ee)-) 

where, Cj(ee)±) = ±j(ee)±). 

The process ee -t fl1 is to lowest order the sum of initial and final state 

radiation amplitudes. Since the interaction is C invariant the initial state ampli­

tude creates fl in a C- state , and the final state amplitude creates fl in a C+ 

state. Intuitively, this follows from the Feynman diagrams for these amplitudes and 

recalling that the photon is a C- state . Since the initial state amplitude has two 

photons in the intermediate state and the final state amplitude only one, the result 

follows. To see this more explicitly we can write the Feynman diagrams in position 

space (see Fig. A.1 ) . Writing the electron charge as e and the fermion charge as f, 

Ul"flSilee) = ( -ie)2
( -if) J dxdydz(f]IJt(z) jO)iDF(z, y) 

X ("tjA(x) jO)(OjT(Je (y)Je (x)) jee) 

(fl"YIBFlee) = (-ie)(-i/)2 J dxdydz(f]IT(Jf(z)JJ(Y))IO) 

X ("tjA(z)jO)iDF(Y, x)(OIJe(x) jee) 
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Then since CJC-1=-J, 

= -(OIJel(ee)+) = 0. 

Similarly, 

Thus we have, 

The asymmetry is proportional to the difference, 

where 

1Ul'YISiee)l2 
= ISII2 + ISFI2 

+2Re{ ((!])+"'IS Fl ( ee)-) ( ( ee )+IS II(!]) -'Y)} · 

For l(fl'YIC-1Siee)l2 clearly only the interference term will change sign. It follows 

that 

It is also seen that any charge symmetric distribution such as the photon energy 

spectrum will be independent of the interference term. 



e 

Figure A.l. Lowest order Feynman diagrams in position space for the initial state 

amplitude (SI) and the final state amplitude (SF) for the process ee-+ /["'1 where the 
final state fermion is different from the electron. 
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Appendix B. Estimate of 7r7r"f background 

The process ee --+ 7r7r"f can be calculated from the initial state radiation formula, 

du a 1 8 8
1 2 , 

dk 
= --k[log( 2 ) -1][1 + (-) ]u""""(8) 

7r me 8 

The cross section u1r1r(8) is significant only in the neighborhood of the p mass where 

in the vector dominence model it is given by the Breit-Wigner formula, 

where m is the mass of the p, r is the total width, and r ee is the partial width 

to e+e- . The cross section for e+e- --+ 7r7r"f is then obtained by performing the 

integral, 

~ 4m~ · 
kmaz = -{1- --). 

2 8 

Since mf ~ 8 we may approximate the Breit-Wigner by a delta function, 

127r 2 
= -r ee{7r0(8- m )} 

m 

= mfu""""(m2 )1ro(8- m 2) 

For 8
1 = 8{1- k/ E) where E = y/(8)/2 we have, 

The cross section is then, 



. _, 
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With r = .15 GeV-1, m = .77 GeV , E = 14.5 GeV, and u1r1r(m2) = 1.24 p,b we 

have the result, 

u1r1r1 ~ 26 pb. 

The angular distribution of ee -+ 'lr'lr"f will be that of ee -+ 'Y'Y and will be highly 

peaked along the beam direction. From the differential cross section for"/"/, 

lz du11 
U 11 (X) = d (} d COS (} 

-z cos 

= 27ra2 [log( 1 + {3x) - x] 
s 1- {3x 

The ratio u11(.65)/u11 (1) is about .03 so the cross section for our acceptance is 

then, 

We thus obtain an estimate of the number of expected 'lr'lr"f events when the mass 

of the 1r1r system is "-J m, 

where a factor A4> = .8 has been included for the acceptance in ¢. The number 

of p,p,"f events in this region predicted from the Monte Carlo is 47, giving a total 

of 192 expected events. Using the muon chambers to study tagged P,P,'Y events, we 

estimate the efficiency due to triggering and tracking to be low in this kinematic 

region- e ~ .47±.16. We observe 64 events, a number compatible with the prediction 

given the poor efficiency . 
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Appendix C. Statistical error on asymmetry 

The quanitity A is a multinomial distribution where each event has one of four 

outcomes, 

N+ =#events with cosO+> 0 and cosO_< 0. 

N_ =#events with cosO+< 0 and cosO_> 0. 

NT = # events with cos 0+ < 0 and cos 0_ < 0. 

N± =#events with cosO+> 0 and cosO_> 0. 

where 0± are the angles the Jl.± make with respect to the positron beam. Writing 

N = N+ + N_ + N± +NT we then have 

The error is then given by, 59 

We note the following limiting cases: 

1. J.L+,J.L- always in opposite hemispheres- N+ + N_ = N 

2. Jl.+,J.L- independent random variables- N+ + N_ = N/2 

The actual error is close to the first case as expected. 
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Appendix D. p,* formulae 

In this appendix we present ·some formulae needed for the p,* limit. 

D.l DECAY RATE 

The calculation of p,* ---+- WY is straightforward from the lagrangian 1.3 . De­

noting the momentum and spin of the p,* as p, s , of the final p, by q, r, and the 

momentum and polarization of the photon by k, e, the matrix element is : 

' 1 
-ieG-y 4 4 [ 1 mp. M] ~ f3 .M = M (211") 6 (p- q- k) -k -- u(q, r)uaRu(p, s)2kae 2 20q0pO JJ 

The decay rate is then, 

Since k · e = 0 and neglicting mp., 

dr = 1raG; 64(P _ q _ k) d
3
kd

3
q [-l_mp M] 2(32p. kq. k) 

M2 (211")2 2k0 q0 p0 4mpM 

Then in the rest frame of the p,*, 

D.2 TWO BODY PHASE SPACE 

The cross section for a two body final state involving one massive particle is 

given in terms of the lorentz invariant matrix element .M by, 
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D. 3 P * PARAMETERIZATION 

The p,* probability density function P* has two pieces, a gaussian plus the 

distribution of the second MJL1 : 

1 -(M-m)2 
P*(M,m) = . rrt= e 2r2 + p(M,m) 

v 21rr 

where r = r(m) is the calculated mass resolution. The function p can be calculated 

from simple kinematics. 

In the laboratory frame, the p,p,* are produced with momenta of magnitude 

p = (s - M 2 )/(2.JS} . Let the p,* momentum be in the -z direction, and the Jl 

momentum be along the +z direction. Now consider the decay of the Jl* in its rest 

frame. Denoting the 4-momentum of the muon from this decay ( JL' ) by q1 and that 

of the photon by k 1 , these momenta are, 

k1 = ~ (1, cos 6, sin 6) 

q1 = ~ (1;- cos 6,- sin 6) 

Boosting to the lab frame by the velocity of the p,* in the lab, fJ = (s-M2 )j(s+M2 ) 

we have, 
"/M 

k 0 = 2 (1- fJ cos 6) 
"!M 

q0 = 2 (1 + fJ cos 6) 

"/M 
k

11 
= 2 (cos6- fJ) "!M 

qll = 2 (- cos 6 - fJ) 

where 1~ = 8!.Js2
• We can now calculate the mass m 2 = M~1 in terms of the 

production angle 6 in the p,* rest frame. (It is easily checked that M 2, = (k' +q1
)
2 = 

J.''l 

( k + q) 2 = M2 . ) 

m 2 = (k + p) 2 = 2k · p = 2 "/~ p[1 + fJ- cos 6(1 + fJ)] 

1( 2 = - s- M )(1- cos 6) 
2 

,, 

·-·· 
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Since we know that the decay J.£* -+ W'f is isotropic the desired probability density 

function is, 

111 11Mmo.z ( dm )-1 I 1 = - d(cos 6) = - d 
6 

dm = p(m)dm. 
2 -1 2 0 cos 

We therefore have, 

2m 
p(m) =8-M2 ' 

We can further improve our parameterization by introducing a gaussian smear­

ing and replacing p-+ Ps, 

Ps(m) =loa p(m1)R(m, m 1)dm1 

where a= 8-M2 and R is a gaussian centered at m with width r(m). For a-m~ r 

we have p8 ~ p and for a- 8 ""'r, 

. [1 1 1 ~ r 2] hm Ps(m) ~ p(m) -erf(u) +- +- --e-u 
a-m .... r 2 2 2 11" m 

where u = (a-m)/( v'2r) and the error function is defined by er f(u) = }K J0u e-x
2 

dx. 
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