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Abstract 
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The aim of this study is to propose a generalized model of crystal growth kinetics. This work is 
conceived to allow a faceted erystal to grow uniformly in a non-uniform fluid environment. The 
result appears as a partial differential equation (PDE) whose solution characterizes the surface 
profile. This P.D.E is intended to be coupled, through interfacial supersaturation and mass flux, 
with the P.D.Es driving transpon and dynamics in the fluid phase. 

This paper also comes back to the origin of the morphological instability of faceted crystals and 
gives new considerations on this purpose. Especially we study the coupling of an uniform growth 
with two basic laminar fluid flows: Blasius flow and buoyancy layer flow of natural convection. 
Results concerning the limit size of the crystal face before appearence of morphological instability 
are given in both cases. Some comments are additionally presented for turbulent flows. 

lSupported in part by the Applied Mathematical Sciences Subprogram of the Office of Energy Research, U.S. 
Department of Energy under contract DE-AC03-76SFooogS. 

:!Present address: Laboratoire de Combustion et Hydrodynamique, Universite de Provence, Centre de Saint-Jerome, 
13397 Marseille Cedex 13, France. 
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I.] Introduction 

A special feature of faceted crystal is to be able to grow unifonnly despite a non-uniform fluid 
environment. But this property fails in many experiments as soon as a certain limit of noriunifor
mity is reached. This limit can be either a critical growth rate or a too large size of the crystal. A 
morphological instability is then observed as largely reviewed in [1-3]. This is the result of a disad
vantageous coupling between 'the crystal kinetics and the transport processes in the fluid phase. On 
the other han~ a stable growth is also the result of a coupled process: the crystal extracts from the 
fluid phase a uniform mass flux permitted by the transport processes. 

To predict such a phenomenon in a general manner one needs to go a little bit further the clas
sical models of crystal kinetics. The usual formulae give the growth rate with respect to a global 
supersaturation (its v~ue in the bulk). This corresponds to an attempt to already take into account 
the transport in the fluid volume. In this cases, the transport in the fluid phase is limited to the dif
fusion in a thin fluid layer supposed at rest. The coupling between the crystal kinetics and the fluid 
phase transport can be analytically carried out [4,5]. But in most of the cases, fluid at rest cannot be 
assumed. 

First, we need a microscopic model that relates the crystal kinetics to the supersaturation 
directly at the interface. In such way we would have on one side, the modelization of Fluid 
Mechanics and on the other one, an intrinsic behaviour of a crystal in contact with a fluid phase. For 
that purpose the Burton-Cabrera-Frank model [6] seems to be advantageous, although controverted 
for the growth from liquid phase. Moreover, as it will be reminded in Part.II, this model leads to a 
convincing interpretation of the morphological instability of faceted crystals grown from solution. 
This part is also the opportunity to discuss the criterion of Kuroda, Irisawa and Ookawa [7] for the 
growth stability of faceted crystals. 

The use of this criterion allows us to derive severe consequences for the stability of faceted 
crystals grown in presence of two basic fluid flows. This is carried out in Part.ill. Any experimental 
confirmation of those results would, by the way, reinforce the idea according to which the same 
growth model is available for both fluid phases. 

In Part.IV we present the model of generalized kinetics. The latter appears as a two
dimensional Partial Differential Equation (POE) that one has to couple with the POE system 
governing the fluid phase. We give several illustrations of the results that can be obtained by resolv
ing this POE in various cases including unstable growth, unsteady environment or anisotropic 
growth. Moreover we believe this model is continuously applicabl~ from faceted growth to the 
non-faceted one. -- --

... 

... ' 
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II.] Step propagation and stability criterion. 

There is a general agreement for stating a crystal grows thanks to the propagation of steps 
along preferred crystal faces. The term "step" means either an elementary lattice layer or a macro
step (or waves) obtained after some bunching process of the former ones. The authors however 
differ in view of the step propagation velocity.· The latter point is crucial because faceted crystals 
exist only because step propagation is faster than step generation. 

Among the numerous models of propagation velocity of steps (see e.g. [1,3]), we first elim
inate those that state the step propagation is controlled by volume diffusion in the fluid. In fact, 
those models are attempts to already take into account the coupling with a surrounding immobile 
fluid layer (if any). However surface diffusion of adsorbed components is more pleasant for our 
purpose. This corresponds to an intrinsic mechanism of the crystal kinetics because it does not 
involve any transport process in the fluid phase. Although this mechanism was originally recog
nized as the controlling process for growth in vapor phase, the classical model [6] of Burton, 
Cabrera and Frank (BCF) have received some experimental confirmation in growth from liquid 
phase [8]. 

In the BCF model of step propagation the role played by adsorbed components diffusing along 
the. interface, is supposed to be dominant in the constitution of the step ledge. So the step velocity 
reads: 

v = K [tanh (.%,,+I-x,.) tanh (.%,,-.%,,_1) ] 
".,<1 2J... + 2/... (1) 

where <1 is the supersaturation at the fluid-crystal interface and /... is the characteristic diffusion 
length of the adsorbed particles. The position of the step of order n is x" ~ For the origin of Kn , the 
kinetic coefficient the reader is invited to refer to the BCF original paper (1951). 

In addition to theoretical basements, such a model contains convincing behaviours : the step 
velocity tends to a finite limit when the crystal profile becomes infinitely flat ([.%,,+1-.%,,]»2/...) (Pro
perty P.l). and becomes proportional to the interstep distance when those are in competition (Pro
perty P.2). With such a velocity model, an infinite train of equally spaced steps can propagate with 
a constant profile in a uniform supersaturation. But if the train is finite the leading step having a 
larger velocity will stretch the global pattern. A crystal face whose the interstep distance 
indefinitely increases will become more and more flat. 

But from experimental considerations a step train can also stop (see e.g. [9]) leading to discon
tinuities that can heal, giving liquid phase inclusions or veils. For a long time the reasons of this 
train stop were not clear. One early hypothesis, proposed by Carlson [10]. was the supersaturation 
can vanish when the fluid flow passes along a growing surface. And obviously the steps no longer 
propagate in an exhausted environment. More recently lansenn-van Rosmalen and Bennema [11] 
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have reported a complete exhaustion is not necessary to stop a step train. They showed that a sharp 
discontinuity of the supersaturation along the interface is able to halt a step train driven by Eq.(1). 
Finally both explanations are contained in the more general interpretation of Kuroda, Irisawa and 
Ookawa [7]. Their study concerns equally spaced steps at the microscopic level whose interstep dis
tance A.(x) is however supposed to be, at the macroscopic level, a slowly varying function of the 
local position x. It is then easy to show that the local growth rate is given by : 

__ a_ _ 2a Kn A(X) 
R (x) - A.(x) Vlt (x) - <1(x) A.(x) tanh 2)." 

where a is the height of the steps. ~q.(2) can be rewritten as 

R (x) = KR <1(x) G(x) 

(4) _2l." .M& 
and G (x) - A.(x) tanh 2)." 

(2) 

(3) 

(5) 

The form of the function G(z)=z-l tanh(z) is given on Fig. I. A decisive argument is developed 
by the authors as follows. Suppose for some reason in Xo. where the supersaturation is <10. the steps 
are generated with an interstep distance Ao. So this kinetics is characterized on· Fig. I by the point 
{Zo=AoI2A", Go=G(zO>}. Let us additionally assume there exists along the surface a point where the 
supersaturation is less than Go<1o- Then considering the fonn of the curve G(z), one must conclude 
the step kinetics is no longer able to assure an uniform growth in the latter point. 

Such mechanism is very convincing and receives support from two works in which Hydro
dynamics is carefully studied. Kumar, Estrin and Youngquist [12] have studied a flow of forced 
convection coupled with crystal growth. More recently Simon, Cherel and Haldenwang [13] have 
studied the coupling of crystal growth and the natural convection induced by the growth itself. In 
the latter work it is shown that the morphological instability. experimentally observed, is caused by 
gentle depletion of the supersaturation along the crystals. 

When the interface is unstable, a discontinuity appears along the surface. The interstep dis
tance sharply varies near the shock and the step density grows indefinitely. So that at the micros
copic level an equally spaced distribution of steps is hardly satisfied and Eq.(2) must be subject to 
question. We have however carried out a numerical study of the dynamics related to Eq.(1) which 
confinns Eq.(2) persists and the stability criterion remains valid as soon as enough steps are present 

• 

in the train. This numerical simulation is so simple that we present it just for illustrating-the.cri- ~. 
terion with the following example. 

In order to study the effect of a supersaturation drop on the interface stability, we have con
sidered short step trains propagating in contact with a piecewise linear CJ(x )-profile defined on Fig.2. 
Three equal zones are delimited by xo=O. x1=25, xr50 and xmu=75. The first and last segments have 
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unifonn supersaturations, respectively 0'0 and 0'0 (I-d). On Fig.2 0'0 and d are respectively equal to 1 

and 0.2 They are connected by the second zone having a linear depletion. 

Suppose the steps are generated at Xo and travel toward Xmu. with a velocity given by Eq.(1). 
The quantities KSI and A:r are chosen equal to 1. In Xo we create a new step as soon as the previous 
one is at a distance larger than ~ having a fixed value equal to 1. Then the steps accelerate and 
reach an average interstep distance in the first unifonn supersaturation zone. This value depends on 
the global supersaturation distribution as shown in what follows . 

• For a weak drop of supersaturation (d=O.2) an initially perturbed train rapidly leads to a steady 
interface profile (see Fig.3a) and a stable growth is obtained. The mean interstep distance is equal to 
about 5 before the drop of supersaturation and stabilizes around a value of 3.8 after the drop. 
Although the interstep distances are never equal in this computation, they follows a smooth varia
tion as shown by the Fig.3b where the step density (=lIA(x» is represented. Moreover we verify the 
interstep distances before and after the drop lead to two values of the function G of which ratio is 
about 1.27, close to 1.25, the expected value if ones applies the criterion: R (x) is unifonn along the 
face. 

• However when d, the drop of supersaturation, passes a critical value the step train no longer pro
pagates and no steady state exists. A discontinuity is created by an unlimited accumulation of steps 
near the point where the supersaturation approximately corresponds to GoO'o. This expresses the fact 
that the left part grows with a larger rate than the right one. Interface profiles and step density dis
tributions are presented on Fig.4a and Fig.4b after l.6 lOS time units. On Fig4a-b d equals 0.25 and 
the interstep distance before the drop is l.9. This gives 0.77 for the value of G that is indeed larger 
than 0.75, the expected limiting value owing to the criterion. 

On Fig.3a and Fig.4a the ordinate gives the number of involved steps. The step density given 
on Fig.4b is obtained after averaging on five neighbor interstep distances because a crude inverse of 
the interstep distance would give at certain points singular values. 

We conclude this numerical study by considering as reliable the criterion given by Eq.(3), as 
soon as enough steps are involved in the train. Because this criterion has received some experimen
tal confinnation there is, by the way, a certain + validation of Eq.(1) which is on its basis. 

Before leaving this paragraph let us give a quantitative value to the critical drop of supersa
turation. If we consider the Fig.l, the larger is the interstep distance around xo, the more stable is 
the growth. But from a microscopic point of view the interstep distance cannot increase indefinitely 
because around Xo this quantity is fixed by the process of step generation. Following again a BeF 
model, we can state: 

* As a matter of fact we voluntary moderate this statement because, instead Eq.(1), any step velo
city fonnula satisfying the properties P.I and P.2 would lead to a criterion not very differenL 
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= (6) 

where a1 characterizes the crystal face and depends on state variables (temperature, pressure ... , cf. 
the BCF original article). Suppose now we have along the surface an interfacial supersaturation 
profile whose maximum is arnax and of which minimum is amin' Furthermore assume Xmax is a center ;:, 
of step generation. Then the growth will remain stable if the following holds: 

(7) 

The right hand side of this inequality is called the Wilson-Frenkel number [14]. Defining Aa as the 
allowed reduced drop of supersaturation, we have: 

Aa = omu-<Jmin = [ 1 2 at low supersatmation 1 
a~ ~ [ a:] m Wge supersaturation 

(8) 

Eq.(8) provides an immediate explanation why high growth rate (i.e. high supersaturation) appears 
as destabilization factor. 

Let us now attack simple couplings with Hydrodynamics to study the stability limits of a crystal 
surface grown in two typical environments of Fluid Mechanics 
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III.] Morphological Instability and Hydrodynamics . 

In this part we study the influence of two basic flows on the stability of the growing interface 
of a faceted crystal. Both flows are commonly encountered in the experimental literature. The first 
one is a forced flow passing along the crystal surface, while the second one is a flow of natural con
vection generated along the interface by the growth itself. 

All results obtained in this part will be carried out by a crude treatment of the governing equa
tions and the final estimates will relate orders of magnitude and have to be considered as guide for 
further analysis. Both studies present the same characteristics : first uniform growth is assumed 
along the surface, then the longitudinal supersaturation profile is estimated, finally we applied the 
previous stability criterion. We present the results as a limit size of the growing surface, which 
depends on "external" parameters as bulk supersaturation, growth rate, gravity or flow velocity. The 
second problem -the natural convection case- is more sensitive than the first one because the flow is 
induced by the crystal growth itself. 

The starting point of this studies are the steady Navier-Stokes equations in the Prandtl boun
dary layer assumption (See e.g. [15»: 

(2-D Prandtl Eq.) (9) 

where the subscript /I (resp. 1) expresses the direction parallel (resp. perpendicular) to the crystal 
surface; u and p are the velocity and pressure fields; v is the kinematic viscosity. 

Let us consider now the conservation equation about a, the supersaturation. We suppose the 
latter caused by a component whose mass diffusivity in the fluid is D : 

(10) 

We are now concerned with the derivation of relationships between orders of magnitude. Let 
us define the quantities 0", oa, U a and 1 as being the characteristic values of respectively the thick
ness of the viscous boundary layer, the thickness of the supersaturation boundary layer, the typical 
value of the parallel velocity in the latter layer and the length of the crystal face in the direction of 
the flow. 

From Eq.(10) it is easy to show (See e.g. [16]) that mass transpon balance in the a-boundary 
layer gives the following estimate: 
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G = D 0 2 
a 

At this point let us introduce the flows we are interested on. 

lILa] The Blasius flow 

(11) 

The flow entering in contact with a surface parallelly to the latter is one of the most classical 
flows of the Auid Mechanics literature. So the following estimates are usual derivations from the 
Prandtl equations. We have first to define U _ as the velocity parallel to the crystal at large distance 
of it. This quantity is a directly tunable experimental parameter. In the Blasius flow it is well esta
blished (See for instance [17]) that the viscous boundary layer thickness increases as the square root 
of the distance from the leading edge. So that we have typically: 

(12) 

Accordingly to a linear profile of the viscous boundary layer, we have the following relation
ship: 

(13) 

Hence from Eq.(11)-(13) we obtain: 

(14) 

Let us now define tlG = Go~l) as being the longitudinal drop of supersaturation at distance I 
from the edge. We assume now the growing interface is stable or R, the crystal growth rate is con
stant along the interface. As the growth rate is related to the mass flux (see e.g. [18]), we have a 
fixed uniform value of Vi G, the transverse supersaturation gradient, along the interface. We can then 
perform a partial integration of Eq.(10) in the direction parallel ~o the interface and obtain: 

(15) 

It just remains now to apply the criterion exposed in the previous part: there is a critical ratio 

Acr GO~min above which the morphological instability occurs So that Eq.(15) gives lmu, the limit 
00 
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size of stable growth: 

_ -1 0'0 Aa . 3" 
[ ]

2 -1 

lmax - U_ D 2v
1
0'T mm[Sc ,1] (16) 

To recover the Carlson's results, obtained by application of the starvation principle, it is 
sufficient to choose AS=1 and large Schmidt number in Eq.(16). 

If we consider the crystal kinetics of BCF type (quadratic at low supersaturation and linear 
when the latter is large) we can state the following dependences of lmax versus the external parame
ters: 

{max is proportional to U; when 0' is low, 
0'0 

(max is proportional to U; at large supersaturation. 
0'0 

For any experimental verification of such dependence it is worth noting that the growth cell 
have to be maintained at constant temperature. Moreover we believe the previous dependencies are 
applicable to qualitatively interpret many forced convection flows. 

In.b] The buoyancy layer 

In a previous work [13], it has been shown the hypothesis of viscous buoyancy layer gives 
excellent predictions for the flow induced by crystal growth from solution. Let us consider a grow
ing crystal face that is stable. A unifonn growth rate requires that a fixed unifonn supersaturation 
gradient is imposed to the solution. Such a concentration gradient produces a mass default along the 
interface so that a buoyancy force is applied to the fluid in the concentration boundary layer. This 
force appears as a source term in the right hand side of momentum equations in Eq.(9). The 
assumption of the viscous buoyancy layer states that the latter force is balanced by the viscous 
effects so that we have: 

(17) 

where.., is the density variation coefficient, "Fp-1(op/CkJ) ; g cose is the projection of (, the gravity 
acceleration, on the crystal face. In order to preserve the existence of the buoyancy layer flow we 
need to assume a moderate value for e (Say 45°). Then combining Eq.(ll) and Eq.(l7) we obtain 
the follewing estimate: 

(18) 
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Likewise in the previous paragraph we evaluate the drop of supersaturation along the interface 
by partially integrating Eq.(10) in which we suppose Vl C1 is a constant. 

(19) 

Here again we apply the stability criterion by introducing Aa the critical value for the quantity 
l~min/C1o. So that the critical length appears as: 

5 [ ] S C10 Aa 'Y 
1 = geosO -- -- --

max Vlet' 5 vD 
(20) 

I( we again consider a crystal kinetics of BCF type, the dependence of the critical length on the 
external parameters is the following: 

. . al 9 eosO h . 1 * * I rM" IS proportton to 3 w en C1 IS ow 
C10 

* * I rM" is proportional to 9 e~sO when C1 is large. 
C10 

If we compare such dependence with those obtained with the Blasius flow we notice the grav
ity here plays the same role than the outer velocity in the latter flow. Recourse to centrifugation, as 
in [19], has already been used to improve crystal qUality. Moreover, if we compare the behaviours 
of IrM" at low and high supersaturation, we remark the domain of intermediate supersaturations 
should correspond to a zone of sharp transition: one goes from an exponent -3 to an exponent -9. So 
that some value of intermediate supersaturation could experimentally appear as a limit for having 
clear faceted crystal. The only way to increase the growth rate without distroying the crystal qual
ity is then to increase the gravity .. 

But at low growth rate the Rayleigh number is generally low and the buoyancy layer assumption is 
rarely satisfied: our conclusion at low supersaturation have to be tempered. Furthermore, all those 
results suppose the flow regime is laminar. Fo~nately the transition to turbulence can sweeten the 
tough consequences of Eq.(16) and Eq.(20). 

III.c] Turbulent flow 

Both precedent flows are known to be subject to transition to turbulence beyond some critical 
length. Past this point the boundary layer becomes unstable versus sinusoidal perturbations pro
pagating parallelly to the crystal surface. As a result an anomalous mass transport appears transver
sally to the boundary layer. Hence above Icr' a critical distance, the supersaturation ceases to decay 
along the interface. This effect clearly appears in the above mentioned work [13] on natural 

• 



- 11 -

convection. Likewise the turbulence of the Blasius flow should rapidly stop the drop of supersatura
tion when the Schmidt number is small or moderate. For larger Se, the O'-boundary layer being 
smaller than the viscous one, one needs larger critical length in order that the turbulence affects the 
transpon in the sub-layer. Thus we can state as follows: 

If the system were such that: Ie,. < I max 

then the turbulence would suppress the morphological stability. 

'" For the Blasius flow, the, critical length is known as being related to some critical Reynolds 
number (Rcr=lcrU ..IV): Reporting the value of Imax from Eq.(16) we obtain the following condition in 
order that turbulence allows perfect large crystals. 

(21) 

The critical Reynolds number, as said above, have to be an increasing function of the Schmidt 
number. In order to give a quantitative sense to inequality (21) we can consider the following typi
cal value: Re,.=lO". 

'" For the buoyancy layer flow the critical length is related to some critical Rayleigh number 
defined as follows: 

(22) 

Then combining Eq.(20) and Eq.(22), the fact that Ie,. is reached before lmax is satisfied when 
the following inequality holds: 

5 ' 1 .!! []5[ ]5 '4' 4' Vi 0' 4 5 v D 4' 
g ~ Racr 5-A --e 

0'0 (J YCOS 
(23) 

This inequality well underlines the role that can be played by an ultra-centrifugation set-up to sta
bilize the growth of a crystal. From a quantitative point of view we need to give a value to Rae,. 
which is usually a slowly varying function of Sc. Typical values are Rae,. = 1010. 
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IV.] A Generalized Kinetics 

This part is devoted to expose a generalized model of kinetics allowing to predict the stability 
of faceted crystal grown in complex fluid environment. This model is applicable to couple 3-D flow 
with 2-D growing interfaces. This kinetics is also significant with an unsteady flow. We will obtain 
a time-dependent 2-D partial differential equation that is intended to be simultaneously solved with 
the time-dependent 3-D Navier-Stokes equations. Such a numerical simulation must recourse to the 
largest present computing facilities. Results however obtained with the I-D version of the model 
coupled with a 2-D hydrodynamics are more accessible and remain significant. 

This model starts from the following hypotheses: 

On the crystal surface there is zones of step generations, for instance localized on screw dislo
cations. From these centers start steps or macro-steps having a propagation velocity given by the 
BCF law [see Eq.(1)]. The zones of step generation enter into rivalry in such way that a generation 
center can disappear if the latter is overwhelmed by steps issued from more active areas. This hap
pens when step propagation is at this point larger than the step generation. So that only the points, 
where the step propagation is smaller than the step generation, are candidates for a status as a step 
generation center. 

Let us now consider S (% ,J ,I), a function depending on the time and the crystal surface space 
co-ordinates. At a given instant S (.x ,J) is the sum of the elementary heights of all steps having 
covered the point (.x ,J) or born at this point. S (.x ;y ,t) is nothing but the surface state of the growing 
face. A smooth function S will characterize a crystal having a stable growth. If we define a as the 
elementary height of a step (or macro-step), then the step profiles correspond to the set of level 
curves of function S (.x ,J ,I), separated by height a. Moreover the interstep distance is given by: 

A(.x ,J) (24) 

where VS is the gradient: (a as , aaS ). Let us suppose now the steps propagate normally to itself, i.e. 
% J' 

normally to level curves of s. So that the continuous 2-D form of Eq.(1) reads: 

- [ Pst 1 -VS V st = K" a 2 tanh --- -_-
- I VS I I VS I ~-

(25) 

where Pn= 2~ plays the role of a typical slope controlling the longitudinal propagation. Let us rem

ind a is the interfacial supersaturation. This quantity is actually the principal unknow of the prob
lem. To determine it we need to couple Eq.(10) (at least) with the final equation of the present 
study. 

.' 
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As for the growth rate, it is nothing but the time partial derivative of S . It is then easily shown 
the 2-D continuous version of Eq.(2) takes the form: 

[as] - - IVS I [PSI] -a = -vs. Vst = cr(x.y) Kp -- tanh ---
t SI Pst I VS I 

(26) 

where Kp =2K.p." In Eq.(26) the left hand side represents the growth rate resulting from step propa
gation. By the way let us remind the kinetic constants Kp and Pst can eventually depend on (x,y) 

through the temperature field. 

Concerning the growth produced by step generation, only the step creation centers are allowed 
to have such a contribution. According to our initial assumptions a step creation center must have a 
feeble growth rate caused by step propagation. Considering Eq.(26) those points are such that IVS I 
is small. Hence the generation centers correspond to the extrema of s. But on the other hand the 
interstep distance cannot tend to infinity because, if (x ,y) is a step generation center, we have at this 
point a growth rate controlled by Thermodynamics and geometrical properties of the microscopic 
process. As we have supposed the step creation caused by screw dislocations we can report accord
ingly to the BCF model: 

[ as] = K o2(x ,y) tanh[ crt ] 
at, 'crt cr(x .y) 

(27) 

where cr1 and K, are kinetic constants which can also depend on (x,y) through the temperature field. 

We can now state the creation points are those at which the quantity given by Eq.(27) is larger 
than the one given by Eq.(26). We finally summerize this property by writing the growth rate at 
point (x ,y), whatever it is, under the following form: 

as [I VS I [PI'] ~ = cr(x,y) max Kp -- tanh -_- . K, 
~ h I~I 

cr(x ,y) tanh[ crt ] 1 
cr 1 cr(x ,y ) 

(28) 

This equation of evolution has a structure of partial differential equation except in some par

ticular cases as constant initial profile and uniform environment. A large ratio Kp will warranty the 
. K, 

growth of a faceted crystal because the first argument of the function max will remain predominant 
even for a flat profile: the step propagation is thus much larger than the step generation. We con
sider this equation as powerful and the following examples show the present model can simulate 
stable or unstable growth in non-uniform environment, non-steady environment or anisotropic 
growth. Let us first verify the I-D version of Eq.(28) leads to the same results as those obtained in 
Part. II. 
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The 1-D version of Eq.(28) is obviously: 

as [~~ [ Psi ] O'(x) [0'1 ] 1 at = O'(X) max Kp p;; tanh ~~ ,K, cr;- tanh O'(x) (29) 

To show that Eq.(29) gives the same results than those obtained in the illustration in PartII, 
we have to solve it with an equivalent constraint. In the previous computation we had fix the inter- " 
step distance by controlling the step generation at Xo. For the present continuous problem, the 
PDE.(29), the equivalent constraint is a boundary condition of Neumann type at Xo. Then a straight
forward finite difference algorithm, keeping fixed the first derivative in Xo. gives results identical to 
the discrete problem solved in Part.II. 

In this simulation we have chosen a large ratio ~ in order to simulate the growth of a well faceted , 
crystal: Kp , K" PIt and 0'1 are respectively equal to 2, 0.04, 1 and 0.1. The Fig.5 defines the integration 
domain and reminds us the supersaturation profile. On this figure d equals 0.75. The Neumann 
boundary condition at x=O equals -1 in accordance with Part.II. 

• Fig.6a and Fig.6b show the train profile and its first derivative obtained as steady state when the 
drop of supersaturation is only d =0.8. The latter curve corresponds to the step density. The density 
in the left part of the integration domain leads to an equivalent interstep distance of 2 which 
becomes 0.78 in the right part. Those values lead to two values of the function G whose ratio is 1.25 ; 
i.e. exactly the expected value. 

• When d passes a critical value the growth can no longer be uniform and for d=O.75 we obtain the 
pattern described by Fig.7a and Fig.7b. Those figures correspond to the interface profile and its first 
derivative after an integration of 400 time units. And because G (1)=0.76 , this resolution is just at the 
border of the instability. 

We are going now to present several examples obtained thanks to a 2-D integration of the sur
face kinetics as modelized by the present study. 

A typical resolution of the 2-D problem, defined by Eq.(28), is illustrated on Fig.8. The initial 
conditions are defined on Fig.8a as a gaussian profile given to the function S at 1=0. Then the 
integration is performed on the square [-1.1]2 with an uniform supersaturation. The parameters are 
chosen as follows: Kp=l, psI=l, K,=O.02 and 0'1=0.1. At time 1=0.4 Fig.8b shows the initial gaussian has 
spread provoking the growth of the whole face. At time 1=0.8 most of the initial "steps" have already 
reached the boundaries of the square as shown by Fig.8c. At time 1=4 Fig.8d indicates a flat face is 
regularly growing. 

An other interesting illustration is the response to an unsteady environment. Suppose an inho
mogeneous supersaturation of the fonn: 0'/=exp(-X2_y2) is applied at the interface. After some time 
interval the integration gives a profile close to Fig.8a. At this instant we fix the supersaturation 
equal to 0'=1~.80'/. Then 0.8 time unit later the profile. becomes more complex as shown by Fig.9b. 
Creation points are still at the center of the square but new ones have appeared at the borders. At 
0.8 time unit more, the generation centers at the boundary have overwhelmed the ones of the 
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beginning. At 4 time units after the change of supersaturation the growth is driven by 4 generation 
centers located at the corners of the square. The Fig.9c shows the corresponding pattern. Fig.9d 
finally presents the interface state after 4 additional time units. 

Anisotropic growth can also be simulate by giving some advantage to preferred directions. 
This privilege is achieved in Eq.(25) when the normal fits with certain orientations. Then the step 
kinetic coefficient, Kp in Eq.(28), becomes a function of the gradient of s. The set of Fig.lO 
corresponds to the integration of Eq.(28) in an uniform environment and where Kp is non-vanishing 

,! only when the gradient fits with given orientations. Fig. lOa and Fig. lOb present the pattern with the 
favored directions 1tI6 and -1tI4. The direction 1tI6 has a kinetic coefficient twice as the direction -1tI4. 

Fig.lOa shows some irregularities resulting from lack of numerical precision. There are damped 
after some time as illustrated by Fig.lOb. This happens thanks to the nice mathematical properties 
of Eq.(28). Indeed, it can be easily shown the time integration of Eq.(28) with uniform (J leads to 
smoother and smoother profiles. Fig.lOe shows a growth where the direction 31t14 is just one third 
more favored than direction 1tI3. Finally Fig.lOd represents the pattern of the growth owing to three 
equally favored directions: 1tI2, 1tI6 and -1tI6. 
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V.] Conclusion 

We have presented a study about the coupling between Kinetics and Hydrodynamics related to 
the growth of faceted crystals. To well pose the problem we need a crystal kinetics depending on 
the supersaturation right along the crystal face, but not on the supersaturation in the bulk of the 
fluid. We have exposed a new model of generalized kinetics that is a direct consequence of the 
Burton-Cabrera-Frank model of step propagation. The result is provided under the form of a partial 
differential equation of which solution gives the interface profile. This equation allows the growth 
of faceted crystal in non-uniform environment and is also able to predict the morphological instabil
ity of a face. 

Several examples of application, given in Part.N, show it should be interesting to couple this 
interfacial kinetics with the large system of POE governing the transport in the fluid phase. This is 
the final point of the present study and the above mentioned huge coupling is the logical continua
tion of this work. The procedure articulates as follows. The resolution of Eq.(28), if (J is known, 

allows to evaluate the growth rate; Le. :!. the normal derivative of the supersaturation at the inter-

. face. This quantity is a relevant boundary condition to solve Eq.(10). Thus one obtains the complete 
field of supersaturation, including at the interface. The latter allows to integrate Eq.(28), and so on. 
In case of fluid motion this cycle must include the resolution of Eq.(9). 

On the way to this new model we have revisited an other consequence of the Burton-Cabrera
Frank model: the criterion of Kuroda, Irisawa and Ookawa for the stability of a growing interface in 
non-uniform environment. We have shown this criterion is valid for any train as soon as the latter 
contains a ten of steps. Moreover this criterion furnishes an immediate explanation for the destabil
izing- role of a large growth rate. As for the role played by the size of the crystal face, we have 
applied the previous criterion to the coupling with two typical fluid flows. Several restricting 
consequences of the BCF model are thus proposed to experimental validation. 
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Figure Captions 

Fig.1: Plot of G(z)=z-ltanh(z) 

Fig.2: Typical profile of supersaturation imposed to a short train of step (discrete problem) 

Fig.3: a) Steady surface profile of a crystal growing stably in an imposed supersaturation drop 
d =0.20 (discrete problem) ; b) corresponding step density profile. 

Fig.4: a) Instantaneous sUrface profile of a crystal surface subject to a morphological instability 
resulting from a supersaturation drop d=O.2S (discrete problem) ; b) Corresponding instan
taneous step density profile. 

Fig.5: Typical profile of supersaturation imposed to integration of Eq.(29) (continuous problem) 

Fig.6: a) Steady surface profile of a crystal growing stably in an imposed supersaturation drop 
d=O.20 (continuous problem) ; b) corresponding step density profile. 

Fig.7: a) Instantaneous surface profile of a crystal surface subject to a morphological instability 
resulting from a supersaturation drop d=O.2S (continuous problem) ; b) Corresponding 
instantaneous step density profile. 

Fig.8: Surface profiles (seen from above) furnished by the level curves of function S. the crystal 
grows according to Eq.(29) in an unifonn environment ;a) initial profile; b) at time=O.4 ; 
c) at time=0.8 ; d) at time=4. 

Fig.9: Surface profiles of a crystal growing in an unsteady environment ; a) at 0.8 time units 
after the change of supersaturation distribution. the maximum is now at the corners; b) at 
0.8 time units later; c) at time=4 ; d) at time=8. 

Fig.lO: Anisotropic growth. (the reduced kinetics are given in parentheses) ; a) and b) favored 
directions: 1C/6 (2) and -pil4 (1) ;" c) favored directions: 31C/4 (2) and 1C/3 (1.5) ; d) favored 
directions: rrJ2 (1), rrJ6 (1) and -1C/6 (1) 
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