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ABSTRACT 

The three-to-three inclusive optical theorem expresses 

the inclusive cross section for the process a+b ~ c+anything 

as a multiple of a certain discontinuity of the scattering function 

for the process a+b+c ~ a+b+c. This theorem is derived 

here from S-matrixprinciples as a special case of a general formula 

that expresses in terms of physical scattering functions all of the singl~ 

double, and higher-order multiple discontinuities formed from the 

members of a large set of different boundary values of an arbitrary . 
three-to-three scattering function. These different boundary values 

,; correspond to taking the limit Im k - 0 from different combinations 

of sides of the normal-threshold cuts in the various channel invariants. 

The formula is exact and global: all singularities are taken into 

account-and the resultholdg at all energies, not just near thresholds. 
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The formula expresses in terms of physical scattering functions certain 

discontinuities that have in appropriate limits, according to the tenets 

of Regge theory, known expressions in terms of Regge parameters. It 

thus opens the way to an enlargement of the scope of Regge-Mueller 

analyses. 

I. INTRODUCTION 

The inclusive optical theorem expresses the inclusive cross 

section for a process a+b - c+· •. +f+anything as a multiple of a 

certain discontinuity of the scattering function for the process 

a+b+c+···+f ~ a+b+c+ .•• +f. The recent theoretical interest in this 

theorem stems largely from the work of Mueller and Tan. Mueller [1] 

showed that important properties of inclusive cross sections could be 

derived from the assumption that certain matrix elements of products 

of currents enjoy Regge behavior. Tan [2j then observed that 

Mueller's speciar assumption about matrix elements of currents can 

be replaced, with the aid of the inclusive optical theorem, by the 

, general S-matrix assumption that discontinuities of scattering 

functions across leading normal threshold cuts enjoy Regge behavior. 

The inclusive optical theorem itself was first proved in 

ref. [3], on the basis of field theory. One aim of the present work 

is to give an S-matrix proof for the special case in which 

c+ .•. +f = c. A heuristic S-matrix derivation of this result has been 
";'--;' 

given by Tan [2], who used crossing arguments. However, many cuts 

stand in the way of on-mass-shell continuations to the crossed 

channels, and the effects of these cuts were not fully analyzed by 

Tan. The present proof does not depend on crossing arguments, and 

thus avoids the difficulties inherent in that approach. 
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A second and more important aim of this paper is to derive a 

certain general discontinu'ity formula. This formula coptains, as a 

particular instance, the inclusive optical theorem for the case 

c + '" + f = c. Its importance lies in the fact that each of the 

discontinuities given by the formula is expected to enjoy Regge 

behavior. Moreover, each of these discontinuities is expressed in 

terms of physical scattering amplitudes. Hence the formula, together 

with the Regge hypothesis, imposes numerous direct constraints on 

physical scattering functions, opening the way to an enlargement of 

the scope of Regge-Mueller analyses. 

This general discontinuity formula will be described presently. 

First the inclusive optical theorem and certain related formulas are 

reviewed. 

The inclusive optical theorem is essentially a formula for the 

discontinuity of the scattering function across a certain basic cut, 

evaluated on specified sides of each of the other ba~~ cuts. These 

basic cuts are cuts in the channel energies that start at the lowest 

normal thresholds and extend to plus infinity. This formulation is 

based on field theory, and the use of channel energies as basic 

variables, rather than channel invariants, stems from the fact that the 

scattering function has simple cut-plane analyticity in the complex 

energy variables if the three-momenta are all held fixed and real [3J. 

In particular, the singularities are confined to the union of the 

surfaces 1m E = 0, where E is the channel energy associated with 
g g 

channel g. 

For the three-to-three case the complex energy space is five 

dimensional, since one energy variable is fixed by energy conservation. 
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There are sixteen channels g associated with basic cuts. These 'are 

the one direct or total-energy channel, the three initial subenergy 

channels, the three final subenergy, channels, and the nine cross

energy channels that are defined by ·sets consisting of one initial 

particle and two final particles, or by the complementary sets con

sisting of two initial particles and one final particle. 

The sixteen planes 1m Eg = ° divide the five dimensional 

space of imaginary energies into 2282 regions called zones. Each 

zone is a cone-s~aped region with apex at the origin. The scattering 

function is analytic in each zone, and has, for each zone, a corres-

ponding boundary value, which is defined by letting the complex point 

, (' , ) p = Pl"" ,P6 approach the real boundary point p = (Pl,···,P6) 

from within that zone. The inclusive optical theorem, for the case 

c + '" + f = c, is essentially a formula for the difference between 

two of these 2282 zone boundary values. 

In the S-matrix framework the, ,IlLass-shell constraints are 

retained. Hence the energies are real if the three-momenta are real. 

Consequently, the zones defined above do not intersect the (mass

shell) domain of definition of the scattering function. It is there-

fore necessary to define the boundary values by a different procedure. 

This procedure uses the sixteen channel invariants s, instead of the 
g 

sixteen energy energies E 
g' 

The sixteen channel invariants Sg are not independent 

variables: they are functions of the eight independent scalar 

invariants. Suppose for a moment, however, that these sixtEen 

variables could be treated as independent variables, and that the 

scattering function had only normal-threshold singularities, and 
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hence enjoyed cut-plane analyticity in space, with the 

singularities confined to the union of the planes 1m Sg = O. In this 

case there would be boundary values, one corresponding to each 

combination of sides of the 16 cuts 1m Sg = o. stated differently, 

for everyone of the 2
16 subsets G of the set E of sixteen 

indices g there would be a boundary value obtained 

by approaching the real boundary point (sl,;··,s16) from the lower-

half Sg plane for every g in G, and from the upper half 

plane for every g in the complement G = E - G of G. 

s 
g 

Actually the sixteen variables Sg are not independent, and 

the singularities ,of the scattering function are not confined to the 

surfaces 1m s = O. Nevertheless, there is a set of 216 functions 
, g 

that is' analogous to the set of 216 functions 

defined above. A large number of these functions MG(P) satisfy the 

primary properties to be described next, and the rest satisfy a 

\~eakened version of these properties. 

The primary properties of the functions MG(P) are as follows: 

(1) MG(P) is analytic at all real p, except on certain 

Landau singularity surfaces. 

(2) isa single analytic function: it continues into 

itself around each Landau singularity surface by some infinitesimal 

detour., 

(3) MG(P) continues into itself around each normal-threshold 

singulari ty surface Sg = (L mj )2 by passing into the lower- or 

upper-half Sg plane according to \~hether g is contained in G or 

tr. Here 
r 
L mj is some sum of physical particle masses. 
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vanishes if s (p) 
g is less than its 

value on the leading g-channel normal threshold. Here Gg = GUg. 

is the physical scattering function, which 

is the connected.part of the S-matrix, divided by 4 4 
(2rr) 8 (LPi,"LPr)' 

(6) This property is hermitian analyticity: 

the scattering function evaluated below all the cuts is minus the 

hermitian conjugate scattering function. 

It might seem that these properties would be easy to satisfy: 

one might try to define the functions MP by simply continuing the 

scattering .function according to the prescribed rule around every 

normal~threshold singularity surface, and continuing it according to 

any arbitrary rule arourid every other singularity surface. This 

procedure does not work. For the way in which the function is con-

tinued around a normal-threshold singularity surface determines the way 

in which it must be continued around any non-normal-threshold singu-

larity surfaces that emerge from it. And this determination fixes, 

in turn, the way in which the function must be continued around any 

normal-threshold singularity surfaces into which this non-normal-

threshold singularity surface merges. Consequently, it is not evident 

that a set of 216 functions satisfyIng the principal 

defining properties exists. And given that such a set exists it is 

not clear that these functions can be exprEssed in terms of physical 

scattering functions alone, as contrasted to unphysical boundary 

values of the anaytic continuations of scattering functions. 

A set of functions MG (p) that satisfy the primary 

defining properties is constructed in later sections by first 

constructing two sets of partial solutions, the TG and the ¥. 
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The 16 2 functions TG satisfy properties (1), (4'), (5), and (6), 

with TG replacing MG,and half of (3); the function TG 

continues into itself around each normal-threshold singularity 

Similarly, the 

(6) ~,-G and "with r 

g € G by passing into the lower-half Sg plane. 

functions ? satisfy properties (1), (4),(5), 

replacing MP, and the other half of (3); 'the 

function ~ continues into itself around each normal threshold 
, \' 2 

singularity Sg = (L mj ) for g € G by passing into the upper-

half Sg plane. For 26,018 of the 216 = 6;,536 possible sets G 

the ~dent~ty TG ~-G holds. .. r For these values of G the functions 

MP are defined by 

~-G 

Then the final condition, property (2), is proved. This is nontrivial, 

because each Mf(p) is constructed as a sum of functions MH(p) only 

one of which, ~(p) = J6 (p) = M(p), is a single analytit:! function. 

Each of the component functions MH except M¢ = M is a 

unitarity-type sum of products two or more physical scattering 

functions, or their complex conjugates. In a field theory framework 

off-mass-shell extensions of the, scattering functions are introduced. 

Thus in that framework the functions MR, and hence also the functions 

MG, have off-mass-shell extensions. Near the off-mass-shell point 

Pl = •. , = P6 = ° all of the differences MG(P) - MGg(P), vanish, 

and hence all of the functions MG(P) are equal. Thus in this off

mass-shell framework the 26,018 functions Mf are all different 

boundary values of the analytically continued scattering function. 

They are, accordingly, called boundary values of the analytically 

continued scattering function, even though no mass-shell path of 
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continuation that links each function MP to the ,physical function 

M is constructed in the present work. 

By virtue of property (3) the boundary value MG(P) is a 

boundary value from below the normal-threshold cuts corresponding to 

channels g € G and from above the normal-threshold cuts corresponding 

to channels g € G. For brevity this boundary value is called 

the scattering function evaluated below the cuts g € G and above 

the cuts g € G. Similarly the difference is called 

the discontinuity across the cut g evaluated below the cuts g' € G 

and above the cuts g' € E - Gg. The higher-order multiple discon-

tinuities are defined similarly. 

For the remaining 216 - 26,018 values of G no functions 

MG(P) that strictly satisfy all of the primary properties have been 

found, and we believe that none exist. However, it is convenient, 

for reasons to be discussed later, to enlarge the s,et of 26,018 

boundary values MG into a fuH set "o"f' 216 functions MG by means 

of generalized Steinmann relations. This is discussed next. 

The Steinmann relations can be formulated in terms of the 

notion of overlapping channels. Two channels are said to overlap if 

and only if neither of the two complementary subsets of particles that 

defines one channel is contained in either of the two complementary 

subsets that define the other .. The Steinmann relations are equivalent 

to the following Steinmann discontinuity property: if two channels 

g and h overlap then the discontinuity across the cut g does not 

depend on whether it is evaluated above or below the cut h. The 

'ordinary Steinmann relations assert that this property holds for 

all discontinuities formed from the 2282 zone boundary values, with 

0" 
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the cuts g and h identified as two of the channel-energy cuts that 

separate these zones. The generalized Steinmann relations assert that 

the steinmann discontinuity property holds for all discontinuities 

~ _ MGg = M G formed from the 216 functions ~. 
g 

It is not obvious that there is a set of 216 functions ~ 
that includes the.26,018 boundary values "If defined above and that 

also satisfies the generalized Steinmann relations. However, there 

is such a set, and it is unique. In this set the remaining functions 

n G G MG __ -ET -G 
M- are given by M = T. or according to whether G 

g = t. This set of 216 or G contains the direct channel label 

functions tf satisfi"es the properties (1), (4), (5), and (6), and, 

for each G, half of property (3). The remaining half of (3) is 

disrupted by certain singularities that are associated with closed 

loop diagrams. Thus property (3) holds for the 216 - 26,018 

functions MG(P) in a tree-diagram approximation. 

th 216 - 26,018 Property (2) does not hold in general for e 

functions MG. Thus these functions cannot, in general, be identified 

as boundary val~es of the analytically continued scattering function. 

However, the singularities that block the continuation are also 

associated with closed loop diagrams. The situation is thErefore 

this: for 26,018 values of G there are boundary values 

MG(P) of the analytically continued scattering function that satisfy 

all of the primary properties. This set of 26,018 boundary values is 

uniquely imbedded in a set of functions that satisfy 

(1), (4), (5), and (6), together with the generalized Steinmann 

relations. These extra 216 - 26,018 functions satisfy the 'two 

'remaining properties, (2) and (3), in a tree-diagram approximation. 
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The functions MG(P) are connected in a natural way to 

the 2282 zone boundary values .. Each of the 2282 zones lies below some 

set G of basic (channel energy) cuts, and above the rest. Thus each 

16 
of the 2282 zone boundary values corresponds to one of the 2 

functions "If, and in fact to one of the 26,018 boundary values MG. 

It is shown in ref. [4] that each of the zone boundary values is 

equal to the corresponding function MG Thus the full set of 

functions MG is an extension of the set of 2282 zone boundary values 

to a set of 216 functions that satisfies the generalized Steinmann 

relations. This extension is unique [41. Moreover, each of the 

functions MG can be expressed as a linear combination of the 2282 

zone boundary values [~]. These results imply the·uniqueness of the 

set of 216 functions MG(P) insofar as one demands both their agree-

ment with the zone boundary values and the validity .f the generalized 

Steinmann relations. 

A formula is given in Section II that compactly expreSSES in 

terms of physical scattering functions each of the 216 functions "If, 
and each of the single, double, and multiple discontinuities formed 

from the set of 216 functions MG(P). The relevance of this formula 

to Regge theory is now discussed. 

Regge behavior in its simplest form is simply a fall-off 

property of the scattering amplitude itself in certain limits. 

However, under the impetus of Mueller's .work the hypothesis of Regge 

behavior was extended ~o cover also discontinuities across the basic 

normal threshold cuts. To get Mueller's results it is sufficient 

to assume merely that the particular discontinuity that occurs in thE 

inclusive optical theorem enjoys Regge behavior. However, it then 
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becomes natural to assume that the discontinuities across the other 

basic cuts also enjoy Regge behavior. 

This expanded concept of Regge behavior was explored in detail 

and it was soon recognized that the Steinmann relations impose impor-

tant conditions on the structure of the Regge vertices [5]. Ultimately, 

on. the basis of many works,Weis [6] obtained a general formula for 

discontinuities that consolidates the tenets of Regge theory with the 

conditions imposed by the Steinmann relations. 

A fundamental aspect of the Regge hypothesis for scattering 

functions is that the stipulated behavior holds for the actual 

scattering function it~elf, not merely for some part of the amplitude, 

or for some approximation to the amplitude. Similarly, the stipulated 

behavior of the discontinuities should hold for the actual discon-

tinuities themselves, not merely for parts of the discontinuities, or 

for approximations to the discontinuities. Thus the question arises: 

What are the discontinuities to which the Weis formula applies. The 

problem is that this formula refers to discontinuities associated with 

the various normal threshold cuts, but it is not specified exactly how 

the functions on the various sides of thE normal threshold cuts are to 

be defined. To the extent that the formulas are to be restricted to 

the discontinuities formed from the 2282 zone boundary values defined 

by the ch~nhel-energy cuts, the answer is clear. However, the Regge 

considerations are formulated in an S-matrix framework, and there is 

no indication there that the formulas should be limited in this way. 

Within the S-matrix framework it seems natural to define the 

discontinuities in question as the discontinuities formed from the 

26,018 boundary values MGC.p). These boundary values correspond to 

-12-

continuations around the normal threshold singularities in the 

prescrib'ed fashions. Moreover, they are part of the unique extension 

of the set of 2282 zone boundary values to a set of 216 functions 

MG(P) satisfying the generalized Steinmann relations. In the 

derivation of the Weis formulas there is no restriction to the 2282 

zone boundary values, and hence the Steinmann relations used there are 

actually the generalized Steinmann relations. Thus the boundary values 

to which these formulas apply must evidently satisfy these generalized 

relations. This requirement uniquely determines the functions rf"(p). 

By the same argument the remaining 216 - 26,018 functions 

from which the Weis discontinuities are formed must be the remaining 

functions MG(P). These remaining functions are not boundary values 

of the analytically continued scattering function. However, they 

must, as linear combinations of the 2282 zone boundary values, fall 

off in the Regge manner, if the zone boundary values do. Hence there 

seems to be no reason to restrict thej[eis formulas to include only 

those discontinuities formed from the 26,018 boundary values. If the 

remaining discontinuities are to be defined at all as differences of 

well-defined functions, then these functions must be the MG(P). 

It seems therefore reasonable to propose, within the general 

framework of contemporary Regge theory, that the discontinuities 

specified by the Weis formula are the discontinuities formed from the 

216 functions MG. This hypothesis, together with the general 

discontinuity formula discussed earlier, adds substantial new conditions 

to Regge theory, for it allows the detailed Weis expressions in terms 

of Regge parameters to be identified with corresponding expressions in 

terms of physical scattering functions. 

" 



-13-

The first application of this hypothesis, which will be 

described in a later work, is the derivation of a unitarity type 

relation for particle-reggeon scattering amplitudes. This relation 

is identical in form to the'unitarity equation for a two-particle 

scattering amplitude, except that one initial particle is replaced by 

a reggeon and one final particle is replaced by a reggeon. 

The plan of the paper is as follows. In section II the 

notation is introduced and the general formula that defines the 216 

functions MG, and the discontinuities formed from them, is described. 

The rule that identifies the 26,018 boundary values MP is given at 

the end of that section', in eq. (2.25). In section III a preliminary 

discussion of the functions TG and TP is given. This discussion 

is heuristic, because it expresses each of the functions TG and TP 
as a formal·infinite sum of bubble-diagram functions. Three properties 

of these formal expressions are identified in section IV as the defining 

properties of the functions TG and ~, and a fundamental analytic 

property of these functions is derived from their defining properties 

alone. In section V the functions TG .and TP are expressed in a 

well-defined way as sums that, like unitarity sums, reduce to finite 

sums of bubble-diagram functions on any finite region in p space. 

Then it is sh.own that G -:=-E.-G 
T = r for the 26,018 sets G specified by 

eq. ( 2.25). 

In section VI the functions MG = TG = ~-G are shown to 

satisfy the six primary properties. The proof is divided into two 

parts. First a proof is given in a slightly enlarged theoretical 

framework in which it is assumed that the physical scattering 

functions, and hence the functions MG, can be extended infinitesimally 
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off the mass shell. Then the analytic continuations that connect the 

functions MG on different sides of the Landau surfaces can pass 

through slightly off-mass-shell regions. In this off-mass-shell 

framework the rule for continuing around any singularity surface can 

be expressed as a function of the Landau diagram D that corresponds 

to the surface, without specifying the particular point p on the 

surface near which the continuation takes place. In the second part 

of the proof the mass-shell constraints are rigorously observed. In 

this mass-shell framework the continuation depends both on the diagram 

D and on the point p near which the continuation takes place. 

Certain general properties of Landau surfaces are derived in 

appendix A. In particuiar, it is shown that each Landau surface is 

confined to an algebraic variety of dimension at least one less than 

the dimension of the mass shell, and that the union of the Landau 

singularity surfaces associated with each of the functions MG also 

has this property locally. 

II. NOTATION AND RESULTS 

A channel g is defined by a separation of the complete set 

of incoming and outgoing particles of a reaction into two comple-

mentary disjoint subsets, J g and J g , each of which has at least 

two particles. For a 3 ~ 3 process there are twenty-five channels. 

These are the direct or total-energy channel t, the three initial 

subenergy channels i, the three final subenergy channels f, the 

nine cross-energy channels (if), and nine other cross-energy channels, 

which will remain unnamed. These channels are defined in fig. 2.1. 

For definiteness the sets J g and 3g are defined so that 

contains at least two final particles. 

J g 
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im~ ,-iJE .. ~ ~ i~ .if.) LIClft 
(a) 

Fig. ·2.1. 
(b) (6 ) 

Definition of the channels. 
(d) ( Ed 

Throughout this paper the index i stands for 1,2, or 3. A 

line i is a line corresponding to one of the three initial particles; 

the channel i is the corresponding initial subenergy channel speci-

fied in fig. 2.1. The index f always stands for 4,5, or 6, and 

is used to label final lines, and also the corresponding final sub-

energy channels, as indicated in fig. 2.1c. 

stabili ty conditions pr.eclude the existence of normal-threshold 

singularities in the nine channels of type (e) of fig. 2.1, and these 

channels will henceforth be ignored. Thus the complete set E of 

channel labels g is the set of sixteen elements 

E .. (t,1, ... ,6,(14),···,(36)1. 

An arbitrary line will generally be represented by the letter 

j. The channel invariant 

momentum-energy vectors 

y. 
g' 

k
j 

s 
g 

Sg C
). )2 
L .. E]j 
·eJ J g 

is the square of the sum of the 

of either one of the two sets 

C
r' )2 ?=- EjPj 

JEJ g 

J g 
or 

The symbol E .. is a sign that is plus or minus according to whether 
J 

j is an f or an i. The real physical momentum-energy of particle 

j is denoted by Pj . 

16 The set E has 2 
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different subsets G. For each of these 

G there is a function MG. In this section a formula is given that 

expresses each of these 2
16 functions MG, and every Single, double, 

and higher-order multiple discontinuity formed from theseJ1, in 

terms of physical scattering functions for other processes. Certain 

properties of these functions MG are derived in later sections. 

The function MG = J1(p) is a function of the set or six 

real on-mass-shell energy-momentum conserving four-vectors 

p = (Pl"",P6)' It is convenient to call these functions MG by 

the names that would be' appropriate if the sixteen 'channel invariants 

Sg were independent variables. Thus' MG is called the function 

evaluated below all the cuts g in G and above all the cuts g in 

the complement G = E - G of G. Similarly the difference 

Mg .. M - J.>!- (2.1) 

is called the discontinuity across the cut g. And for any. h in. G 

the difference 

~G MG _ MGh (2.2) 

is called the discontinuity acress the cut h evaluated below all the 

cuts g in G and above all the cuts 

g means the cut lying in 1m s = O. 
g 

g not in Gh = GUh. The cut 

There are, in addition to single discontinuities, also double 

discontinuities, and higher-order multiple discontinuities. The 

double discontinuity across a pair of different cuts hand k is 

the discontinuity across the cut h of. the discontinuity across the 

cut k: 

.~ 

." 

Ii 

~ 
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Similarly the multiple discontinuity across the set of cuts 

h. 
~ 

all different, is the discontinuity 

across hl of the discontinuity across h2 ••. of the discontinuity 

across h • 
m 

It is equal to 

L (_l)n(H') JI' (2.4a) 

H'CH 

where M¢ = .M¢ = M an~ the sum runs over all different subsets H' 

of H, including the empty set ¢, and n (H') is the number of 

elements of H'. Similarly, for GnH = ¢, 

L (_l)n(H') MGH ' 

H'CH 

(2. 4b) 

is the multiple discontinuity across the set of cuts H evaluated 

below all the cuts g in G and above all the cuts g not in 

GH:; GUH. 

Note that the multiple discontinuity ~G is independent of 

the order of the elements in H. It is also independent of the order 

of the elements of G. These sets are regarded as unordered sets. 

The formulas (2.4a) and (2.4b) can be inverted to give 

~ (_l)n(~') M
G

, 

G'CG 

and, for GnH = ¢, 

~G 
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~ (_l)n(G') ~G' 
G'CG 

Equation (2.5a) is just a special case of (2.5b). These formulas, 

which are derived in appendix B, express: all 216 functions MG, 

and also all the single, double, and higher-order multiple discon-

tinuities formed from them, evaluated on all possible sides of all the 

remaining cuts, in terms of the various multiple discontinuities ~. 

Our general discontinuity formula is equation (2.5),together 

with explicit formulas for all of the functions ~ occurring on its 

right-hand side. Most of these functions ~ vanish by virtue of 

the generalized Steinmann relations. 

The generalized Steinmann relations assert that the discon

tinuity ~G across any cut h is independent of whether it is 

evaluated above or below any "crossed cut" g. Two cuts g and h 

are said to be crossed if and only if the corresponding channels 

overlap: Le., if and only if each of the four sets JgnJh , 

J nJh, and J ()Jh is nonempty. g . g This requirement is 

equivalent to the condition that none of the four sets J
g , J

h
, J g , 

and Jh be a subset of any of the others. 

Two different cuts heE and keE are crossed if and only if 

one of the following five conditions holds: (2.6) 

(a) both are initial subenergy cuts i, 

(b) both are final subenergy cuts f, 

(c) both are cross-energy cuts (if) , 

(d) one is a cross-energy cut Cif}, and one is the total 

energy cut t. 
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(e) one is a cross energy cut (if) and the other is a 

subenergy cut that is neither i nor f. 

It is convenient to speak of g as either a label, a channel, 

or a cut. Hence a set of g's can.be called a set of labels, a set 

of channels, or a set of cuts. 

A necessary and sufficient condition for the generalized 

Steinmann relation to hold is that 

~ o if H contains any pair of crossed cuts. 
(2.7) 

It is immediately evident from (2.5) that this condition is sufficient: 

(2.7) and (2.5b) ensure that MbG is independent of the presence in 

G of ·any cut g such that g and h are crossed. Conversely, if 

the MG satisfy the generalized Steinmann relations then (2.7) 

follows from (2.4a). For if g and h are two crossed cuts in H 

n(H') .R' then for every term (-1) K- in (2.4a) such that neither g 

nor h is in H' there are three other terms with H' replaced by 

gH', hH', and ghH', respectively,. and the sum of these four terms 

will vanish, by virtue of the independence of MbG upon whether g 

is in G. 

The conditions (2.6) entail that every set H of more than 

three cuts contains a pair of crossed cuts. In fact, the generalized 

Steinmann relations are equivalent to the following set of conditions: 

~ o for n(H) > 3 (2.8a) 

Mii' Mii'h o , (2. 8b) 

Mff , Mff'h o , (2.8c) 
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M(if)(i'f) M(if)(if' ) M(if)(i' f' ) 

M(if)(i' f)h M(if)(if' )h M(ifXi' f')h o , 
(2.8d) 

M(if)t M(if)th o , (2.8e) 

and 

Mi' (if) M(if)f' Mi' (if}h M(if)f 'h o 
(2.8f) 

where. i and i' are different elements of the set (1,2,3}, f 

and f' are different elements of the set l4,5,6}, h is an 

arbitrary element of E, and Hh;: HUh. 

The conditions (2.8) reduce the number of nonzero ~ to 68. 

Moreover, all these are obtained from twelve basic forms by inserting 

particular integers for i and f. It is therefore feasible to 

exhibit explicitly all the nonzero MR. 
Because topological connect~QPs are of central importance it 

is convenient to represent MR in diagrammatic notation [7]. The 

S matrix is represented by a plus box: 

S mf!Jm. (2.9a) 

The inverse of the S matrix (or st) is represented by a minus box: 

S~l st m:EJnr (2.9b) 

Thus unitarity says that 

n:r:[!J:ccrc:Jm - III[5Jm:-' (2.9c) 

~ 

.' . 

~ 

." 
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and 

where the I-box represents the identity operator. The shaded strips 

represent arbitrary sets of lines, and there is an implied unitarity-

type sum over all (mass-shell) values of all possible sets of inter-

mediate-particle variables [81. 

The connected part of S is represented by a plus bubble: 

and the connected part of st S-l is represented by minus the 

* minus bubble: 

The cluster decomposition of the S-matrix reads, in various special 

cases that are needed below, 

* The notation differs from that of ref. [71 by the extra minus sign 

in eq. (2.9f), which is introduced to make the minus bubble represent 

the continuation of the scattering function to below all the cuts. 

Also, in the present work the diagram are to be read·from.left to 

right, with initial lines coming first. Sums of diagrams represent 

the corresponding sums of functions. 
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=±=0nr±L~+~ 
L 

:: ±I@ 1:: L~ +n@ 
f 

where· ± is plus or minus throughout each equation. Two frequently 

used identities are 

=@rrfDzr -t- - : =€mr 
and 

n€Jm@= - -t- - ~ (2.9£) 

They follow immediately from unitarity and (2.9g) and (2.9h), 

respectively, together with the property of the I:-box [9], 

(2.9m) 

Ivhere the X box represents any combination of boxes and bubbles. 

Another frequently used symbol is defined by 

This equation combined with (2.9g) and (2.9h) gives 

(2.90) 
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and 

mf!F = m0= 
(2.9p) 

These two .equations will be used later. 

The function ~ = ~= M is the connected part of the 

physical scattering amplitude: 

~ 'Bif. i. +- C' 

"l " 
(2.10 ) 

The sixteen single discontinuities Mg are 

Mi ~ &. 

.~ 
I. 

(2 .lla) 

M
f ~ 

~ (2.llb) 

M(if) ~~f (2 .llc ) 

and 

M
t ~ (2 .lld) 
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It is convenient to introduce .specia1 symbols to represent 

the sum of terms of S (or of st) that have special connectedness 

properties. The symbol defined by 

t~=l~ .~ I. 
'-

(2 .12a) 

can be shown [10] to represent the sum of the terms of S(or st) 

in which the initial line i is connected to some nontrivial bubb1e*; 

i.e., it represents the sum of terms in which the line i doesnot 

go straight through. SimilarlY the symbol 

6~=~t xni I ~@lrt 
(2.12b) 

represents the sum of terms of S ( or S t ) in wh'ich the final line 

f does not go straight through. .Finally, the symbol 

~ 
Sf-: ~3~ -i~-f (2.12c) 

Sf -l~+ =. ± 
~ 

(2 .12d) 

represents the sum of terms of S (or st) in which neither i nor 

f go straight through. Two frequently used identities, which follow 

from (2.12a,b) and (2.9c,d,m), are 

* A trivial bubble is a bubble that is connected to only two lines. 

It is usually represented by a dot. 

., 

>f 

.t. 

~ 
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A----f 

(2 .12e) L----______ ~ ____ -~_~.~ 

and 

_.~f , . (2.13d) 

(2.l2f) 

In terms of these symbols the nonvanishing Mgh are given by 
~if)f 

L~"'+""·-----+-+ (2.l]e) 

The nonvanishing functions· Mghk are 

(2.l]a) 

~
.p. 

~-~ 
t~ - + 

~ ----"1' 

(2.l]b) 

~ + . 
l. _I-to_ (2.l4a) 

.. 

and 

f 
-~ (2.l]e) 
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Mi(if)f 
of ~~ 

t. 

.. - '1-

-.~ L. - + 

~ (2 .14b) 

The first form given for each of these flll1c'tions ~,al though 

longer than the succeeding ones, exhibits a systematic rule: there 

is a minus box for each h in H, and these minus boxes occur 

between the parts of plus boxes that contain nontrivial bubbles on 

which the appropriate external lines terminate. 

To show how these formulas work we calculate ~ifyWhiCh is 

the discontinuity across the cut (if) evaluated below the cut f, 

but ahove all the other cuts. Using in order equations (2.5), (2.11c), 

(2.l2a), (2.l3e), (2.l2a), (2.9m), and (2.9~), one obtains 
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r-{ if) M(if) - M(if)f 

i~t- + 

t~ 
f 

.~ I. 

f 

.~ 
t 

i~f 

In a similar way one obtains 
~"' ___ f 

l{if) i.~+ 

=em . i
~~ 

+ ~~ 

(2 .15a) 

(2 .15b) 

These formulas (2.15) contain the inclusive optical theorem for the 

case c+···+f c. 

~. 

.", 

'" 

.. 



.~ 

,,-
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The formula (2.5a) expresses the216 functions MG as the 

f~ction M0 = ~ = M, which is the function evaluated above all the 

cuts, plus the sum of discontinuities that shift the point of -

evaluation, to below the set of cuts G. There is an equivalent 

formula that expresses ~ as the function M = _Mt , which is the 

function evaluated below all the cuts, plus the sum of discontinuities 

that moves the point of evaluation to above the complementary set of 

cuts G;: E - G. 

To exhibit these other formulas we introduce for any function 

F formed from boxes and bubbles the notation 

,. (2.16a) 

where dagger represents hermitian conjugate. In particular, for 

any function F represented by a single diagram one has 

N 
( -1) b F( + -+-+ _) (2.16b) 

where ~ is the number of explicitly appearing bubbles in the 

diagram, and F(+ -+-+ -) is the function represented by the diagram 

obtained from the one representing F by reversing the sign inside 

each bubble, box, and modified box [such as occurs in (2.12) and 

(2.9n)]. 

The functions MG all satisfy the important property [see 

( 5. 5B ) 1 

(2.17) 

But application of F -+ F and G -+ 'IT to (2.5a) gives 
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L (_l)n(G')~, 
G'eo 

(2.1Ba) 

Since the sums in (2.5a) and (2.1Ba) are over complementary sets, 

one of these formulas for ruP may have fewer terms than the other. 

SimilarlY, the application of F ... F and G'" 0 to (2. 5b) 

gives, for OnH = 0 

T"1J.G 

These functions 

~G 

L (_l)n(G') ~G' 

G'CO 

~G satisfy (see (2.4b») 

L (-1 )n( H' ) 
OH' 

M 
H'CH 

L (-1 )n( H-H") rvf( H-H" ) 

HileR 

(_l)n(H) L (-1 )n(H") Kf G-H)H" 

H"eH 

or, equivalently, for GnH = 0 

(2 .1Bb) 

(2.19) 

(2.20 ) 
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. -G 
The function ~ (for HnG = 0) is the multiple discon-

tinuity across the set of cuts H evaluated above the set of cuts 

gEG and below the set of cuts gEG-H. The extra factor (_l)n(H) 

in (2.19) and (2.20) reflects the fact that the multiple discon-

tinuities -IT ' 
~ are calculated by the rule 'function below the cut 

minus fUnction above the .cut". The sets of cuts referred to in 

(2.19) are shown in fig. 2.2 
+ ~

._. f 
; + 
L. . 

c;.-H [ __ 

tI { + 

Cr l-
Fig. 

-'IT The function ~ represents the multiple discontinuity 2.2. 
+ 

~----.-+-~ 
(2.22 ) 

across the set of cuts H (calculated by the rule below minus above) 

evaluated above the set of cuts G, and below the set of cuts G-H. 
Introducing the definitions (2.12), and the identity property (2.9m) 

of the I-box, one obtains 

As an example of these, alternative formulas note that the 

discontinuity across the (if) cut evaluated below all other cuts 

is given by (2.20), (2.16), and (2.11c) as 

(2.21 ) 

This same discontinuity is given by (2.5), (2.8), and the definitions 

(2.11c), (2.l3d), (2.l3e), and (2.l4b), as 
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+ 

·11 

+ 

-+- ~ of. + -~~ +i- +. --.+ 

(2.23 ) 

which, by virtue of the unitarity equation (2.9d) and the identities 

(2. 9k, Q.,m), becomes 

f 
.~ t. . 

which agrees with (2.21). 

~'. 
These results, together with several other single discon-

tinuities that can be derived in similar ways are summarized in 

fig, 2.3. Other valid formulas follow from these by a reflection 

about a vertical axis together with the substitution i ~ f. Still 

others follow from the uniform sUbstitution + +-+ - for. all signs 

io 
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.:::{-);:;:;::; of 
i.~ 

i~L~ 
f-: ~:- o-(l~) '" _ 

$=r:eu~4~p {~~~J 
~ [ri} li;;EBO[D& -L €§O ] 

L . . f: 11f=-

Fig. 2.3. The single discontinuity formulas. 
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0" and all signs "inside bubbles, 'boxes, and modified boxes. The : 
g 

sign standing outside the bubble on the left-hand side is not to be 

changed: it signifies that the discontinuity on the left-hand side 

is defined to be the function above the cut minus the function below 

the cut. That is, it is the difference M( 0 = +) - M( 0 = -). , g g 

The formulas described above define the 2
16 

functions MP, 
and all the discontinuities formed from them. In the following 

sections it will be shown that 26,018 of these functions have nice 

analyticity properties, and, in particular, continue in a well-

defined way around each real p singularity surface. The 26,018 

functions MP that have this property can be identified in the 

following way: For any set G let the set of signs ng be defined 

by the condition that ng is plus if g lies in G and minus if 

lies in G. Then ~ is one of the 26,018 boundary values if and 

only if there is no pair (i,f) such that the following conditions 

are all satisfied: 

- ni 
(2.25 ) 

III. HEURISTICS 

The properties of the functions MG will be derived in 

section VI from the properties of a similar set of functions TG. 

These functions TG are heuristically defined in this section as 

formal infinite sums of bubble diagram functions. Three properties 

of the functions TG will be identified in section IV as their 

g 

defining properties, and finite expressions for them will be obtained 

in section V. 
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If one introduces the definition 

R S - I (J.l) 

then unitarity takes the form 

Iteration gives, formally, 

00 

R" (J.2 ) 

This is an infinite series expansion for R in terms of Rt. 

The connected part of (3.2) can be expressed in the form 

[11] 

R 
c S c 

M T (].3 ) 

Here, as throughout this paper, the symbol B- represents a bubble 

diagram every bubble b of which is a (nontrivial) minus bubble. 

The sum in (3.]) is over all bubble diagrams B- with the appropriate 

external lines, and "~- is the bubble diagram function corresponding 

to the bubble diagramB-. A typical bubble diagram B~ is 

and the corresponding function FB is the product of the four 

indicated functions M = - st, integrated over the physical values 
c 

of the variables associated with the six sets of intermediate lines. 

Further details can be found in ref. [11]. 



.. 
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By deftnition a bubble diagram B is required to have 

its bubbles partially-ordered by the condition that every line that 

connects two bubbles of B runs from the right-hand side of one 

bubble to the left-hand side of another bubble that stands completely 

to the right of_the bubble from which the line came. This means that 

all lines can be drawn as directed lines that point from left to 

right. A diagram such as the one in fig. 3.1 is not a bubble 

diagram. 

fig. 3.1. A diagram that is not a bubble diagram. 

Consider an arbitrary channel g. It is defined by a 

separation of the set (1,"·,6) into two complementary disjoint 

sets J g and Jg . The set <B - of all B (with initial lines 

1,2,3 and final lines 4,5,6) can be separated into two sets 

and ~ g by the following rule: B belongs to to or 
lDg 

according to whether B- has or does not have an explicit g-channel 

cut set. 

Definition. An explicit g-channel cut set of B is a set of internal 

lines of B which if cut separates B into two connected bubble 

diagrams B(Jg ) 

lines jEJg , and 

and B(J), where B( J ) contains all the external 
g g 

B(Jg ) contains all the external lines jEJ. 
- g 
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Moreover, each line L. 
J 

of the cut set must be directed from 

B( J) to B( J ) . g g 

Thus, for example, the diagram B- of (3.4) belongs to ~ 

for g = 1,4, and t, and to (jJ g for all other g in E. 

This decomposition of 61- induces a corresponding 

decomposition 

T (3 .5a) 

of the infinite series expansion T of M given in (3.3). Here 

\ FB 
-

T ! g L 
(3. 5b) 

B- E d3 g 

and 

\ FB 
-

T
g 

L 
B-E CB g 

(3. 5c) 

For each channel g one can make this decomposition 

T = T + T
g

. Moreover, for any sum F of bubble diagram functions g 

FB one can use (3.3) to give an expansion of F in terms of bubble 

diagram functions ~-, and then use the same procedure to define a 

separation of F into two parts; 

F (J.6 ) 

g 

where F corresponds to a sum of B- each of_which has an explicit g 

g-channel cut set, and F
g 

_corresponds to a sum of B- none of 

which has an explici t g-channel cut set. In particular, one can 

write 

(3.7) 
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and 

(3.8) 

These definitions entail that 

represent the sum of FB- over those 

Tgh = Thg: both symbols 

B- that have both an explicit 

g-channel cut set and explicit h-channel cut set. In a similar way 

one can define Tghk, Tghkm, etc., all of which are independent of 

the order of their subscr1·pts. F thO t rom 1S symme ry property it 

follows that.all of the various functions THG with both upper and 

lower indices are independent of the order of their indices. For 

example, (3.7) gives 

T g 
h Th Thg (3.9a) 

while (3.6 ) gives 

Tg 
h (T Tg)h Th - Tgh (J.9b) 

so that T g = Tg 
feh h 

An expansion formally similar to (2.5) follows directly from 

(3.6). For example, 

~h (T - T )h h h T - T g g 

T - T - T + h g Tgh (J.lO) 

More generally, one finds 

TG \' (_l)n(H) 
TH L (J.lla) 

HCG 
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The functions ;f and TH defined by;f - (TG)t and 

(TH)t satisfy 

L (-1 )n(H) T 
. H (3.llb) 

HCG 

IV. ANALYTIC PROPERTIES OF TG AND ;f 

A. The Structure Theorem 

The proofs of analytic properties will be based on a theorem 

that specifies the analytic properties of an arbitrary bubble

diagram function ~. This theorem has been described in detail in 

ref. [12]. A resume of its main content is given here. 

The main assumption of the theorem is a set of physical-

region analyticity properties called the normal analytic structure. 

This analytic structure is equivalent to the S-matrix macrocausality 

condition [13). It is also a formal property of the perturbation 

theory expression for any scattering function. Roughly it is the 

property that the singularities of the physical scattering function 

are confined to positive-a Landau surfaces, and that in some real 

neighborhood of almost any point p on anyone of these surfaces 

the physical scattering function is the limit of an analytic 

function from directions lying in a certain cone. The rules specifying 

these directions are called the plus i£ rules. 

The Landau surfaces are surfaces associated with diagrams 

called Landau diagrams. A Landau diagram is a topological diagram 

consisting of a set of directed line segments Lj and a set of point 

vertices Yr. The topological structure of the diagram is specified 
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by a set of structure coefficients E. defined as follows: 

+1 

-1 

o 

Jr 

if L. terminates at 
J 

if originates at 

otherwise 

V 
r 

V 
r 

The lines bf the diagram are classified as incoming, outgoing, or 

internal according to the rule: 

L. 
J 

f 
inCO~ng if 

is outgoing if 
I 

E. 
Jr 

~ 0 for all r 

for all r 

i l internal otherwise 

The incoming and outgoing lines are collectively called external 

lines. 

Each internal and external lineL. of a Landau diagram D 
J 

is associated with a physical particle (of positive mass m. > 0), and 
J 

with a momentum-energy four-vector Pj. 

associated also with a scalar parameter 

Each internal line L. is 
J 

0 •• 
J 

The Landau equations 

corresponding to D are the mass-shell constraints 

2 
m. 

J 
o (all j), 

the conservation-law constraints 

o ( all r) , 

(4.2a) 

(4.2b) 
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the Landau loop equations 

I o (all R.d) , (4. 2c ) 

jElnt 

and the nontriviality condition. 

L 0-/-1 o (4.2d) 

j£Int 

The set lnt is the set of indices that label the internal lines 

of D, L is the set of indices that label the closed loops that 

can be constructed on the internal lines of D, and njR. is the 

number of times loop R. passes along line L. 
J 

in the positive 

direction minus the number of times loop R. passes along line Lj 

in the negative direction. (It is sufficient to consider a set of 

linearly independent loops; then the can be restricted to 

:1, and zero. ) 

Let P represent the set of momentum-energy vectors Pj 

corresponding to the external lines of D. Then the complex Landau 

surface L(D) is the set of complex points p such that for some 

choice of the complex Pj and associated with the internal 

lines L. of D the Landau equations corresponding to D can all 
J 

be satisfied. 

To describe the real Landau surface corresponding to DIet 

a sign 0. 
J 

set of signs 

be introduced for each internal line L. 
J 

of D. The 

o. is denoted by o. Then the real Landau surface 
J 

L(DO) is the set of points p that satisfy the above Landau 

equations and also the conditions 
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1m Pj 0 all j (4 .2e) 

1m a. 0 
J 

all jdnt, (4.2f) 

0 > 0 all j Pj (4.2g) . 

and 

0. 0.. > 0 all jdnt . 
J J 

(4.2h) 

The equations (4.2a) through (4.2h) are called the Landau equations 

corresponding to DO 

The sign is allowed to be ±, in which case the 0. 
J 

corresponding equation (4.2h) is eliminated from the equations that 

define L( DO ). 

'The symbol D + represents a DO with all ° = + j . The 

corresponding Landau surface L(D+) is called a positive-a Landau 

surface. The union of all 
+. + 

L(D) is called L. 

The Landau equations corresponding. to D+ have a simple 

physical interpretation [14,15]. The significance of the mass-shell 

and conservation-law constraints is obvious. The significance of 

the Landau loop equations is this: they ensure .that the "displacement" 

vectors 

t.i 

fit together to form a geometric diagram in a four-dimensional space. 

This geometric diagram .has the topological structure specified by 

+ D , and it can be interpreted as a space-time diagram representing a 

possible classical multiple-scattering process in which point 

particles scatter at point vertices. The conditions (4.2e) through 

(4.2h) ensure that positive energy is carried forward in time on each 
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leg of this multiple-scattering process. The parameter 

proper time associated with 1., divided by the mass m .. 
J J 

a. is the, 
J 

This 

geometrical interpretation of the solutions of the positive-a 

Landau equations makes it clear that· LCD + ) can be nonempty only 

if the vertices of D+ can be partially ordered by the condition that 

each internal line L. of D+ point from left to right. 
J 

These space-time diagrams are called space-time representa-

tions of DO. For every solution of the Landau equations corresponding 

to DO there is an associated space-time representation of DO. 

The vectors from an arbitrary origin to the vertices of the 

space-time representation are denoted by wr . The line Li 'is 

represented by the four-vector 

t.i 
r 

One of the conclusions of the .• J;;tructure theorem is an i£ 

rule of continuation for bubble diagram functions. This rule is a 

simple generalization of the plus i£ rule, and it is most easily 

described by first describing the plus i£ rule itself .. 

Let W = (w ... W ) l' , m represent the set of Wr corresponding 

to a space-time representation of some DO. Let 
+ 

D be some 

positive-a diagram, and let p be some point on L(D+). Let 

fl( D + , P ) be the union of all W that correspond to space- time 

representations of 
+ 

D having external lines specified by the set 

of (external) variables p. Let fl+(P) be the union of the sets 

fl(D+,~) over all positive-a diagrams. 



...,45-

The plus is rules can be stated in terms of a cone C+(p) 

that is closely related to ft(p). Let q:: (ql,Q2'''''%) represent 

the imaginary part of the ~~lexification of p:: (Pl,P2"",P6)' Then 

c+(p') - {q, - L 'jr qj"hlr >0 

jsExt 
rsVer 

for all 
1 

""O\p) 1 (4. 5a) 

Here Ext is the set of indices j that label the components Pj 

of P = (Pl,···,P6)' ~d Ver is the set of indices r of the 

components wr of w. By virtue of the Landau equations the cone 

C+(p) can be written in the alternative form [16] 

where "".( w) 
J 

for all 

is defined by 

> 0 

(4. 5b) 

is the set of indices 

labelling internal lines of the diagram specified by w, and the qj 

for jslnt are any set of four~vectors that satisfy for every r 

the momentum-energy conservation-law constraints 

where the external are fixed by q. 

Ch-1, The plus is rule says this: Let p be any point of f't 

which is the real mass shell restricted by momentum-energy conserva-

tion. Let C(p) be any cone that is closed apart from its missing 

apex q = 0, and that is contained in C+(pl) for all points p' 

in some real neighborhood of p. Let ern c be the complex mass 

shell, restricted by momentum-energy conservation, and suppose the 
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intersection of v}17c .with {qsC(p)} has p on its boundary. Then 

p has a real neighborhood "'r( (p ) C R4n such that the physical 

scattering function in 1''( (p) n 0/7 is the boundary value (in a 

distribution sense) of a function that is analytic [15] in the set 

<I\N\ n "Yl ", .. {qsC(p)} lit C {pIS I(p)} " n {qsN} 

where N C m4n is some neighborhood of q = ot This statement of 

the is rule will be used presently. 

The first main conclusion of the structure theorem [17] is 

* this : 

(1) Let B be any bubble diagram, and let rB( p) be the 

corresponding bubble di~gram function .. Then rB(p) is analytic at 

all real (mass-shell) points p not lying on 

L(B) (4.6 ) 

where DO is contained in B (i.e., DOc: B) if and only if DO 

can be constructed by replacing each Plus bubble b of B by 

either a point vertex Vb or a connected positive-a Landau diagram 

D~ such that L(r\) f 0, and by replacing each minus bubble b of 

* The contraction condition occurring in the statement of the 

theorem given in reference [17] is here replaced by the rule that 

condition (4.2h) is relaxed for lines Lj that are explicit lines 

of B itself. This new version is slightly stronger than the 

original version, but follows from essentially the same argument. 

t 1R4n is the real 4n-dimensional space, and n is the number of 

particles, which is six in the case under consideration. 
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B by either a point vertex Vb or a connected negative-a Landau 

diagram D~ such that L(D~) i 0. The initial and final lines of 

b are to match the incoming and outgoing lines of ~. Thus each 

line of DOc: B is. either an internal line of a or D~, 

in which case it carries the sign 0. = + 
J 

or O. = -, respectively, 
J 

or it is a line Lj of the original bubble diagram B. In this 

latter case this line is assigned the sign 0. = +, which means that 
J -

the corresponding parameter Ctj can be positive, negative, or zero. 

These lines .of B itself are sometimes called explicit lines. 

An example of a DO C B is given by 

B (4.7a) 

and 

~. - . % .. . .. 
~ 

(4.Th) 

+ 
The internal lines of each Db and D~ are drawn so as to lie 

inside the corresponding bubble b. 

+ is defined, in analogy to Q(D ,p), as the 

set of all W that .correspond to space-time representations of DO 

that correspond to solutions at p of the Landau equations correspond

ing to DO. And nB(p) is defined in analogy to Q+(p) as 

(4.8 ) 

Finally, 
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is defined, in analogy to + c (p), as 

{
q: - L £jrqj"wr > 0 

j£Ext 
rEVer 

w in o"(p)} for all 

{
q: I 

j£lnt 

for all W 
B 1 

n (p)] . 

(4.9a) 

(4.9b) 

The second main consequence of the structure theorem is this: 

(a) The functions ~(p) satisfy an i£ rule that is the 

same as the plus i£ rule described above, except that CB(p) 

replaces 
+ 

C (p). 

If CB(p) is empty then the i£ rule is devoid of content: 

no assertion about analyticity properties of FB at p is made. 

An important case where CB(p) is empty is the case in which 

p lies on L(?+(B»), where D+(B) is the positive-Ct diagram 

obtained by contracting all the bubbles of B to point vertices. 

·For example, if 

B '~ + . 
2. . 

S 
3 - Eo 

(4.10a) 

then 

.. 
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(4 .10b) 

To see that CB(p) is empty in this case note that if p 

lies on L(n+(B») then it also lies on L(n-(B»), beGause the 

Landau equations are invariant under the transformation cx. -+ - cx j ' J 

OJ -+ - OJ. 

But then the 

But the change cx. -+ - cx. reverses all vectors 
J J "'j' j£Int. 

CB(p) defined in (4.9b) is empty, since both 

D+(B) c. B and D-(B) C B. Thus no analyticity properties are 

asserted for FB at p on L(n+(B»). 

It is in fact well-known [lB] that FB is identically zero 

on one side of the surface L(o+(BD' but not (in general) on the 

other. 

The example just given illustrates a simple way in which the 

analytic continuation of a sum F of bubble diagram functions can be 

blocked: for some Landau diagram DO the function F has a Landau 

singularity surfac~ corresponding to both -0 D ,where 

is DO with all the signs OJ reversed. The h: rules associated 

with D-o are opposite "to those associated with DO, and hence the 

structure theorem provides no way to continue the sum F past the 

surface L(Do) = L(D-O). 

This situation in which a function can have singularity 

surfaces associated with both a diagram DO and also the associated 

diagram D-O is the canonical situation in which continuation is 

blocked. However, for a full proof that continuation is-never 

blocked one must also rule out the possibility that surfaces 
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corresponding to topologically different diagrams conspire to block 

the continuation. This will be don~ in section VI. 

The proofs of section VI depend on certain analyticity 

properties of the functions TG and yG. These properties are 

derived in subsection D by combining the results described in this 

subsection with the properties of· the functions TG and ~ 

described in the next subsection. 

B. Properties of the TG and yG 

In this subsection three properties of the functions 

are described. These properties are satisfied by the formal expressions 

for these functions given in section III, and can be considered to be 

the defining properties of these functions as will be discussed in 

the next subsection. The analytic properties of the functions TG 

and ~ that are derived in section D follow from these properties 

alone, and hence apply, in particular, to the well-defined expressions 

for these functions given in section V. 

The three properties of th~ TG are now described. 

Property 1 

Each TG can be written in the form 

L 
HCG 

(_l)n(H) T 
H 

(4.lla) 

where the TH are a set of 216 functions that can be written in the 

form 
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where every Bin. diH has an explicit h-channel cut set for every 

h in H. [These cut sets are defined above (3.5).) Property 1 

follows, for the infinite series expressions, from (J.lla). 

Property 2. 

G Each T can be converted solely by means of the unitarity 

and cluster decomposition properties of S from the form given in 

(4.11) to the form 

(4.12 ) 

where no DO c: d3 G has a positive-a g-channelcut set for any g 

in G. Here the following definitions are used: 

Definition A positive-a g-channelcut set of DO is a set of 

internal lines of DO such that DO is separated by the cutting 

precisely once 

diagrams D°(Jg) 

external lines 

of every line of this set into two connected 

and DO(J) such that DO(J ) contains all the 
g g 

je:Jg and DO(Jg ) contains all the external lines 

Moreover, each line L. 
J 

of the cut set must be directed from 

and have a sign 0. = + or 
J 

+. 

Definition A DO C. (j3 is a DO such that for some B the 

conditions DO C. Be: ~ hold. 

Remark For any collection Q? of diagrams B- having only minus 

bubbles the statement no DO C. ~ has a positive-a g-channel cut 

set is equivalent to the statement no DO C r13 has an explicit 

g-channel cut set. This is because only explicit lines of B- can 

belong to a positive-a g-channel cut set. Thus property 2 follows 

from the meaning given in (3.5) and (3.6) of superscripts. 
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Property 3 

T =' M 

Remark In equations such as (4.lla ) and (4.12) involving sums of 

functions FB over sets Be: <B it is to be understood that the 

diagrams B of ~ can eventually have signs or other numerical 

coefficients, and that the functions rB inherit these coefficients. 
=<} 

The functions T and TH are defined, in accordance with 

(2.16), by 

~ _ (TG)t 

'I rB (4.l4a) 

Be:~G 

and 

TH _ (T )t 
H 

L rB (4.14b) 

Be: (H H 

where 
-G 
S and 8 H are obtained from @G and cB H by the 

mapping 
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(4.14c) 

followed by an overall sign change. The last two mappings in (4.14c) 

apply also to the special boxes defined by (2. 9n ), (2 .12a ), (2 .12b ) , 

and (2.12c). 

Negative-a g-channel cut sets are defined in the same way as 

positive-a g-channel cut sets [see (4.12)] except that "positive-a" 

is replaced by "negative-a", and 0. = + 
J 

0. = - or +. It is thus clear that no 
J 

g-channel cut set for any g in G. 

C. Uniqueness of the TG 

or ! is replaced by 

DO C e G has a negati ve-a 

In section V a set of 217 well-defined fmlctions TG and' TH 

satisfying properties (1), (2), and (3) is constructed. The'question 

of lIDiqueness arises: Can there be two different sets of 217 flIDctions 

TG and TH satisfying these three properties? 
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In this section it is shown that the flIDctions TG and TH 

ar.e lIDique in the following sense: Let TG and TH be members of 

any set of 217 functions that satisfy properties (1), (2), and (3). 

Let T G and T~ be the infinite series expressions obtained by 

introducing for each plus bubble of the expressions (4.12) and (4.11b) 

for TG and TH, respectively, the expansion (3.3), and then 

combining together the different terms that are multiples of each of 

the distinct possible minus-bubble diagram functions ~-. . Then 

T G and T~ are precisely the infinite sums that were represented 

G in section III by the symbols T, TH. This result justifies the 

use of the same symbols TG and TH to represent, on the one hand, 

the ~nfinite series exPressions defined in section III, and, on the 

other hand, the finite expressions that are obtained in section V. 

For a complete proof of uniqueness one should, strictly 

speaking, show that two different well-defined expressions in terms 

of bubble-diagram functions that have the Same expression in terms of 

minus bubble diagram flIDctions are in fact equal. This can probably 

be done. However, it is not necessary for our purposes. All that 

we need is some set of well-defined functions that satisfy the 

properties (1), (2), and (3), and these flIDctions will be taken to be 

the flIDctions defined in section V. We doubt that others exist, but 

the uniqueness of the MG is based in any case on the generalized 

Steinmann relations. 

Be,cause uniqueness is not really essential to our argument 

the proof of it will ,be simply sketched, rather than presented in 

full detail.. 
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If the infinite series expansion (3.3) obtained from unitarity 

and the cluster decomposition is introduced back into the unitarity 

equation one finds that it is identically satisfied: i.e., if (3.3) 

is introduced-into' sst - I o then one obtains the result 

o (4.15 ) 

where (l3 ~ is empty. This means that if any function 

F (4.l6a) 

is converted by means of (3.3) to an infinite series 

F (4.16b) 

then CB -F is invariant under a change in form of F generated by 

the application of unitarity: i.e., if F and F' are equal by 

virtue of unitarity and the cluster decomposition of S then 

(B -F d3 -F' (4.l6c) 

This is true because (4.15) implies that any identity among bubble 

diagram functions that follows from unitarity and cluster properties 

is" identically satisfied when all the components are expanded in terms 

B-
ofF functions: Le., unitarity acts as the identity in the minus-

bubble representation. 
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Let 
17 TH be members of a set of 2 functions that 

S tJ.·sfy (1") (2) and (3) The formula (4.11a) for TG entails a " . " 

(see Appendix B) that the functions THG defined for G~H = 0 by 

T G 
H L (_l)n(G' ) THG , (4.17a) 

G'eG 

satisfy 

T G ) (-1 )n(H' ) TGH ' 
H L 

H'e::: H 

and also 

T G I GK' 
H THK" (4.17c) 

K' ,K" 
K'VK"=K 
K'n K"=0 

where in (4.17c) the sum is over all nonintersecting sets K' and 

K" whose union is any fixed set K that does not intersect GVH. 

A special case of (4.17c) is 

This gives TG as a sum over terms of the form 

and (4.17b) give 

T K 
K 

\ (_l)n(G') T 
L KG' 

G'CK 

(4.18 ) 

Equations (4.l7a) 

(4.19a) 
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L (_l)n(HI)TKHI 

H'CK 

(4.19b) 

The equality of the right-hand sides of (4.19a) and (4.19b) 

follows from (4.11a) alone: it is identically satisfied if (4;11a) 

is introduced into (4 .19b ) . According to property (2) the equali ty 

of the expressions (4.11) and (4.12) for G T follows just from 

unitarity and the cluster decomposition of S. Thus, according to 

(4 .16c ), equation (4 .ll~) with TG and TH replaced by T _ G and 

T~, respectively, is identically satisfied: both sides have the same 

minus-bubble representation. But then the replacements of the TG 

and TH on the right-hand sides of (4 .19b) and (4 .19a) by T G and 

T~, respectively, must yield the same answer: both procedures must 

give the same formal expression 

T K 
K 

(4.20 ) 

where GB -K is some well-defined set of B-. 
K 

/.) -G 
\D be the set of obtained by the expansion of 

the 

Let 

BE Q3G in terms of B-' S . And let G5 ~ be the set of B 

obtained from the series expansion of CB H in terms of B-' s: The 

characteristic properties of U3 G and (/3 H are not destroyed by 

the series expansion. That is, no DO C. ,1; -G can contain a 

positive-a g-channel cut set for any g in G, and every BE Q3 -
.' . : H 
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contains an explicit'h-channel cut set for every h in H. Moreover, 

the condition that no DO C e -G contains a positive-a g-channel 

cut set is equivalent to the condition no BE U]iG contains an 

explicit g-channel cut set, since all lines L. 
J 

of any B- with 

OJ = + or ! are explicit lines of B-. Thus, by virtue of (4.19), 

-K d3 contains a B- only if B- has no explicit g-channel cut set 
if 

for any g in K, and has an explicit h-channel cut set for every 

h in K. But then any given B- 'can be contained in one and only 

of the sets a3 -K, namely the one such that if is the set of all 
K 

g 

such that B- contains an explicit g-channel cut set. 

Each B- must in fact be contained exactly once (with 

coefficient plus one) in the union of all d3 -K. This follows from 
K 

(J. 3 ), (4.13), and (4.18) for the special case G Thus each 

,0 -K 
VJ is, by virtue of (4.11-13), exactly the set of all such 

if 
that B- contains an explicit g-channeJ, cut set for every g in if, 

and' contains no explicit g-channel cut set for any g in K. That is, 

10 -K each \D is uniquely defined by the conditions (4.11-13). Thus, 
if 

by virtue of (4.18) and (4.20), every' T_G is also uniquely defined 

by the defining properties (1), (2), and (3) of TG. The T~ are 

uniquely defined by (4.20) and 

(4.21 ) 

D. Analytic Properties of TG and rG 
For any g in G consider the Landau surface 

L( D +) = L( D-) corre.sponding to the pair 
g g 

normal-threshold diagrams. [See fig. 4.1.] The diagram D+ has a 
g 
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positive-a g-channel cut set. Hence property (4:12) implies that no 

D; satisfies D; C; cB G. If only normal threshold diagrams need to 

be considered then the generalized i£ rule stated below (4.9) says 

that the function TG continues into itself around 

by the rule associated with the negative-a diagram D-. This rule is 
g 

the minus i£ rule, which prescribes a detour into the lower-half Sg 

plane. 

This argument extends illllIlediately to a large class of 

singularities: property (4.12) excludes from TG all singularities 

associated with diagrams DO that can be contracted to any positive-a 

diagram 
.+ 
Dg, for any ~ in G. 

By a similar argument ;fl can have no singularities 

associated with diagrams that can be contracted to any D; for any g 

in G. If TG = rE-G, then this function has no singularities 

o associated with any diagram D having a positive-a g-channel cut 

set for any g in G, or having a negative-a g-channel cut set for 

any g in E-G. 

This property is the basis of the proof in section VI of the 

analyticity properties of the 26,018 boundary values NP. Before 

giving ·that proof we shall, in the following section, construct 

finite representations for the functions TG and ;fl, and show that 

TG = rE-G for the values of G defined by (2.25) 
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(~) 
..... 
J)t Ib) 1>t 

;-,.+ 
(../) ..J.)t; 

Fig. 4.1. All connected posi ti ve-a Landau diagrams with 3 incoming 

lines, 3 outgoing lines, and 2 vertices are shown. Line i is any 

one of the initial lines. 1, 2, 3, and line f is any one of the final 

lines 4, 5, 6. The plus signs on the internal lines indicate that the 

corresponding Landau a's are positive. The number of the internal 

lines, n, is an arbitrary positive integer. The 6 diagrams of (a) 

and (b), the 9 diagrams of (c), and the diagram of (d) are called sub-

energy diagrams, cross-energy diagrams, and total-energy diagram, 

respectively. The connected negative~ g-ehannel diagram D; is 

obtained from 

minus signs. 

+ D by simply changing all the plus signs 
g 

0. to 
J 
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V.' CONSTRUCTION OF THE TG 

In this section a set of functions TG is e.xhibited that 

satisfies the three properties listed in section IV. The procedure 

is to make an' ansatz for the functions TH, and then to show that 

-these three properties hold. The ansatz is that 

(5 .la) . 

in all cases except those given by the formulas 

(5 .lb) 

The functions ~. are defined by (2.7-14), and the functions Dif 

are defined by 

(5 .lc) 

Inspection of (5.1) and (2.11-14) shows that (4.11b) is 

satisfied. Thus if TG is defined by (4.11a) then property (1) is 

satisfied. Property (3), i.e., eq. (4.13), follows from (4.11 ) and 

(5.1). Thus it only remains to prove property (2), which is that the 

expression for TG given in (4.11) can be converted solelyby means of 

unitarity and cluster properties to the form (4.12). 

The conditions imposed by (4.12) can be compactly stated with 

the aid of the following 

Definition A fimction F is said to belong to 6G G if and only if 

F can be expressed, using only unitarity and' cluster properties,. in the 

form 
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L ~ 
BE cB F 

F (5.2 ) 

where no DOc: ~ F has a positive-a g-channel cut set for any 

g in G. 

In terms of this definition (4.12) is the requirement that for 

·G oIOG. every G the function T belongs to ~ 

This property (4.12) must be proved for each of the 2
16 

possible sets G. The sixteen special cases in which G consists 

of a single element GEE are co~ered by 

Proposi tion5 .1 r:;.T - T g belongs to ~ g. 

Proof 

Case 1 g = i 

Unitarity (2.9d), and the cluster decomposition formulas 

(2 :9i), (2. 9j), and (2 .9m) give 

-=€E -

+ + 

(5.]) 
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The left-hand side of (5.3) is T - Ti . The right-hand side is 

the required expression for Ti , for it is clear by inspectiont 

.0 i. that every term in this expression belongs to ~ 

Case 2 g =·f 

The proof is essentially the same as for case 1: one 

merely uses the alternative form (2.9c) of.unitarity, in which. the 

minus box appears on the right-hand side instead of the· left-hand 

side. 

Case 3 g = (if) 

Equation (5.9) of ref. [9), specialized to the.present case, 

reads 

+i~t 

( 5. 4a) 

t No DOC B can have a positive-a g-channe1 cut set if any 

minus bubble of B touches external lines from both J and J g g 

And no DO C B can have a positive-a g-channel cut set if B 

is not a connected diagram. These remarks will be u.sed repeatedly 

in the arguments that follow, and will be indicated always by 

the dagger SYmbol that identifies this footnote. 

/ 
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where the function represented by the Rc box appearing on the 

right-hand side belongs, as explained below, to 6t {if). The last 

three terms on the left-hand side of (5 .4a) are disconnected, by. 

virtue of (2.90) and (2.9p), and hence cancel the disconnected terms 

on the right-hand side. This gives the required result. 

The fact that the function represented by the R box in 
c 

(if) . . 
(5.4a) belongs to d? follows from results of ref. [9). 

Comparison of eqs. (5.6), (5.8), and (5.9) of [9) shows that 

L~f- = .~ @ 
= i~-f m (5 .4b) 

= i~f + .-"1). P. 

where D.P. is a sum of disconnected parts and H is a sum of 

FB over a set <B of B with the property that for any DOc. 65 
the line i can be connected to line f by a directed path from 

i to f that consists of a sequence of L. having the property 
J 

that every one of these Lj with OJ = + or! points in the direction 

of this path from i to f. This directed path is indicated in the 
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second line of (5. 4b ). ' [The lines L. with a. = - can be ignored). 
J J 

The'existence of such a path is implied by (5.7) of ref. (9). It 

ensures that no DO c:: tB has a positi ve-<l (ir)-channel cut set. 

Case 4 'g = t 

Let A, B, and C denote certain bubble-diagram functions, 

and let A and C each be decomposed into a sum of two bubble-

diagram functions so that 

A = A' + A" (5.5a) 

and 

C =. C' + C" (5. 5b) 

Then one finds, trivially, that 

ABC = A'BC + ABC' - A'BC' + A"BC" (5.6 ) 

Here the product form indicates the usual product of bubble-diagram 

functions so that, for example, in ABC the outgoing lines of the 

bubble diagram corresponding to A are identical with the ingoing 

lines of the bubble diagram corresponding to B. 

Consider the special case of (5.6) where A and C each 

represent the plus ,( minus) box and where B represents the minus 

(plus) box. Unitarity [Eq. (2. 9c, d ») takes the form 

" AB = BC I (5.7) 

Substituting (5.7) into (5.6) one obtains 

A A' + C' - A'BC' + A"BC" (5.8 ) 

-66-

Suppose, specifically, that in (5.8) A and C' represent 

the plus box and that B represents the minus box. Also let A' 

and C' each denote the circled plus box and let A" and C" 

each denote the plus bubble [so that eqns. (5.5a) and (5.5b) are a 

form of (2.9n»). Then (5.8) takes the form 

(5.9a) 

Similarly, one finds 

-~ 

~+ 

(5.9b) 

Equations (2.9n), (2.9i), and (2.9j) show that 
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+L~ + 
i 

(5.10 ) 

It is 'clear by inspectiont that the last three terms of 

( 5.10) belong to (jl t. The first term can be written with the aid 

of (2.9k,t) in the form 

(5.11) 

where the vertical lines a,Y, and <5 cut through the sets of lines 

that are to be identified with the sets of lines labelled by a,Y, 

and <5 in (6.1) of (9), respectively, and 8 is identified with 

the empty set. 

Suppose that B is replaced by an equivalent B I a's is 

explained in corollary 6.1 of (9). ° ' ° Let D be any D Co B' and 

suppose that 'DO has a positive-a t-channel cut set. Then the 

right end point of every line of y must lie in DO(Jt ). This is 

true because no li.ne of a positive-a cut set of DO can be an 
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outgoing line of the right minus bubble or an internal line of a 

negative-a Landau diagram D~ corresponding to this minus bubble. 

Similarly, line <5 is in DO(T
t
), Hence, all the conditions 

required by the last sentence of Corollary 6.1 of [9] are met [To 

convert the notation of [9] to that of Case 4 of the present paper 

use the correspondence: w =~ -+- {1,2,3}' WI = w2 -+- {4,,5,6}, 

-( ) O() - ° connected X C,w l -+- D J t ' connectedX(C,w) -+- D (Jt ), simple 

positive (w,w l
) cut set with X(C,w l

) and X(C,w) 

connected -+- positive-a t-channel cut set.]. Thus, if that part of 

DO that corresponds to B' 
3 

(B' 
3 

is equivalent to ~3) is denoted 

by ° D3 ' then all points of 
0-

D3 - a lie in DO(J
t

)· This means 

that the part of DO that corresponds to the part of B' lying to 

the right of the set ,of lines a must lie in But then the 

remaining part of DO must be disconnected, and the existence of 

a positive-a t-channel cut set is precluded. 

Proposition 5.1 is a special case of 

Proposition 5~2 The function 

(5.12 ) 

can be converted by means of the unitarity and cluster decomposition 

properties of S to the form 

(5.13) 

where no DO C (B G has a posi ti ve~ g-channel cut set for any g 

in G. 
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That is, the TG defined by (5.12), with theTH defined 

by (5.1), belongs to r£ G. 

Proof Several quantities that occur often in the proof are defined 

as follows: 

A - ::f±1= 

A f 

.~ 
I.~ 

~T 
i.~ 

+ i.~T + .J:>.r>. 

(5 .14a) 

(5.14b) 

(5 .14c) 

(5 .14d) 
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where D.P. stands, in general, for any sum of disconnected part~ •. 

The first two quantities appearing in the last line of (5.l4d) 

are defined by 

- ~if) (5.14e) 

where the calculation in (2.15b) is used, and 

.~i' 
L . ( 5.14f) 

where the calculation in (2.15a) is used. The second and third 

quantities in the last line of (5.14d) are defined by (5.1), (2.llc), 

(2.13a), and the definition 

- (-l)~ ~(+ ++-) (5 .14g) 

where ~ is the number of (explicitly appearing) bubbles in B 

and ~(+ ++-) is the bubble diagram function for the bubble 
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diagram B( + +-+ -) obtained from B by changing the sign inside 

each bubble, box, and modified box. 

Each of the above equations can be converted to another one 

by the application of bars to each term. For example, from (5 .14d) 

one obtains 

-i -f -
T(if1 + T(if) + T(if) + Tif + D.P. (5 .14h) 

Using (5.14), (4.1]), (2.10), and (5.1a) one may write 

(5.9a) and (5.10) in the form 

.T Tt + A - 2- A. 
]. 

i 

From (5.9b) one obtains 

T Tt + A - ~ A. 
]. 

i 

For any G in E this 

A - IA. . ]. L Af + 

icG fcG 

where 

L A + 
f L Aif + D.P. 

f i,f 

L A + 
f L Aif + D.P. 

f i,f 

equatiDn can be written as 

~. 

Aif Fl L 
icG,fcG 

+ ~ Aif + D.P. 

.h:G,fcG 

(5 .15a) 

(5.15b) 

(5.16a) 

(5.16b) 
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The unrestricted sums over i or f are sums over all three val~es 

of i or f. As mentioned earlier, the index i is always 

restricted in this paper to the values 1,2, and ], and the index f 

is restricted to 4,5, and 6. A sum over icG is a sum over those 

indices i = gcG that label initial subenergy channels, and the 

sum over icG is the sum over the remaining indices in the set 

(1,2,]). 

From (5.14b), the cluster expansion (2.9j), and (5.14e) 

one obtains 

T. + D.P. 
]. 

Under the substitution F + F this equation becomes 

\f 
L T(if) 
f 

+ r + D.P. 
]. 

where we have used (5 .14e) and (5 .. 14f). Similarly, 

L f 
T(if) + Tf + D.P. 

i 

and 

\"""'i L T(if) + Tf + D.P. 

i 

( 5.17a) 

(5.17b ) 

(5 .1Ba) 

(5 . 19b ) 

Substituting the right-hand sides of (5.17a), (5.1Ba), and 

(5.l4d) into the second, third, and fourth terms on the left-hand 

side of (5.16a), respectively, one obtains 

... 
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ieG,feG 

,-. 
) 

L..;,. 
iet,feG' 

(5.19) 

ieG,feG 

The equation 

(5.20 ) 

was proved in section. II [See (2.21) and (2.22)1. This equation 

yields triVially 

L T(if) 
ieG,feG 

~. . 
. L [T(if)- Ti(if) - T(if)f 

ieG,feG,(if)£G 

(5.21 ) 

where the condi Hon (if )eG or (if kG lmder the summation' sign 

means that there is a sum over the pairs (i,.f), and that this sum 

is to be restricted both by any other appearing conditions on i or 

f, and also by .the cObditj on that (if) be an element of G or 

IT, respectively. One also finds trivially from (5.14e) and (5.14f) 

t.hat 

iEG,fcG 

iEi;,fe:G 

~ 

"\ 
L 
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if:G,fdI,( if )eG 

+ ~ 
L 

i eG, feG, (if')eG 

+ 

(5.22 ) 

(5.23 ) 

Suhstituting (5.21), (5.22); and (5.23) into (5.19) one 

obtains 

T t F2 (5.24 ) 

where 

.,"", -L Tf 
\ 

....--
\ \, 

F2 - - / T. + 
L~ Tif - / T(if) 

L..... 1 L..... 

if.:G feG iEG, fEG (if )eG 

~ \' \ 
Ti ( if) + T(if)f + L. I 

'--
i eG,{ if)f:G fEG, (if )eG 

,--
.1 

Tj( if)f L 
(5.25'1 ) 

iEG, flOG, (if kG 
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and 

\" 'f(if) L _ 
ie:G, fe:G, (if)e:G 

+ L 
ie:G, fe:G. (if)e:G 

(5.25b) L 
ie:G,fe:G, (if )d}" 

At this point it is convenient to consider separately two different 

cases. 

Case 1 (te:G) 

Suppose G does not contain t. Then (5.24) becomes 

(5.26 ) 

Indeed, the terms appearing on the left-hand side of (5.24) are 

identical to those appearing on the left-hand side of (5.26), by 

virtue of the fact that all the TH = MH for H c: G not explicitly 

listed in (2.10), (2.11), (2.13), or (2.14) vanish. Thus the proof 

for case 1 can be completed by showing that. F 3 . belongs to 6L G. 

The cluster property (2.9j) and unitaritY give 

A. 
~ 

Similar ly , . 
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+.~ L . 

+~ 

i~+ 

(5.27 ) 

(5.28 ) 

After substituting the right-hand sides of (5.27) and (5.28) into 

(5.l6b), one seest that 

( 5.29) 

belongs to ,£ G. 

After replacing the plus bubbles in and in 

by the left-hand sides of (2. 9k) and (2.99,) one sees t that. t.he last 

three terms on the right.-hand side of (5 .25b) belong to tR.. G. 
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Hence, F3 belongs to 62 G if 

~ . Aif - ~ T(if) I Aif 

h:G,fe:G i dr, fe:U, ( if )e:G i e:rr, fe:rr, ( ir)e:G' 

+ (5.30 ) 

belongs to (j(G. One seest from (5.14d) that this is true for the 

first term on the right-hand side of (5.30). 

From (5.6) of. (9) one obtains 

~:: f 
. +-, . 

.~.f 
~~ 

.. ~f 
L'~ (5.31 ) 

The H-box is the expression given in (5.7) of [9]. ·It is a sum over 

a set. <B of bubble diagrams B such that any DO C. BE e 
cont.ains a .path G> from i to f that consists of lines Lj 

with the following property: each line Lj with sign o. 
.1 

+ or + 
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point.s in the direction of G>, i.e., from i to f. This 

propert.y is indicated by the internal line in the box appearing in 

the last line of (5.31). This line precludes the existence of a 

positive-a (if)-channe1 cut set in the Aif - T(if)' Thus one 

sees t from (5.31) that the second term on the right-hand side of 

( 5. JO) belongs to c1' G. This completes the proof for case 1. 

Case 2 (te:G) 

Suppose G contains t. The equation 

(5.32 ) 

is now needed. 

Proof of (5.J2) 

Equations (5.15a) and (5.15b) give 

\' 
+ L. Aif + D.P • (5.33) 

i,f 

Using (5.1), (2.1Jb), (2.l2a), (2.9j), (2.9k), (5.14), and 

(2.11a) one obtains 



Similarly, 

-i~ 
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~ - . +-
L 

,.~f 
L\.~· 
f 

L Aif - Ai - Ti + D.P. 

f 

- Tft = L Aif - Af - Tf + D.P. 

i 

(5.35) 

By virtue of (2.9c), (5.6), (2.12a), (2.12b), (2.9k), and 

( 2. 9l) one has 
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~
f 

-. +- - + -- L 

=i~f+L~t 

=i.~f 

~f 
-. +, - ..,.. 

L 

f 
+-i~ 

+ 
+ i.:04 I hiEi" 

( 5.36 ) 

so that, by (5.14), (5.1), and (2.14a), 

(5.37 ) 

Combining (5.33), (5.34), (5.35), (5.37), and using (5.17a) 

and (5.18a) one obtains (5.32). 

~y virtue of (5.34), (5.35), and (5.37) one may write (5.32) 

in the form 
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+ D.P. (5.38) 

where 

'\ 
~ Tt + ~ Tit + 

iEG 
~ Tft 
fEG 

( 5.39) 

Consider the term ~ Aif appearing in (5.38). Equations 

iEG, f£G 

(5.14e,f, and h) allow it to be written as 

\' 
/ Aif 

'----

~~ 

,> Aif 
.L..... 

i£G,fEG i£G, fEG, (if )£(}' 

L (T~ if) + Tf if) - T(in - 'fif) 

ir:C,fEC,( if lEG 

+ D.P. (5.40 ) 
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The term - Tif can be decomposed into two parts: 

=~.~~ 
'I. . - of 

(5.41 ) 

The term Cif is the part of - Tif in which the two lines i and 

f touch a single minus bubble, and Dif is the part in which the 

two lines i and f do not touch a single minus bubble. 

Substituting (5.40) into (5.38) gives an expression for 

- Tt- that can be introduced into the expression (5 .16b) for Fl' 

Substituting this new expression for Fl into (5.25b) and using 

(5.17a), (5.17b), (5.18a), (5.18b), and (5.41) one finds that Eq. 

(5.24) takes the form 

where 

T + F + F + F 
245 

i dr, fdi', ( if )cG 

(5.42 ) 

( 5.43) 
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and 

i 
T( if) 

fe:G,(if)e:G 

+ 
~ \ f 
l T( if) 

""" L-.. _ 
ie:G,(if )e:G 

+ 

+ D.P. 

[The function DG is defined by (5.43) only for the present case 

te:G. See (5.49).] 

According to (5.1) 

A trivial conse,quence of ('5.45) and (5.43) [for the present te:G] is 

\-1 
L ... T(if)t 

(if kG 

\ 
L Ti(if)t 

ie:G, (if)e:G 

\"-, 
T(if)ft + 

fe:G, (if kG 
~ Ti(if)ft 

h:G, fe:G,( if)cG 
(5.46 ) 
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If one uses the representation (5.46) of F
5

, then, for 

G containing t, 

T + F + F + F 
245 (5.47) 

Thus, the proof of Proposition 5.2 for Case 2 can be completed by 

.r.") G. showing that F 6 belongs to V"(.. 

Inspectiont of the bubble diagrams B that correspond to 

thebubble-diagramfunctions FB of F6 [see (5.14), (2.11), and 

(5.41) ] shows that all terms belong to except possibly 

L Aif ( 5.48) 

i e:1:r, fe:1:r, ( if kG 

The function Aif is defined in (5.14d,g). Introducing the 

expression (5.11), and making use of the argument of Case 4 of 

Proposition 5.1, one sees that this term is also in ~ G. This 

completes the proof of Proposition 5.2. 

Proposition 5.3 

(5.49 ) 

where DG is defined by (5.46) if G contains t, and by DG = 0 

if G does not contain t. 't" :::::GT- ~ The quan Itles and Dare 

defined for all sets G by 

('5. 50a) 
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and 

(5. 50b) 

Proof It is sufficient to prove (5.49) for the case in which G 

contains t. For the application of hermitian conjugation and a 

sign change to (5.49) gives, 

which is (5.49) with G replacedby G. 

Applying this same transformation to (5.20), and performing 

a summation, one obtains 

T( if) 

(5.51) 

Applying this same transformation to (5.14e) and (5.14f) one obtains' 

(5.52 ) 

and 

(5.53 ) 

Consider the case in which G. contains t. If on the right-

hand side of (5.44) one substitutes for Aif the right-hand side of 
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(5.14h) and then uses (5.51), (5.52), (5.53), and (5.41), one finds 

that 

T- \ T. Ll I Tif 

ie:G ie:G,fe:G 

+ 

ie:G,(if)£G 

ie:G,fe:G,( if )e:G 

Inserting (5.54) into (5.42) and using (5.47) one obtains the 

required (5.49). 

The Functions NP 
The function TG was defined by (5.12) as 

G 
T 

The function l'p was defined by (2. 5a) as 

( 5.54) 

( 5.55 ) 

( 5.56) 



-87-

According to (5.1) TH = ME except when H contains, for some 

(i,f), one of the four aets {(H),tl, {i,(if),t}, {(if),t,f}, 

{i,(if),f,t}. Hence, by (5.55) and (5.56) TG = ~ if G does not 

include t. If G does include t, then (5.47) together with the 

definitions of F 2 [see (5 .25a)], F 4 .[-see (5.39)], and F 5 [see 

(5.43) and (5.46)] show that 

GG 
T = M + F5 

Since DG = 0 if G does not include t and is equal to F5 if 

G does include t, the above result, can be summarized in the 

equation 

Then (5.49) gives, for all G, 

·G 
M 

which is (2.17). 

( 5.57) 

( 5.58) 

Remark Let the G in (5.58) be the complete set E. Then (5.58) 

says that ~, the furiction evaluated below all the cuts, is 

FA - ( 5.59) 

This result is called the Hermitian analyticity property of the 

scattering f\illction. The more general property (5.58) says that the 

function that. corresponds to M plus the discontinuities that. 

take t.he flillction to its value below the set of cuts g in G, is 

equal to t.he function FA plus the discontinuiti.es that take the 

function to above the set of cuts g in G. The analogous result 
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with T in place of M does not hold in general, as is shown by 

(5.49 ). 

The function DG is defined to be zero if t lies in G. 

For t in G it can be expressed in the form (5.43). Thus for the 

set of 26,018 values· of G defined by (2.25) one finds 

o (5 .60a) 

In these cases one has, by virtue of (5.57) and (5.58), 

(5.60b) 

The analytic properties of these functions are discussed in 

section VI. It is already evident that these functions ~p satisfy 

the properties (4),(5), and (6) described in the introduction. 

VI. ANALYTIC PROPERTIES OF THE MG 

A. Geometric Representations of Landau Diagrams 

The proofs of analyticity properties given in this section 

are b'l.sed on the existence of two different geometric representations 

of Landau diagrams. These two representations are discussed in this 

subsection. 

Each internal line L. 
J 

of a Landau diagram has a wel1-

defined direction: Lj is directed from the vertex Vr with 

E =-1 
Jr 

to the vertex V 
r 

with +1. This direction is 

the direction of flow of positive energy. An arrow is often placed 

on L. 
J 

to indicate this direction, and L. 
.J 

is said to point in 

the di rection of this arrow, i. e., from the vertex V with 
r E. =-1 

Jr 

t.o the vertex V wi th E:. = + 1. The external lines 
r .Jr 

directed: each incoming line is directed toward a vertex 

L. 
.J 

are also 

V with 
r 

.' 



E. = +1.; 
Jr 

Vr with 
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each outgoing line L. 
J 

is directed away from a vertex 

-1. [One can introduce trivial two-line vertices 

to take care of the' trivial cases in which a line goes straight 

through the diagram without touching any nontrivial vertex.}' 

The first geometric representation of a Landau diagram DO 

is the space-time representation discussed in section IV. Each 

space-time representation of represents a particular solution of 

the Landau equations corresponding to DO, and corresponds to some 

particular point p on L(DO). I thO n lS representation each internal 

line is represented by a space-time four-vector 

1':.. 
J 

The Landau equation entails that 1':.. 
J 

point 

in the direction of increasing time if is plus, and in the 

direction of decreasing time if 0. 
.J 

is minus. That is, the vertex 

V 
r 

if 

with 

0. 
J 

E. +1 lies later than the vertex 
Jr 

+, but lies earlier if 0. 
J 

V 
r 

with 

These conditions on the directions of the four-vectors 

impose a partial ordering requirement on the vertices of the Landau 

diagram DO. In t' 1 f + par lCU ar, or any positive-a diagram D with 

nonernpty L(D+) the vertices must satisfy the partial ordering 

condition that the diagram can be drawn so that each internal line 

segment L. 
J 

points from left to right. Likewise, for any negative-a 

diagram D- with nonempty L(D-) th t' . t 1 ever lces mus . a so satisfy the 

partial ordering condition that the diagram can be drawn so that each 

internal line segment points from left to right. To see this, 

one simply orders the vertices of the Landau diagram D+ from left 

• to right in accordance with the increasing time of the vertices of 

the.space-time representations of 
+ 

D , and orders the vertices of D 
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from left to right in accordance with decreasing time of the vertices 

of the space-time representations of 

Consider now any bubble diagram B. By definition this 

diagram can be drawn so that every (explicit) internal line runs from 

the right-hand side of one bubble. to the left-hand side of a bubble 

that stands completely to the right of the first bubble. Thus each 

line of B can be drawn as aline that points from left to right. 

Consider next any DO c: B. If one orders the bubbles of 

B in the way just described, so that all explicit lines of B 

point from left to right, and then draws each and D~ of 

as a small diagram lying completely inside the corresponding 

bubble b, with all of' its internal lines pointing from left to 

right, then all the lines of DO C B will point from left to 

right. (See (4. 7b ) ) 

The representation of a as a diagram in which 

every line L. 
J 

points from left to right is called a flow diagram: 

positive energy flows always from left to right in a flow diagram. 

This uniformity of directions of the lines of a flow diagram is to 

be contrasted with the nonuniformity of directions in the space-time 

representations of DO. In the space-time representations the 

vectors point in the direction of increasing time if 0. 
J 

plus, and in the direction of decreasing time if 0. 
J 

is minus. 

any DO C Bit must be possible to draw both a flow-diagram 

representation of DO and also a space-time representation of 

l'f L(DO) . lS nonempty. 

is 

For 

° D , 

The constraints imposed on DO by the existence of the flow 

diagram representation can be expressed in terms of the concept of a 

flow line. 
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Definition 0.1 A flow line is an ordered sequence of internal line 

segments L. 
J 

of a Landau diagram such that the leading end point 

(€. = +1) 
Jr 

of any Lj in the sequence except the last one is the 

trailing end point -1) of the next one in the sequence. 

Thus positive energy flows always in the same direction along a flow 

line: it flows from the trailing vertex of the first Lj of the 

sequence to the leading end,point of the final L .. 
J 

These two 

vertices are called the initial and final vertices of the flow line. 

In the flow diagram representation of DO the final vertex of any 

flow line stands to the right of the initial vertex of that flow line. 

Definition 6.2 A flow line v -+ V r s 
is a flow line with initial vertex 

Vr and final vertex Vs' 

Definition 6.3 A maximal flow line is a flow line that is not a 

proper subsequence of any other flow line. 

B. Space-time Ordering Theorem 

The proof of the analytic properties of MP is based on a 

theorem proved in this subsection. This theQrem depends on two 

lemmas. 

Lemma 6.1 Let V 
r 

and V s be two distinct vertices of a connected 

Landau'diagram D. Suppose X is a set of iines of D such that the 

cutting precisely once 

disjoint diagrams D 
r 

of each line of X 

and D s' where V 
r 

in Ds' Then there is a subset XC of X 

separates D into two 

lies in D and V lies r s 

such that the cutting 

precisely once of each line of XC separates D into two diagrams 

D c and 
r 

diagrams 

D e 
s 

D c 
s 
D C 

r 

'such that D c is a connected diagram that contains 
r 

is a connected diagram that contains 

and D c exhaust D. 
s 

V , and the two 
s 
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Proof The cutting of the lines of the set X separates D into a 

number of connected parts. Let DC' 
s be the connected part containing 

V. Let X 
s s be the set consisting of the lines of X that lie 

partly in D c' 
s 

Let be the subset of X s that consists of each 

line L. such that the cut in 
J 

L. can be reached from 
J 

V 
r 

by a 

path in D that is not cut by the set of cuts in the lines of Xs' 

This set XC is the desired set: cutting precisely once each line 

of XC separates D into the two connected parts D c 
r 

and DC. 
s 

It is clear that cutting the lines of XC disconnects the 

part of D that is connected to Vr from the part that is connected 

to V. 
s 

?or any path in D from V 
r to Vs would have to enter 

c' 
Ds at the cut on some line of Xs' But the first such cut reached 

by this path must be a cut on a line of Xc. Thus the cutting of the 

lines of XC definitely separates D into, at least two connected 

parts D c 
r 

and D c. 
s 

What must now be shown is that these two parts 

exhaust D. 

Consider the diagram D cut on the lines of Xc. Suppose 

there is ~ point x that is not connected in this cut diagram to 

either V 
r 

or V 
s 

This point x is connected in 

connected diagram D to the point V 
r 

by some path 

the original 

P. Since x 

is, by assumption, not connected to Vin the cut diagram the path 
r 

P must pass through the cut in at least one line of 

the first cut in XC reached on the path P from x to 

Let 

V. 
r 

C be 

Then 

x must be connected in the cut diagram to one side or the other of 
(' 

the cut C. But each cut in the lines of X~ is connected in the 

cut diagram on one side to Vs ' since XC is a subset of Xs and 

on the other side to Vr ' since each cut of c 
X can be cormected to 

" 

,. 
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Vr by a path not. cut by any cut in x s 
Thus x must be connected in 

the cut diagram to either V 
r 

or Vs ' contrary to the original 

assumption about x. Thus no such x can exist. This means that the 

two connected parts D c 
r 

and D c 
s 

of the cut diagram exhaust it. 

Lemma 6.2 Let V ~ V be a flow line of a flow diagram DO. Let r s 

X be the set of lines of DO that are cut by a plane T that lies 

perpendicular to the flow axis, that lies between V 
r 

and 

that touches no vertices of DO. Then the subset XC of X of lemma 

6.1 is such that each L. in XC 
J 

and its trailing end point in 

has its leading end point in D c 
s 

Proof The plane' T cuts DO into the parts Dr and Ds' where Dr 

lies to the left of T and D s lies to the right of T. The 

construction in lemma 6.1 ensures that 

Hence also lies to the right of 

D s 

T. 

of the set X s of lines of X that touch 

c' is a subset of D 
s 

Moreover, is a subset 

Thus every line of 

touches D c' 
s and hence has its leading end point in D ·c' which 

s ' 

is contained in DC. 
s 

Thus the trailing end ·points of the 

lie in DC. 
r 

Definition 6.4 Let Vr and V 
s be two vertices of a Landau diagram 

DO. Let n be a plus or minus sign. A V .2 V cut set of DO r s 

is a set of internal lines of DO such that DO is separated by 

the cutting precisely once of every line of this set into two 

connected diagrams V 
r 

and V lies in 
s 

set points from· 

DO(V s L and such that each line 

DO(V ) to DO(V ), and has a sign 
r s 

L. of the cut 
J 

0. = n or + 
J 
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Th~orem 6.1 

DO C. B 

Let B be any connected bubble diagram. Let be 

any 

or minus. 

that has a flow line V 
r 

Suppose ° D - has no V :2 V 
r s 

-+ V. Let 
s 

cut set. 

space-time representation of DO the vectors 

vertices Vr and Vs satisfy 

w - w s r 

n be either plus 

Then for every 

and w s to the 

(6.1 ) 

where V+ is the open forward light cone and V- is the open backward 

light cone. 

Proof Suppose n· is plus. Jlnd suppose that the points V r and V s 

both lie inside some single minus bubble b (i.e., they are vertices 

of the D~ that replaces b in the construction of ° DeB). In 

this case the flow line V ~ V must consist wholly of l.ine segments r s. 

L. 
J 

that also lie inside this minus bubble, and hence have signs 

0. This is because the condition that the bubbles of B be 
J 

partially ordered precludes the possiblity that a flow line V ->- V 
r s 

begin and end in the same b, but pass outside b. But if the 

lines of ·V -+ V 
r s 

all carry minus signs then the Landau 

equations that define the space-time representations of ° Dentail 

that each of the corresponding 6. 
J 

point into the backward light-cone. 

Thus, by virtue of the ordering conditions on the 

flow line, condition (6.1) will be satisfied. 

Suppose, on the other hand, that V and 
r 

the same minus bubble. Then one can construct a 

DO. To do this, simplY draw the flow diagram DO 

L. tha t make up a 

V 
r 

J 

v 
s 

do not lie in 

+ 
-+V 

s cut set of 

by first making all 

the minus bubbles b of B extremely tiny, and th",n replacing each 

tiny minus bubble b by a tiny D~. 
+ 

The Db are not made tiny. 
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Since the minus bubbles are tiny, and Vr and Vs do not lie inside 

the same minus bubble, one can draw a plane T that lies perpendicular 

to the flow axis, that lies between Vr and Vs ' and that does not 

touch any vertex of DO or any line that lies inside any of. the tiny 

minus bubbles. The XC of lemma 6.2 is then a V t V cut set of r s 

DO. Thus the assumption of the theorem is not satisfied in this case, 

and (6.1) need not be proved. This completes the proof for the case 

n = +. For the case n = -1 the proof is completely analogous. 

C. Skeleton Diagrams 

Each flow diagram D has a unique skeleton diagram Ds' which 

is constructed as follows. Consider the set of maximal flow lines of 

D. Regard as equivalent any two of them that touch exactly the same 

set of external vertices. (External vertices are vertices that touch 

external lines.) Draw a diagram consisting of t~e external vertices 

of D, the external lines of D, and one internal (flow) line ~ 

for each equivalence class of maximal flow lines of D. This' line ~ 

is drawn so that it touches precisely those external vertices that are 

touched by each member of the corresponding equivalence class. Now 

delete any line ~ that touches a set of external vertices that is a 

proper subset of the set of external vertices touched by any other 

line ~'. The resulting diagram Ds called the skeleton of D. 

Each flow diagram D having three incoming lines and three 

outgoing lines has a unique skeleton diagram Ds that is one of the 76 

skeleton diagrams shown in fig. 6.1. 

In constructing these diagrams use is made of the stability 

requirements, which demand that each nontrivial vertex have at least 

two incoming lines, and at least two outgoing lines. Each maximal 

~f 
~~~< 

CoC.) en 

(e) [31 

f 

'~~4 
(c,,) [3J 

(i..) [11 
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(cJ ) [ 1] 

>f7)-< 
cf) ['IJ 

>/r/'~< 
ej) ["11 

Fig. 6.1. The 76 skeleton diagrams for 3 ->- 3 processes. The indices 

i and f run over (l, 2,3), an"d (4,5,6) respectively. The number in 

square brackets below each figure is the number of skeleton diagrams 

represent.ed by t.ha t figure. 



'. 
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flow line must therefore begin at a vertex that has at least two 

incoming external lines, and must end at a vertex that has at least 

two outgoing external lines. 

D. Path of Continuation (Off-Mass-Shell) 

The aim of the present sUbsection is to construct for each 

,of the 26,018 boundary values NP and for each possible singularity 

surface L(DO
) of MG a path of continuation that continues the 

function JP into itself around L(Do )' However, the complications 

arising from the mass-shell constraints are ignored. When these 

constraints are ignored the rule of continuation can be formulated so 

that it depends only 'on G and on the skeleton of And for a 

given skeleton Ds the rule depends on G only through the question 

of whether certain critical g's associated wi th D 
s 

lie in 

or G. These critical g's are those that label the critical 

channels of D, which are. now described. 
s 

For each skeleton D 
s 

there is a unique set of critical 

G 

channels g. The critical channels g corresponding to a given Ds 

are the channels g such that Ds can be separated, by cutting some 

of its internal lines £, into two connected parts Ds(Jg ) and Ds (3g ), 

where D (J ) contains all the external lines j€J, and D (3 ) s g g s g 

con'tains all the external lines j€3g . 1breover, all the cut lines 

run from D (3 ) 
g g 

to 

to several skeletons D s 

·The critical channels corresponding 

are indicated in fig. 6.2. [For each g the 

sets J and J must be selected so that contains at least two 
g g 

indices f, and J 
g 

contains at least two indices 

> conditions given above cannot be satisfied.J 

i. Otherwise the 
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t 

>1-< 
(e) 

Fig. 6.2. The critical channels g of several skeleton diagrams D 
s 

are indicated by lines g that separate Ds into the two parts 

D (3) and D (J ). 
s g s g 

For any given G a set of signs is defined as follows 

[see (2.25)]: the sign ng is plus if g lies in G and is minus 

if g lies in G. Symbolically, can be defined by the set of 

conditions 

(for every g € E) (6.2a) 

where 

G (6. 2b) 

and 

(6 .2c ) 

The rules of continuation to be constructed here apply only 

to the 26,018 boundary values defined by (2.25). For these 

functions one has, according to (5.60), 

(6.]) 
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Thus MP can, by virtue of proposition 5.2 and eq. (4.14), be written 

in two alternative forms: 

(6.4+) 

and 

(6.4-) 

where the notation U3 ~ - <J3 G and 63 G '= i? G is used. The 

sets <a G and 
+ 

a;.G have the following properties: no 

has a positive-a g-channel cut set for any g in G; no 

has a negative-a g-channel'cut set for any g in G. 

If one introduces the notation of (6.2) ~nd writes 

for positive-a and -a for negative-a then the properties of 

/oG and U) can be combined into the following statement: 

For any G and g let n 

g-channel cut set. 

n . g. 
Then no DO C d3 G has an na 

n 

The rule for continuing MP past any L( DO) will be deri ved by 

combining this property of 6$ G wi th theorem 6.1, and then using f) 

the structure theorem described in sectiori IV. 

Consider any fixedG. Let 

fig. 6.2(a). The rule for continuing 

D be the skeleton shown in 
s 

~h p) past all L( DO) t.hat 

correspond t.o. DO having this skeleton D will now be derived. 
s 

The diagra.m Ds [i.e., fig. 6.2(a)1 has only one critical 

ehannel g, namely the channel g = t.. Let n he t.he f)t defined in 
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(6.2) . 
G 

Let M. be represented by the formula (6.4n). Then according 

to the statement just given of property (4 .. 12), no DO c:. 8 G has 
n 

an na t-channel cut set. 

This result implies that. the suppositions of theorem 6.1 are 

valid for every B c: <11 G and 
n every DO C B such that DO has the 

skelet.on Ds' provided Vr and v 
s are identified as the initial and 

and final vertices of 

V 2 V cut set of r s 

Ds' respectively; This is because any 

DO is also an na t-channel cut set of 

[See (4.12)j Indeed, since DO has only the two external vertices 

and Vs shown in fig. 6.2(a), any cutting of the internal lines of 

DO that separates 

in DO(V ) and V 
r s 

parts DO(J) and 
g 

in . DO(V ) must also separate DO into two 
s . 

DO(J) such that DO(J). contains all the 
g g 

external lines jc:~ and DO(Jg ) 

jc:Jg . In fact, DO(Jg ) would 

would be identical to DO(V). 

contains all the external lines 

s 

Since the suppositiom1 of theorem 6.1 hold, the conclusion 

holds: eq. (6.1) is true for all space-time representations of all 

DO <= ct G that have as skeleton the 
n 

D s 

and V s identified in the manner described. 

of fig. 6.2(a), with 

According to (4.6) and (6.4n), the singularities of MG 

are confined to the union of L(Do) over DO ~_ Q3 G. Suppose 
n 

lies on L(Do) for only if has skeleton D. 
s 

V 
r 

p 

[This supposition will be removed laterJ Then, by virtue of the 

conclusion stated in the preceeding paragraph, eq. (6.1) holds for 

all w in the set 

V 
r 
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n(p) ~G Jlcp: 
BE rj 

(6. 5a) 

where nB(p) is defined in (4.8). Thus if C(p) is defined by 

where 

C( p) 

C(p) (6. 5b) 

CB(p) is defined in (4.9), then (6.1) and (4.9 ) show that 

contains all 
~ 

\ 
; Ejq. 
'-- J 
jEJ

t 

points q 

L 
'EJ J t 

that satisfy, with Ef = +1 and 

(6.6 ) 

But then, according to consequence (2) of the structure theorem, which 

is described below (4.9), all of the (finite. number of) bubble diagram 

functions ~ that occur in the expression (6.4n) are boundary values 

of functions that are analytic at all mass-shell points sufficiently near 

p for which q satisfies (6.6). [Strictly speaking, the cone of 

analyticity is not V-
n itself but rather any cone that is contained with 

its closure, apart from the apex at q = 0, in -n V • This slight 

diminuation of all cones of analyticity will always be taken as 

understood in the discussion that follows.] 

This means that MG can be continued about all 

that correspond to DO having the skeleton D 
s 

of fig. 6.2(a) by 

means of a small detour through the region (6.6). 

Next let 

fixed G M past all 

D be s fig. 6.2(b). The rule for continuing any 

associated with this D s is now derived. 
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Consider first the critical channel i of Ds' Let n be 

n
i

, and use the representation of MG 

of Theorem 6. 1 be any BE <B ~, and let 

given by (6.4n). Let the 

DO be any DOC BE S~ 

B 

having skeleton Ds' Finally, let the vertices Vr and Vs of Theore~ 

6.1 be the vertices of fig. 6.2(b) that stand just to the left and 

just to the right of the i-channel line of fig. 6.2(b), respectively~ 

[i.e., Vr is the left-most vertex of fig. 6.2(b), and Vs 

vertex at which the external line i terminates.] 

is the 

We know that no DO C G3 G has an 
n na i-channel cut set. 

° to G This immediately implies that no DeW n having skeleton Ds 

has a V ~ V 
r s 

lie in DOeVs)' 

cut set in which the last two vertices of fig. 6.2(b) 

n 
And the possibility of any other Vr ~ Vs cut set is 

ruled out by the existence of the flow lines represented by the two 

. h t l' n f f'g 6 2(b)' these lines would run the wrong rlg t-~?S lnes ~ 0 1.. • 

way across any cut separating a 

containing Vs 

'Do(V ). 

if either of the remaining two vertices were to lie 

'. in r This is shown in fig. 6.3, which is explained in the 

text that follows. 

The possible cut sets can be examined by placing 

V and V on the left- and right-hand sides of a vertical line, and r s 

placing the other vertices on the two sides of this line in all 

possible combinations. V 2. V 
r s with the parts There can be a 

of DO containing the external vertices lying, 

respectively, on the left- and right-hand side of the vertical line 

only if all the lines of the skeleton diagram run from left to right 

across the vertieal line. Only figure (a) satisfies this condition. 

However, this way [fig. 6.3(a)] of achieving a Vr 2. Vs cut set of a 
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Fig .. 6.3. Diagrams for examining possible 

( b) 

(t1 ) 

n 
V ->- V 

r s cut sets: 

D s as skeleton is ruled out by the property of 

Since the suppositions of Theorem 6.1 hold, the conclusion 

holds: every space-time representation of every 

has D [fig.6.2(b)1 as its skeleton is such that the vector s 

that 

Here wand ware the space-time 
s r 

vectors to the leading and trailing vertices V 
s 

and V 
r 

of £. 

Essentially the same argument can be made for the pair of 

vertices lying on either side of the t line in fig. 6.2(b), and also 

for the pair of vert.ices lying on either side of the f line. The 

results of the three similar argument.s can be summarized in a 

systematic way. 
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For each of the three critical channels g associated with 

fig. 6.2(b) define 

r;g - w g w g 
s r (6.7) 

where w g and w g are the four-vectors to the vertices V g and s r s 
V g that lie just to the right and just to the left of the line g r 

in fig. 6.2(b) corresponding to channel g. (For example, t and w s 
t 

are the vectors to the vertices lying at points of w end the lines r 

f and i. respectively. ) Then the property of ~G for n = ng , n 
together with Theorem 6.1, shows that, for each critical channel g 

(6.8 ) 

for every space-time representation of every having as 

skeleton the Ds of fig. 6.2(b). 

For any DO having as skeleton the Ds of fig. 6.2(b) the 

function occurring on the right-hand side of (4.9a) can be written 

in the form 

L (6.9) 

g 

where g runs over the critical channels associated with fig. 6.2(b), 

'wd qg is the imag.inary part of the momentum-energy that runs along 

t.he line t of fig. 6.2(b) that is cut by the line g corresponding 

t.o channel g. In particular, 
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i 
q4 + q5 + % .... qi q (6.l0a) 

t 
q4 + q5 + 'q6 q ql + q2 + q3 (6.l0b) 

and 

f q q4 + q5 + q6 - qf (6.l0c) 

The various q g are indicated in fig. 6.4. 

Fig. 6.4. Each qg can be considered to be the imaginary energy 

carried along an open path that contains only one internal line. 

We shall now temporarily ignore the mass-shell constraints, 

and suppose that our functions ~ can be extended some small finite 

distance off~mass-she11, and that the only singularity surfaces 

encountered in some sufficiently small neighborhood of any real mass-

shell point pare the. singularity surfaces obtained in the mass-

shell theory. If continuations through these off-mass-shell regions 

are thus allowed, then the rules of continuation can be stated in.a 

simple way, which will be described next. The complications associated 

with the restriction to the mass shell, and with the possible 

conspirar.ies among singularities corresponding to different skeleton 

graphs will be considerei in the following subsection. 
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The results (6.8) and (6 .. 9) together with the i£ rule 

stated below (4.9) show that if g labels anyone of the three 

cri tical 

only if 

function 

and 

channels of D 

DO has 

that is 

g' 
q 

s 

skeleton 

analytic 

o 

and if p lies on L(DO) for DO C e G 
ng 

Ds' then MG is the boundary value of a 

near p in the q-space region satisfying 

(6.11a) 

(6.11b) 

where g' runs over the critical channels g' I & This equation gives 

three different regions of analyticity, one for each critical channel 

The boundary values are all the same (distribution) ~. 

Thus the generalized edge of the wedge theorem [19] implies that the 

functions in these thre~ domains are parts of one single analytic 

functimthat is analytic near p also in the q-space region restricted 

only by 

all critical g (6.12) 

Equation (6.12) gives a domain through which "p can be 

conti nued (off -mass-shell) past all singularities surfaces L( If ) 

of uP that correspond to DO having as skeleton the diagram Ds 

shown in fig. 6.2(b). EssentiaU-y the same argument applies for any 

skeleton diagram of fig. 6.1 that does not have closed loops 

[i.e., the 

D s 

D 
s 

of figs. 6.2(a)-(k)]. For any given one of these ~ 

the qg associ a ted wi t.h each cri ti Gal channel g of 

Ds is a well-defined combination of external vect.ors, and t.he domain 
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This completes the derivation of the off-mass-shell i£ 

rules associated with the various 'individual skeleton diagrams. 

E. Path of Continuation (O~-mass-shell) 

The rule obtained above for continuing ~p past L( D a) is 

--'" 
simple because it prescribes a seLof allowed detours that ,is._indepen-

dent of the particular point p on L(Da ). However, the rule is 
, . 

deficient because in many cases the set of allowed detours contains 
........ , ~ 

none that remain on the mass shell. Moreover, possible conflicts 

between the rules associated with different skeleton diagrams have 

not been considered: it i,s conceivable that ~ set, of points, lying: . 

on surfaces L(Da ) associated with different skeleton diagrams 
1 

might conspire to block the continuation. These two deficiencies 

can be remedied by considering paths of. continuation that depend 
-,' 

on the real point,' P' around which the continuation takes place. 

To derive this on-mass-shell continuation we shall need 

one assumption that goes beyond the usual general S-matrix principles. 
:. 

This assumption is roughly that different Landau surfaces do not 

coincide "by accident". 
<-

To formulate this assumption pr~ciselY it is convenient to 

" 
introduce three definitions. 

Two space-time representations r and r' are said,to be 

externally similar if and only if every external trajectory line 

of r' can be brought into coincidence with the corresponding line 

L of r by means of a single (positive or negative) scale change 
,J 

and a single overall spac~-time translation of r' relative to ,r. 

The external trajectory line L 
J 

is the space-time line that contains 

the external trajectory associated with the external variable p. E p . 
• J 
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Two representations can be externally similar only if they generate 

the sam~ point p = (Pl"",Pn)' 'since only then are the corresponding 

lines L 
J 

and parallel. 

Two space~time representations rand r' are said to be 

externally equivalent if and only if (1) the two representations are 

externally similar, and (2) the transformation that brings every 

pair of lines L 
, J 

and , ~ I. 
, J 

into coincidence also brings the correspond-

ing pairs of external vertices v. 
J 

and v~ 
J 

in coincidence. 

A major part of an ~nalytic subvariety' V is a subset of V 

that lies in no analytic subvariety V' of dimension less than that 

oT V. [An analytic subvariety Vis a surface that can be defined 

locally as the zeros of a,finite set of (locally) analytic functions: 

i.e., for each point p_ in the imbedding space there is a neighborhood , 
U of p and a finite.set of functions fl(p),···,fr(p), analytic in 

U, such, that the subvariety V coincides in U with the simultaneous 

zeros _of all of the functions fl(p),···,fr(p). If this set of 

functions IS, for every U, the same fixed set of polynomials then V 

is called an algebraic subvariety.J 

_ Suppose X is a major part of some codimension-one analytic 

subvariety Z of the mass shell (restricted by momentum-energy 

) ern_ conservation "(; i.e., X lies in an N-l dimensional analytic 

subvariety Z of cyrl, but in no N-2 dimensional analytic subvariety 

of r-, '1'1 -, !', where N = 3n - 4 is the dimension of ~'Yl. Let and 

a' D be two Landau diagrams. Suppose for each point p>.X there is a 

representation r( p) and -a representation r' (p ) of 
'-

0 ' D 

such that r( p) and r I (p) are two externally similar representa-

tions that generate the same point p. 
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Situations of this kind occur often. A simple example is one 

+ in which DO is a normal threshold diagram Dg , and a' 
D is obt.ained 

from D; by joining together at a third vertex some of the internal 

lines of These two Landau diagrams 

same normal-threshold singularity surface Sg 

more complicated case is obtained by adding to 

a' 
D generate the 

(L mU2
. A slightly 

DO = D+ another 
g 

positive-CL internal line, together with a negative-CL internal line, 

associated with the same mass, that runs in the opposite direction. 

This diagram D 
a' 

also generates the same surface 

There are 'many other ways in which a major part X of some 

codimension-one analytic sub~ariety Z of '7'L can be generated by 

two different sets of externally similar representations. But in all 

known cases the two representations r(p)" and r'(p) that generate 

the same point p are, for almost all points PEX, not only externally 

similar, but also externally equivalent. The reason is that different 

representations that generat.e the same surface X can be constructed 

by making changes in the internal structure that do not affect the 

external structure. But if the external structure is substantially 

changed then the equations are essentially different. and the surfaces 

cannot be expected to coincide. 

It is probably impossible to prove that a major part of 

codimension-one analytic SUbvariety of 9r( can never be generated by 

two sets of externally similar representations rand r' that are 

not externally equivalent. For although the. equations that must be 

satisfied are highly.overdetermined, there· seems to be no way to rule 

out the possibility that in some case the extra equations are satisfied 
-., it 

purely by accident. However, we dOl\believe that such an accident ever 
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actually happens, and shall assume that it does not. Specifically, we 

shall assume the following: Suppose and a' 
D are two (possibly 

identical) Landau diagrams and that for every point p in some set 

there is a pair of representations r( p) and 

r' (p) such that (1) rep) is a representation of DO and r' (p) 

is a representation of a' 
D , (2) r( p ) and r' (p ) both generate p, 

(3) rep) and r'(~) are externally similar, and (4) rep) and 

r'(p) are not externally equivalent, Then Y contains no major part 

x of any codimension-one analytic subvari~ty Z of 112; 1. e . , 

Y (I Z is confined to an analytic subvariety of 1n1 of codimension 

two (dimension N-2). 

This assumption, called assumption A, is further discussed 

in appendix A, where it is used t.o derive the following result: Let 

.J9 be the set of all Landau diagrams DO such that for some G, n, 

and B. C. (B G the condition 
n 

Then the set 

L 

DO C B holds. That is, 

for some G and n} (6.17) 

. \ (6.18 ) 

lies in a codimension-one analytic subvariety VL of t.f't(. [For each 

U the defining funct.ions fl(p), ... ,fr(p) of VL are in fact, 

polynomials, but t.his result is not. needed.] Furthermore, it is shown 

that t.here is a codimension-two analytic subvariety IV of 'frl.. such 

that eaeh point p in L-W has the following three properties: 
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( a) There is a neighborhood U of p such that L n U is a 

real codimension-one analytic submanifold of ~. This means, in 

particular that the surface - L- near p is a smooth codimension-one 

surface with a well-defined smoothly varying normal. 

(b) If OJ.. is the set of all representation~ of all DO C- tJ), 

then all of the rep) E 62- that generate p are externally 

equivalent. 

(c) If rep) E ~ generatesp then the external trajectory 

lines t_ 
J 

of rep) do not all pass through a common point; i.e., 

there is no space-time point v that lies on every external 

trajectory line t. 
J 

of r( p). 

The union of all of the singularity surfaces of all of the 

functions MG is confined to L.Hence the union of all the 

singularity surfaces of any individual MG is confined to L. 

The set W is a codimension-two analytic subvariety of CiYf.., and 

hence it can not block the analytic continuation. Thus it is 

sufficient to prove that each MG can be continued past L-W. 

Inspection of (4.9) shows that the iE rule at any point 

p is determined by the locations of the external vertices of all of 

the representations rep) that generate p. It will be noted later 

that the condition on the domain of analYticity C(p) that arises 

from any individual r( p) E & that generates any p E L-W defines 

a full upper-half plane of analyt.icity in appropriate mass-shell 

variables. Thus it is sufficient to show that the 

condi ti()ns on C(p} associated wi th all of the different 

representations that generate any p E L-W alZe identical. 
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Property (b) ensures that, apart from positive or negative 

scale changes and overall space-time translations, the location of 

each individual external vertex is the same in every represen-

tation rep) E 62 that generates any fixed p E L-W. The positive 

scale changes and the overall space-time translati9ns do not effect 

the iE rule. Thus, in view of (6.4), it need only be shown that r 

for each point p E L-W, and each G, there is a sign n such that 

tOG if ~ is the restriction of 
Tl 

De to representations of diagrams 

o ~G D c: l,c Tl' then no two 
Ii-' G 

rep) E 0( that generate p 
Tl 

are related by 

a negative scale change, where a negative scale change is a scale 

change that changes the signs of all of the difference vectors 

w - w . s r 

diagrams 

be the set of all representations of all 

that have skeleton D. It was shown in the 
s 

preceding subsection that for each G and D there is a pair of 
s 

external vertices V and V and a sign n such that for all r s 'I 

representations rep) the following-condition holds: 

w 
s 

- w 
r (6.19) 

This condition is not maintained by a negative scale change. Thus 

for any G, Ds' and p E L-W no two of the externally equivalent 

r( p) E 6<. G( D
S

) that generate p can be related by a negative 
n 

scale change. This result would complete the proof, were it not for 

the possibi Ii ty of conspiracies among the singcilarities associated 

with different skeletons D. s 

To complete the proof it will now be shown that. for each 

G and P E L-W there is a pair of external vertices V 
r 

and V 
s 



-117-

and a sign n such that (6.19) holds for all representations 

r(p) E lR ~ that generate p. This condition precludes the 

possibility that any two of the externally equivalent r(p) E <R G 
n 

that generate p are related by a negative scale change. Therefore 

11 · f th t t' r( p) ~ r,') G
n 

t·hat generate p gl' ve a 0 e represen a lons ~ ~ 

exactly the same constraint on the region C( p) of analyticity. 

To obtain this result let p be any fixed point in L-W. 

Consider all of the representations r(p.) E 6l. that generate p. 

The six external vertices Vi of any such representation lie on a 

set of n' space-time points, where n' 2,J,>or 4. [The case 

n ' = 1 is ruled out by property (c).l 

If n ' = 4 then each representation r( p) E 62 that 

generates the fixed p must be a representation of a 

that has one of three possible skeletons. Apart from trivial 

modifications these three skeletons are the three indicated in fig. 

6.8. The different lines in this figure are identified by their 

slopes. The vertical lines can be either initial or final. 

+ + + 

< < 

Fig. 6.8. The three skeletons for the ·case n ' 4. 
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Consider first the box diagram D 
s 

of fig. 6.8. It was shown 

in section VI.D. that for each 

has a preferred line v -+- V • 
r s 

G tbe> skeleton diagram D 
s 

Let this preferred line be, for 

example, the upper left-hand internal line of D. s 
Then the vertices 

Vr and Vs are indicated by the heavy dot and little circle, 

respectively. In the figure the common signs of the two lines· 

g that cross the preferred line are shown as plus. Equation (6.14) 

gives (6.19), with n equal to these two common signs ng . For 

the second skeleton in fig. 6.8 this same condition (6.}9) holds as 

a consequence of (6.8), and the condition that the sign n be equal 

to these two common signs ng . For the third skeleton the same 

condition (6.19) holds for the same reasons, together with the fact 

that the sum of two vectors in also lies in -n V . Thus all of 

the r( p) E cK G that generate this arbitrary n I 

n 4 point p 

satisfy the same condition (6.19). Hence no two can be related by 

a negative scale change. 

Consider next the case n ' 2. The possible skeletons are 

shown in fig. 6.9. 

Let n be fixed to be the sign n associated with the g 

channel g defined by the first of these diagrams. In the figure 

n is shown as plus. The various signs ng of the lines g in 

the second (i.e., box) diagram are then fixed by (2.25), together 

with the requirement that the line joining t.he two heavy dots cannot 

be a preferred line, nor can the line joining the two little circles 

be a preferred line. For with every preferrp.d line there is a 

light-cone condition (6.14), and such a cond.ition would contradict 

the n' = 2 condition that the two vertices represented by heavy 

dots lie at the same space-t.ime point, or the analogous condition 
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+ 

* ... 

+ 

+ ± :;: :t-

>irl!l< 

Fig. 6.9. The skeletons for the case n' 2. 

on the little circles. The remaining two lines of the box are then 

the two preferred lines, and the condition (6.14) associated wit.h 

them gives t.he same condition (6.19) as was obtained from the first 

skeleton. 

For the next three diagrams of fig. 6.9 the condition (6.8) 

immediately gives the same condition as was obtained from the first 

. two diagrams. For the final diagram the n' = 2 condition that the 

two vertices represented by heavy clots lie at the same space-time 

point. and the similar condition for the little eircles, together 

,lith (6.8), require that the si.gns associated with t.he lines g be 

alternating, 8.8 shown. The upper C88e gives the desired condit.ion 
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(6.19). The lower case contradicts (2.25). Thus for all nt 2 

points there is a cornman condition (6.19), and a negative scale 

change is again precluded. 

For the n' = 3 points similar arguments work. There are 

essentially two cases. The first is shown in fig. 6.10 .. 

+ + 

» I ,/ 
rf' 

+ 

< 
Fig. 6.10. The skeletons and signs for the first case n' 3. 

In this first r.ase the two signs in the first diagram are the same, 

say plus. In this case the V and 
r 

v 
s 

are chosen to be the heavy 

clot. and little circle re~;peeti vely. Then the remaining three 

diagrams show, by argmnents essentially t.he same as those given above, 

that the same condition (6.19) holds in all four cases. 

The second n ' = 3 case is shown in fig. 6.11. 
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+ 

+ 

>1 ~ < 
-+ ..j.. 

>JI)~/< 

Fig. 6.11. The skeletons and signs for the second case n' 3. 

In this case the two signs in the first diagram are opposite, say 

plus and minus as shown. The signs in the box diagram are then 

forced to be those shown by eq. (2.25) and the n' = 3 condition 

that the lower right-hand line not be a preferred line. The signs 

in the last diagram are forced to be those shown by· eq. (2.25) and 

the n' = 3 condition that the last two signs be opposite. These 

diagrams show that the same condition (6.19) holds in all four cases. 

The arguments just given show that for any fixed' G and 

fixed P E L-W there is a sign n such that all of the r( p) E (J2 G 
n 

that generate p give precisely the same condition on the cone of 

analyticity C(p). It remains to show that the corresponding domain 

of analyticity contains a path that remains in the ma8S shell. It was 

shown in ref. [15] that each individual representation rep) restricts 

C(p) to a full half plane in appropriate mass-shell variable8, 

·provided the external trajectory lines Q. j of rep) do not all 

intersect at a (~ommon point. This condition is satisfied at each 

point p E L-W, by virtue of property (e). 

APPENDIX A. PROPERTIES OF LANDAU SURFACES 

Several properties of Landau surfaces .are derived in this 

appendix. A principal result is that each Landau surface L(DO) 

lies in a codimension-one algebraic subvariety of '1>-1, where crY'( is 

the 3n - 4 = N dimensional mass shell restricted by momentum-energy 

conservation. Assumption A of section VI. E is used to obtain this 

result. 

An earlier proof that Landau surfaces lie in algebraic 

varieties has been given by Chandler [20] and Kershaw [21]. However, 

in those works the Landau surfaces were defined by the a-form of 

the Landau equations [22]. These a-form equations are not equivalent 

to the original Landau·equations, for they have extra solutions, 

which arise from points in a space where a certain discriminant 

C(a) vanishes. These extra solutions are called second-type 

singularities [23]. There are cases, for example the Landau surface 

associated with the ice-cream-cone diagram, where these so-called 

second-type singularities cover the enti re mass shell trL (i. e., the 

resol vent is identically zero [24 J ). Thus these earlier proofs do 

not yield the result we need, namely that each Landau surface L(Do) 

is confined to a codimension-one algebraic subvariety of 'h"C. 

The singularities of the functions Ii" lie, by virtue of the 
, 

structure theorem, on a union Landau surfaces L(DO), Each Landau 

surface L(DO) is defined by a corresponding set of equations 

(4.2 a-h). 

equations. 

These equations are essentially the original Landau 
Ii 

Hence the functions Nf' do not have second-type singu-

larities in their original real domain of defini,tion. 
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Each real Landau surface L(Do) lies in a corresponding 

complex Landau surface L(D) defined by eqs. (4.2 a-d). It is 

convenient to eliminate the conservation-law equation (4.2b) by 

introducing loop momenta. Let qR, be the momentum-ene~gy associated 

with closed loop R, and iet k be the momentum-energy associated 
e . 

with the open loop e. Then the momentum-energy Pj of line j is 

where the n.R, are as in (4.2c), and the 
.J 

(A.l) 

11je are the analogous 

quantities for the open loops e. The (n-l) independent open loops 

e enter and leave the diagram D via the n external lines of D. 

For definiteness the open loop e is assumed to leave D via 

external line e and to enter D via external line n. Then k e 

equals ±Pe for e = l,···,n-l. (The lower sign is for initial e.) 

With the aid of (A.l) the Landau equations (4.2 a-d) can be 

reduced to the equations 

Laj P/k,q) 11jR, 0 (all R,) (A.2 ) 

j 

2 2 (all j ) Pj (k,q) m. O. 
J 

(A.3 ) 

and 
'9 

L a/ - 1 0 (A.4 ) 
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Thus the 

The coefficient 11jR, is zero if j labels an external line. 

a. needed in (A. 2) include only those corresponding to' 
J 

internal lines. However, parameters a. 
J 

corresponding to e'xternal 

lines can be introduced, and the external-loop analog of (A.2) 

considered: 

\' a. p.(k,q) 11. L J J . Je 
o (all e). (A.5 ) 

Equations (A.2-4) define the Landau surface L( D). Equations 

(A. 2-5) define an associated subsurface L x( D) C L( D). Equation (A. 5 ) 

is the requirement that all of the external trajectory lines pass 

through some common point. That is, each external line is assigned 

a parameter a:, and hence also a space-time interval 6 - a P J j - j j' 

and all of the external loops are required'to be closed loops. This 

condition is property (c) of section YI.E. 

Let z = (zl' ""zs) ~ (k,q,a) denote the set of components 

of the vectors k 
e 

and together with the a. 
J 

for j£lnt. 

Then the Landau equations, (A.2-4) are a set of algebraic (i.e., 

polynomial) equations 

o (A.6 ) 

The set of points ZE~s that satisfy all of the equations (A.6) is 

the algebraic subvariety Y(g) = Y of ~s. The set yX defined by 

(A.5) is soluble} (A.7 ) 

.. 
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is the set of point ZECs that satisfy both (A.6) and (A.5) for 

some set of Ct. with jEExt. 
J 

Let k be the set of open loop momenta (kl ,··· ,kn_l ), and 

let g j eX(k) be the functions 

2 
- m. 

J 
jEExt (A.8 ) 

By the mass shell rrz. we mean now the algebraic subvariety of k 

space 

V( g jex ) a11 jEExt} (A.9 ) 

The restricted mass shell .'n1' consists of all points kE '1'Yl 
except those rare points for which each external momentum-energy 

vector p.(k) is parallel to every other one. The restricted mass 
J 

shell ~' is an N-dimensional analytic submanifold of k space 

[15J. Thus for each point kE~' there is a mass-shell neighborhood 

u <: 111' of k, and a set (Zl,···,ZN) consisting of N of the 

components of the loop momenta ke such that the equation 

(

a(g .ex ,Z ) 
rank J m 

a k ~ 
e 

4( n - 1) (A~ 10) 

holds for all points k in U. These variables Zl,···,ZN are local 

analytic coordinates of the mass shell in U. That is, U. is 

isomorphic [25] to its image 
N Z(U) c (!; • The mapping 

Z : 11:4(n-l) -+ eN is the projection of k space onto Z space. 

Let <p: CS 
-+ 11:4(n-l) denote the projection of z space onto 

k space. Then 

<p( V) L( D) (A.ll ) 

-126-

where V = V[D] is the subvariety of CS defined by the Landau 

equations (4.2 a-d) associated with the Landau diagram D. 

Some properties of Landau surfaces will now be developed in 

a series of lemmas. The quantities <p, V, Zm' gj' etc. occurring 

in these lemmas are the quantities defined above. And in particular 

U is an open subset at the restricted mass she11 om' that is 

isomorphic to its image Z(U) in Z space. Equation (A.lO) holds 

for all kEU, and <p-lU is the set of point Z such that <p( z) = k 

lies in U. The function Z( z) = Z(k,q,Ct) is defined by 

Z(k,q,Ct) = Z(k). 

Lemma Al For any point ZE[V() <p-lu] there is a set of coefficients 

Ct~(z) and a set df coefficients 8 (z) such that for all 
J m 

hE( 1, ... ,s ) 

L 
jEInt U Ext 

ag. 
Ct~(z) _J (z) 

J aZ
h 

N 

L 
m=l 

az 
8 (z)."....!!!.(z) 
m oZh 

(A.12 ) 

The sum on the left-hand side of (A.12) is restricted to the indices 

jEInt tJ Ext, and for any such j 

g.( z) 2 2 
Pj (k,q) m. 

J J 
(A.13 ) 

Furthermore, the Ct' . ( z ) for jEInt are given by 
J 

Ct'.(z) Ct. j EInt 
J J 

(A.14 ) 

With these restrictions imposed the remaining n coefficients 

Ctj(z), jEExt, and N coefficients Bm(z), m = 1,··· ,N, are 

[ n -1] uniquely defined functions of ZE V ¢ U} 
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Proof The gj(Z) in (A.13) do not depend on the parameters ex .. 
J 

Neither do the Z(z)=Z(k). 
m m 

Thus if zh is any one of the 

parameters ex. then (A.12) holds trivially: . both sides vanish. If 
J 

zh is any component of one of the qt then the right-hand side of 

(A.12) vanishes because the Z (z) 
m 

depend only on the ke' not the 

qt' and the left-hand side vanishes by virtue of (A.l), (A.2), and 

(A.13). Thus (A.12) holds also for these zh. Finally, consider 

those cases in which the zh are components of the 

cases (A.12) can be written, in the form 

I 
j£Ext 

og .ex(k) N 
ex

J
'. ( z) ---.,;J"--__ - \' 

ok 11 L 
e m=l 

OZ (k) 
B (z) _m_ 
m ok 11 

e 
-I 
j£Int 

k . 
e 

In these 

og.(z) 
J ex.,.---

J ok 11 
e 

(A.15 ) 

where the of (A.12) are now the 4(n-l) components of the 'n-l 

vectors k e 
For fixed z = (k,q,ex) 

namely the N = 3n - 4 coefficients 

there are 4(n-l) unknowns, 

B (z) together with the n 
m 

coefficients ex~(z) for jEExt. Thus, for fixed z, (A.15) is a 
J 

set of 4( n-l) linear equations for 4( n-l) unknovms. These 

equations have a unique solution provided 

0(g·ex,z) 0 
rank J 11 m (k) 

ok 
e 

4(n-l) (A.16 ) 

This rank condition is just (A.10), which hol~s for all ZE~-lU. 

Thus (A.12-14) has a unique solution for each ZE [V n ~ -lU} QED. 

Lemma A2 For any fixed ZE. [V () <p -IU J the unique set of Bm( z) 

defined in lemma Al satisfies the N equations 
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B (z) 
m 

o m 1,··· ,N (A.l?) 

if and only if ZE~. 

Proof If Z lies in V rl ~-lU then the unique set of B (z) 
m 

defined in lemma Al are defined by (A.15), and the points are 

defined by (A.?). But, given (A.15), condition (A.?) is equivalent 

to (A.l?). 

Lemma A3 Let a!: V be any analytic submanifold of eS that lies 

in V. Let Zia a ~ eN be the restriction of the mapping Z(z) 

to the submanifold a. Let z be any point on a () (V - ~) n ~-lU. 
Then the rank of the mapping Zia at z is less than N: 

rank Zia < N z (A.1S) 

Proof Let z be any point on a n (V - ~) n ~-lU. Equation 

(A.12) holds for all kE(l,···,s). Thus it holds also if· the zh 

are replaced by a coordinate set [25 J (z" .. z') such that the l' , s 

coordinates ( z' ... z') are local analytic coordinates of the l' , t 

(t-dimensional) analytic submanifold a at z. Every function 

g. ( z') vanishes identicaily on a, near z, = z' ( z ), since a lies 
J 

in V = V(g). Thus, for every j, 

. 
og. 
_J (z') aZh 

o for k 1,··., t (A.19 ) 

at z' z'(z). Hence the left-hand side of (A.12), with the 

replaced by the zh' vanishes for h = l,···,t at z, = z'(z). 

the right-hand side also vanishes there: 

Thus 
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(lZ t B (Z')~(Z') 
m (lZh o for h 1,··· . t (A. 20) 

m=l 

at ZI = ZI(Z). Lemma A2 and the requirement of this lemma 

z£(V - r) n <p -lU ensure that the B (z 1 ) 
m 

are not. all zero at 

Zl = ZI(Z). But (A.20) with some B (z ') i 0 at 
m 

Zl = ZI(Z) is 

equivalent to the condition (A.18): each says that the rar~ of the 

matrix (ClZ /Clz! ) m 1 
at Zl Z 1 ( Z ), where the z' 

h 
are local analytic 

coordinates of a at Zl ZI(Z), is less than 'fIAn . N. QED. y pOInt 

on any analytic subvariety is either a manifold point or a nonmanifold 

point. A manifold point of an analytic subvariety is a point having a 

neighborhood such that the restriction of the subvariety to the 

neighborhood is an analytic submanifold. The remaining points of the 

variety are the nonmanifold points. 

Almost every point of any analytic subvariety is a manifold 

point. In 'fact, the nonmanifold points of any analytic subvariety 

are confined to an analytic subvariety of lower dimension [26]. 

Thi~ lat.ter subvariet.y can be similarly decomposed into manifold and 

nonmanifold points. By this process any analytic subvariety of CS 

can be decomposed int.o a finit.e set of disjoint analytic submanifolds, 

o. 

For algebraic subvarieties a similar but more detailed 

result holds: 

Lemma A4 Let t be any integer. Any algebraic subvariety of ~t 

can be decomposed into a finite set. of disjoint analytic submanifolds 

(J eaeh of the form a = V. - V., where 'ij 1 J 
V. 

I, 
is an irreducible 

HIgpbraic subvariety of G;t, Vj is a proper algebraic subvariety of 

V., and the dimensions 
1 

of V. 
1 

dim V
J
• < dim V. = dim o .•. 

1 IJ 
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and V. 
J 

satisfy 

Proof Any algebraic subvariety of can be decomposed into a 

finite union of irreducible algebraic subvarieties V. 
1 

[ 27,28]. 

irreducible algebraic subvariety V. 
1 

of has a well-defined 

dimension dim V., which is,a non-negative integer d ~ t. 
1 

The 

Each 

dimension of any algebraic subvariety is the maximum of the dimensions 

of its irreducible components, and the following property holds 

[27,28] : if V. 
1 

is irreducible'and V. 
J 

is a proper subvariety of 

V ( . V. C V. but V. i V.), then dim V. < dim V .. i I.e., J 1 J 1 J 1 

Let Vi be any irreducible component of any algebraic sub-

variety of ~t. The set V. is defined as the set of common zeros 
1 

of some set of polynomials F: (fl,···,fm). Let rankz F be the 

rank of ( f I' ... , f r ) 

over Z£Vi . Let 

at. z. Let. be the maximum of rank F , z 

V. 
J 

{z£V
i 

This set Vj js a proper subset of Vi and is defined by the zeros 

of certain determinants, which are polynomials. Thus V. 
J 

is a 

proper algebraic subvariety of V., and hence 
J 

dim V. < dim V .• 

Evidently rankz F = r i on 0ij' and hence 0ij 

dimensional analytic submanifold of ~t [29,25J. 

definitions shows that dim 0ij = dim Vi' 

J 1 

is a (t - r. )-
1 

Examination of the 

Th,e al~ebraic subvariety V. 
J 

can be decomposed into it.s 

irreducible components and the same procedure applied. The dimension 

of is the maximum of the dimensions of its irreducible components 

Thus the dimension decreases at each step, and the process terminates 
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after some finite number of analytic submanifolds a of the required 

form are obtained. QED. 

Definition Let the measure of a subset of ~N be the real 2N-

dimensional measure of this set considered as a subset of R2N. 

Lemma A5 

meas o (~.21) 

Proof The set V is an algebraic subvariety of 
s 

a; Thus, according 

to lemma A4, it can be decomposed into a finite set of analytic 

submanifolds a. 

Consider any one of these submanifolds a c: V. Sard's 

theorem [30 j, generalized to complex mappings [311, asserts that 

meas Z[{ZEO rank Zia < N] z o (A.22 ) 

Lemma A3 asserts that 

rank Zia < N z 

Thus meas But V is a finite union 

of sets a. o. QED. 

Lemma A6 The set ¢( V - 0) lies in a codimension-one algebraic 

subvariety o of ?Y{. 

Proof Chevalley's theorem [321 ensures that the image under the 

algebraic mapping ¢ of a constructible set in !V S is a construct.:. 

ible set in C4(n-l). For any t a constructible set in I[;t is a 

subset of t e t.hat can be 'constructed as a finite union of sets 

0.. .. V. - V., where V. 
1J 1 J 1 

and V. 
.J 

are algebraic subvarieties of t 
I[; , 

V. 
1 

is irreducible, and V. 
,1 

is a proper subvariety of V .. 
1 

The set 

V - 0 is construct.ible in r:;s. Thus ¢( V - Vx) is construct.ible 
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in a .. = V. - V. be any one of the finite number ·of 
IJ I J 

Let 

sets from which ¢(V - 0) is constructed. By repeated use of lemma 

A4 one can arrange that is also an analytic submanifold of a .. 
IJ 

",4(n-l) f' . 
IV 0 dImensIon dim a .. = dim VI" 

IJ 
Since a.. lies in ~, 

IJ 

dim a. . ~ dim crYI = N. If dim a.. = N 
IJ IJ 

then aij contains a set 

that is isomorphic to an open set in !VN [331. This set must intersect 

''}'I('' since ~? - 7'1'( is a set of dimension less than N.. Thus if 

dim aij = N then must contain a set a' that is 

isomorphic to an open set in ~N. Let k be a point in a', and 

consider the local analytic coordinates Zl"'" ZN of clY!' in a 

neighborhood U c: a' of k. The set U () a' is isomorphic to an 

open set in and hence must be mapped,onto an open set in 

by the mapping Z that maps U C; '}-'l'(' onto Z(U) C ~N. But this 

contradicts the conclusion of lemma A5 that meas Z[(V - r) n ¢-lU] 

is zero. Thus dim a .. = dim V. < N. Hence the constructible set 
1,1 1 

is a finite union of sets a
iJ

. = V. - V. 
1 .J of dimension 

dim a,. = dim VI' " N. Each set a.. lies in the mass shell "'(;-1. 
IJ IJ 

Hence the closure of each 

a.. is dense in V. and 
IJ I 

a.. lies in the closed set ely(. But 
IJ 

its closure is V.. Thus ¢(V - 0) lies 
1 

in a finite union of irreducible algebraic varieties V. 
1 

each of which 

lies in ~? and has dimension dim V. < N. 
1 

Thus ¢(V - r) lies in 

'tYi a single algebraic subvariety of ~ of dimension less than N. 

AIlY algebraic variety of dimension less than N is contained in an 

algebraic variety of dimension N-l [27]. QED. 

Lemma A7 Let V. 

V.x = v. nVX
• 

1 1 

V. - V. X. 
.1 1 

I 
be any irreducible component of V. Let 

Then ¢(V.) 
1 

lies in the 0 of lemma A6 unless 

:". 
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Proof Suppose Then 

and dim V x < dim V .. 
i l 

But then 

lies in the closure of 
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V.x 
l 

is a proper subvariety of 

V _ V.x 
i l 

But then 

is dense in 

~(Vi) lies in the 

V. 
l 

closure of ~(V. - V.x), since the mapping 
l l 

~ is continuous. Thus 

lies in the closed set that contains QED. 

Lemma AS ~(V) lies in a codimension-one algebraic.subvariety of 

CfI?. unless for some i the set.V coincides with V.X 
l 

in some 

neighborhood U of some point - x zEVi ' an~ moreover, contains 

almost all points of "1'l(. 

Proof The image ~(V.x) of any V.X is constructible and hence 
l l 

either lies in an algebraic subvariety of dimension less than N, or 

contains almost all points of the mass shell. The former sets 

_1 _1' 
~(V. x) can be combined with V- to give an algebraic variety y-

]. 

of dimension less than N. If any 

coincide with x 
Vi ' by lemma A7. 

remains then this 

But there are points on V. 
l 

must 

that 

lie on no other irreducible component of V. Any such point 

has a neighborhood U such that 

V n U = V. nU - v. x n U. QED. 
l l 

The above lemma says that ~(V)= L(D) lies in a codimension-

one algebraic subvariety of '1"1( unless the conditions (A.5) that 

the external trajectory lines pass through a common point are £. 
J 

redundant near some point of V: i.e., the conditions. (A.5) are 

implied by the condition (A.6). 

The quantities B (z) that occur in (A.12) have a simple 
m 

but important interpretation, which is now described. Let the 

be the external The mass-shell constraints ensure that p .. 
,J 

at lenst one component of each Pj is nonzero. Near real points the 
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energy components are nonzero. In the following discussion it 

is assumed that these energy components do not vanish, but minor 

changes would allow the other cases to be encompassed. 

For each point kE en'L' the external p.(k) are not all 
J 

parallel. Thus for some j < n the vector is not parallel to 

Pn' Let the labelling be such that Pn-l is not. parallel to Pn' 

Then for some space component, which is taken to be the ll· = 3 

component, 

(A.23 ) 

If the labels are arranged in this way then the set (Zl" ",ZN) can 

be taken to be the set consisting of all of the space components of 

all of the n-l vectors k 
e except for For with this choice 

the quantity 

det 
(

a(g.e,z )) 
J m 

a k II 
e 

(A. 24 ) 

j =1 

is nonzero, by virtue of condition (A.23), and our convention about 

° Pj' This same condition also ensures that the projections onto 

(xO,x3 ) space of the external trajectory lines t
n

_
l 

and tn of 

the space-time representation of the point z of V must intersect 

(-0 -3 at some point x ,x ). Let the origin of time be chosen so that 

t ::; xO = o. Let the origin of space be the point at which the 

trajectory line of particle n intersects the plane t::; xO = 0: 

Then for eaeh index jEExt let x. 
.J 

be the three-vector from the 

origin of space to the point at which the trajeetory line tj 

external particle .i intersects the plane t = O. 

of 
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In general, each of the three components x.J:l 
J 

(].I = 1,2,3) 

of each vector x. is a complex number. However, the components 
J . 

x 
n 

2 x 3 
n ' 

and all vanish, by virtue of the choice of 

origin. The remaining '. 3n-4 coordinates x].l 
e (].I = 1,2,3) are, 

apart from a factor of two, the coefficients Bm(z). In particular, 

if Z m 

where the argument 

then 

z of x 1J( z) 
e Signifies that x e 

].I 

(A. 25 ) 

depends on the 

point ZEV, since, of course, the space-time representation of D 

depends on ZEV. For each jEExt the parameter a~(z) is the complex 
J 

number sucb that L'.,j = aj p j is the space-time vector to the point 

(o,x j ) from the point Vj on the external trajectory j where 

this trajectory joins D. These determinations of tbe a~(z) and of 
J 

the Bm(z) ensure that (A.15), and hence (A.12), holds. 

The identification (A.25) means that the N-vector B(z) with 

components Bm(z), is determined in a simple way by the locations of 

the external trajectories !/,. 
J 

of the space-time representation 

corresponding to ZEV. This vector B(z) is zero, as noted in leJnma 

A2, if and only if the external trajectory lines all pass through a 

common point. 

The N-vector B(z) discussed above is also essentially the 

normal to the Landau surface at the image of z: 

Lemma A9 Suppose 0 is an analytic submanifold of ~s that lies in 

V. Suppose z is a point of 0 () (V - r) () <j>-lU such that the 

restriction Zia of the mapping Z(z) to a has rank N-l at z. 

[Rank> N-l is excluded by (A.IS)J. Then there is a a-neighborhood 
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uzc [a n(v-r)n <j>-lU], such that z(u ) 
z 

is an'analytic of z, 

submanifold of ~N of dimension N-l. This N-l dimensional 

analytic submanifold z( u ) 
z 

lies in L(D). The normal to z( u ) 
z 

at 

z( z) is well-defined and nonzero, and it is equal to B(z), apart 

from a nonzero scale factor. 

Proof The rank of' Zla on a n (V - r) n <j> -lU is, by virtue of 

Lemma A3, at most N-I. Since the rank can decrease only on the zeros 

of certain determinants the rank must be N-I in some a-neighborhood 

of z. Thus there is a a-neighborhood of z, 

U
z 

C [a n (V - r) f) <j>-lU] , such that Z( u ) 
z 

is an N-l dimen-

sional analytic submanifold of ~N [29]. The normal to any 

codimension-one analytic submanifold of ~N is well defined and 

nonzero. Let (z'". "z') s 

[25] such that 

point z. Then the set of 

be a set of local analytic coordinates 

are local coordinates of a near the 

tN-vectors Th, with h = l,.·.,t, 

whose components are Tm
h = aZm/dzh(z) span an N-l dimensional 

subspaee of (eN, since the rank of Z I a at z is N-l. This N-l 

dimensional subspace of ~N is the N-I dimensional tangent space 

to Z(U ) at z. But then z (A.20) is tbe condition tbat tbe N-vec.tor 

B(z) be a nonzero, multiple of the normal to Z(U ) 
z 

at z. QED. 

This result that the positions of the external trajectory lines 

Q.
j 

determine the normal to the Landau surface was derived earlier 

[15J by another method, for positive-a surfaces. That earlier method 

involves nonalgebraie functions that develop singularities when any 

of the internal vanish. The present purely algebraic method 

extends the earlier results to the points z where one or more 

a. = O. 
J . 
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Definition Let cPR be the restriction of cP to real ZEV. 

Lelllllla AlO Let D be any Landau diagram, and let V be the corre

sponding variety in eS
. Suppose cPR(~) is confined to a 

cOdimension-two algebraic subvariety of 7Yt. Then there is a 

cOdimension-two algebraic subvariety WeD) of ~1 

four properties: 

(1) o/Yl 'rtf' lies in W( D ). 

with the following 

(2) If Z is a real point of V that is mapped by cP 

into L(D
o

) - WeD), and if r(z) is the space-time representation of 

D that corresponds to z, then the external lines £. of r(z) do 
J 

not all intersect at a cOllllllon PQint; i.e., B(z) t o. 

one analytic submanifold of 

one algebraic subvariety of 

(4) If rand r' 

- WeD) is either empty or a codimension

CVYj' 
,.~ that is confined to a codimension-

~. 

are any two rear representations of D 

that correspond to the same point k E L(Do)_W(D) then r and r' 

are externally similar, i.e., there is a positive or negative scale 

change and an overall space-time translation that brings the external 

trajectory lines of r' into coincidence with the corresponding 

lines £. of r . 
• J 

Proof The required WeD) is 

W(D) (A.26 ) 

where \V](D) is ""'1 ",r:'i' W (D) . ,'/ - /'l; 2 1S the codimension-two algebraic 

subvariety of 't)r( that by bypothesis contains ~ (Vx) 'l'R ; 

"." the union of the algebraic .. s.upvarieties V. 
1 

and V. 
J 

of dimension less 
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than N-l that arise in the decomposition, via the Chevalley theorem 

and lelllllla A4, of the constructible set <p(V -~) into analytic 

submanifolds 0 •• 
1J 

Vi - Vj ; and W
4
{D) is the closure of the image 

in "l"fl of the set of points ZEV such that rank <pIa < N-l. 
Z Z 

Here 

a 
Z 

is the analytic submanifold 0ij'C: Vi c: V that arises in the 

decomposition of V by means of lelllllla A4, and that contains z, 

and <pIa 
Z 

is the restriction of <p to a . 
z 

The se,t Wl (D) is an algebraic subvariety of c..f7l of 

dimension less than N-2. Its presence in WeD) ensures property (1). 

The set W2(D) is a codimension-two algebraic subvariety of 

~ by hypothesis. Its presence in W ensures property (2), 

because the conditions that Z be real point of V and that the 

external trajectories £j of r(z) have a cOllllllon point is precisely 

t.he condition t.hat z belong also to ~. 

The set W
3
(D) is a finite union of algebraic subvarieties 

of ~( of dimension less than N-l, and is thus an algebraic 

subvariety of· 4rr{ of dimension less than N-l. The remaining sets 

V. 
1 

and in the decomposition of <p(V - ~) have dimension N-l, 

by virtue of lelllllla A6. And they include ~ll points of L(Do ) - WeD), 

since <PR(Vx ) lies in WeD). 

The set W
4

(D) is 

Closure <P{ZFV rank ePlo < N-l} z Z 
(A.27 ) 

The set {ZEV: rank ePlo < iJ-l} is a constructible set, and hence 
Z z 

so, by virtue of the Chevalley theorem [32J, is its image 

• Clt"n 
HI r'(, But arguments analogous ~o those 

of lemma A5 show that the image under cP of the set 
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{z .: rank <P I ° z z < N-l} cannot contain any set 0 •. '" V. - V. of 
lJ 1 J 

Hence the closure of <P{ZEV: rank <pIa < N-l} 
Z Z 

dimension N-I. 

is a finite union of sets Vi of dim V. < N-l. 
1 

algebraic subvariety of ~ of dimension less than N-l. 

Each point k E L(Do)-W(D) is a point near whichL(DO) is 

a codimension-one analytic submanifold of ~, by property (3). 

Hence the normal to L(DO) at any-point of L(Do) - WeD) is well 

defined. On the other hand, every real point Z that maps to any 

point k E L(DO)-W(D) is a point ZEV - yX where rank <plo = N-l. 
Z Z 

Thus, by virtue of lemma A9, the vector S(z) associated with any 

real Z that maps to anY k E L(Do)-W(D) is a multiple of the well-

defined normal to L(Do) at k. Therefore all of the vectors S(z) 

that are associated in this way-with any given k E L(Do)-W(D) are 

nonzero multiples of each other. Since all of the representations 

r(z) that generate any fixed point kEL(DO) have their corresponding 

external trajectory lines parallel, this equality (up to scale change) 

of the N-vectors S(z) guarantees that these representations r(z) 

are all externally similar. Thus property (4) holds. QED. 

The results obtained above refer to a single Landau surface 

L(D). Let B be any bubble diagram and let FB(k) be the corre

sponding bubble diagram function [See eq. (3.4)J. Let L(B) be 

L(B) (A.28 ) 

The structure theorem says that the singularities of (at real 

k) are confined to L( B). [See (4.6)1 
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For any given B there is an infinite set of DO C. B. One 

trivial way in which this set becomes infinite is illustrated in 

fig. A.I. 

Fig. A.I. A typical nonbasic diagram. 

As n runs from 2 to infinity the diagram in this figure generates 

an infinite set of diagrams. If the multiple loops in all these 

diagrams are formed from a single fixed pair of particles, and if the 

signs 0 . 
. J 

are all plus, or are all minus, then each of these diagrams 

gives the same surface L(DO). These DO are examples of nonbasic 

diagrams, which can, as we shall see, be ignored. 

A nonbasic diagram DO is a diagram that has a contractible 

part. A contractible part of DO is a part of DO that: (1) is 

connected to the rest of DO at exactly two vertices, and 

(2) contains more than two vertices; (3) contains no external line; 

and (4) has one common fixed sign 0., either plus or minus, for each 
J 

line contained in the part. Such a part is contractible in the sense 

that the Landau equations associated with DC are either insoluable, 

in which case L(Do) is the empty set, or they can be replaced by 

the Landau equations of an associated basic diagram 

diagram is a diagram with no contractible part. If 

then the assoeiated basic diagram DO 
B 

is obt.ained from 

A basic 

is nonbasic 

by 

contracting to the point v2 all of the lines of the contractible 

.' 
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part that do not touch vI' This replacement does not alter the 

conditions imposed by the part. In particular, for every representa-

tion r of DO there will be a representation r' of DO 
B 

that is 

exactly the same as r, except for the internal structure of the 

contractible part. In particular, r' will be externally equivalent 

to r. 

A contractible part of a DO C B must be a part of the. 

diagram or D~ that replaces some plus or a minus bubble b of 

B. Otherwise some sign would be a "sign" hence not a well-

defined sign plus or minus. Thus the restriction of DO c: B to 

basic diagrams is equivalent to the restriction of the constituent 

diagrams and D~ to basic diagrams 

Since every representation r of a nonbasic diagram DO 

is externally equivalent to a representation r' of a basic diagram 

DO 
B 

where 

one may write 

(A.29) 

D ° is a basic diagram. 
S 

Lemma All· Let 6( be any bounded region in 
==~:.::. 

k space. Then only a 

finite set of basic 
+ 

DS give surfaces L(D;) that intersect 0< . 
And only a finite set of basic DB give surfaces L(DS) that inter

sect rR.. 
Proof This was proved in ref. [35J. 

Remark Because of the mass-shell and positive-energy o (p. > 0) 
• J 

(j) N)IJstraints a region V'~ in k space is bounded if and only if the 

total energy of the process, ~ [ p j 0 , is bounded. 
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Lemma Al2 Let ..0 be an b d d • . ~ . y oun e regIon In k space. Let B ·be 

any fixed bllbble diagram. Then only a finite number of basic 

° Os ~ B give surfaces that intersect 6<.,. 
Proof The flow-diagram ordering condition of section VI.A, together 

with the conservation-law condition (4.2b), and th . e posItivity-energy 

condition (4.2g), ensures th.at the total energy entering any bubble 

b of B is no greater than the total energy entering B. That is, 

a bound in k space implies a bound on the energy entering each 

individual bubble. But the Landau equations corresponding to D ° 
€'. ",. S 

unless the Landau;for each of the constituent cannot be satisfied 

+ 
parts DbS and D~S can be satisfied. Thus the bound, mentioned 

above, on the energy entering each bubble b t , ogether with lemma All, 
+ implies that for each b the corresponding ~S or D~S must be one 

of a certain finite set of dl·agrams. H owever, only a finite set of 

diagrams DO 
B can be constructed from the finite sets of + 

%S's 

inserted in all possible ways into the finite set of bubbles b 

Denni Hons 
of 

° G n (A.30) 

(A.3l) 

B. 

Let be a region in k space and let NS(~) be the number of 

basic 

Lemma 

Proof 

set 

D a 
S 

A13 

E: W such that L(OSO) 

If CR is bounded then 

The number of pairs (G,n) is finite. 

I q,. 

is finite . 

For each (G,n) the 
Cd G 

n is construeted so t.hat in any bounded region f;"~ only a 
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finite set of B £ cB n G satisfy the conservation~law,positive

energy, 'and mass-shell conditions a:ssociated with the explicit lines 

of B. These conditions are included among the Landau equations 

a associated with the diagrams D~ t:: B. Thus only a finite set of 

/.) G ' ° ( 0) B £ IC n can have DB C B that give surfaces L D~ that 

intersect any bounded 6l. But then the finiteness of N~( &.. ) 
follows from lemma Al2. QED. 

Definition 

L lJ L(Do) (A. 32) 

DOE (1) 

Lemma A14 Let ce be any bounded region in k space. Suppose for 

each DBa £ cD that LX(D 0) 
~ is confined to a corresponding 

codimension-two algebraic subvariety of~. Then there is a 

cOdimension-two algebraic subvariety W == W( 6<...) of 'Y'Yl such that 

(1 ) 'm, - '1'>'l. ' lies in W. 

(2) if r is a representation of some DO £ (J) and if r 

corresponds to a point k £ (L - IV) n 0<. then the external trajec-

tory lines !/,. 
J 

of I' do not all pass through a common point. 

(3) The set (L - w) n 6<... is either empty or a codimension-

one analytic sllbmanifold of C'fY\.' that is confined to a codiriiension

one algebraic subvariety of.~. 

(4) if I' is a representation of some DOC; Q) and 1" 

a' '"' is a representation of some D C (j) and if both I' and 1" 

correspond to the same point k £ (L - W) ('\ 6l , then I' and r' 

are externall.Y similar. 
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Proof It is sufficient to consider only the representations of basic 

diagrams D
B
O, since every representation I' of a nonbasic diagram 

is externally equivalent to a representation of a basic diagram. Let 

L( rR,) U L(DB
O

) 

DBOC (j) 

L(D
B

O )(HR i<P 

(A.33 ) 

This set,which coincides with L in 62, is constructible, since 

it is a finite union of constructible sets ° L(D
S 

). Thus the lemma 

follows from essentially the same arguments that give lemma AlO, but 

with L(~) in place of L(Do). QED. 

Assumption A of sectionVI.E is now invoked: for each pair 

(DO ,DO' ) of Landau diagrams it is assumed that there is a codimension-

two algebraic subvariety W(DO,DO') of 0/>1 such t.hat if I' and 

r' are externally inequivalent but externally similar representations 

a 0' 
of D and D ,respectively, then they must 

a a' correspond to a common point k on W( D ,D ) . 

Lemma Al4' Lemma A14 can be modified in the following way: 

(1) add assumption A, 

(2) eliminate the assumption about LX(D
B
O), 

(3) change the final word from "similar" to "equivalent". 

Proof It is again sufficient to deal with the finite set of basic 

• D ° dlagrams B 
(] 

these DB and 

that give L(DBo)n eR- i <p. The set of pairs of 

D O' • 1 f" B lS a. so lnlte. Thus one can replace the W 

of lemma A14 by its union with the union of the finite set of sets 

W(DBO,D
B
o'), and then infer from assumption A that the externally 

... 

,> 

:> 
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similar rand r' of lemma A14 are also ex'terna11y equivalent. 

To eliminate the assumption about LX(DSO) one may note that the 

constructions of section VI ensures that for every representation of 

every there are at least two vertices V 
r 

that, 

do not coincide, ,because a relation 

for every representation r of any 

w 
s 

D a 
S 

- W £ V-n holds. But then 
r 

£ d) such that the external 

trajectory lines 

representation r' 

all 

of a 

pass through a common point there is a 

DO' t D a such that r' is externally 
S 

similar to r, but not externally equivalent to it, This 0" 
D has 

its external vertices v~ 
J 

all lying at the common point of all of the 

R, •• 
J 

To form cr' 
D one must add to DO 

S an .internal line that connects 

the original external vertex 

external vertex 

internal line 

v~ 
J 

of D 
cr' 

equals the mass 

of DO' 
S 

to the corresponding 

If the mass associated with this new 

m. 
J 

of the associated external line 

R.., then the validity of the Landau equations for 
,) 

0' 
D will be implied 

by the validity of those for Thus the existence of a represen-

tation r of DO will ensure the existence of the externally similar, S 

but not externally equi valent, r'. Assllmption A then asserts that 

this coincidence of the external trajectory lines R.. 
J 

of r with the 

corresponding external trajectory lines of the externally 

inequivalent r' can be satisfied only over a codimension-two 

algebraic subvariety of Augmenting the W of 

lemma A14 also by the finite union of sets W( DB a, If ') one finds that 

the assumption about is now satisfied. QFJ). 

This result, lemma A14', gives the properties (a), (b), and 

((,) listed in section VLE. 

Assumption A asserts that the conditions imposed on a set of 

t 1 tr J'ectory lirles n b,y t.he requirement. that they ex ,erna a , '" j 
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be sirnlltaneously compatible with two essentially different solutions 

of the Landau equations can hold only over a codimension-two algebraic 

subvariety of e,y(, The statement of this assumption given in the 

main text might appear to be slightly weaker than the one given just 

before lemma A14', since the former requires only that the inter

section of the set Y with any codimension-one analytic subvariety of 

7'1 be confined to a codimension-two analytic subvariety. However, 

the conditions on Y that the representations rand r' be 

externally similar but not externally equivalent define a constructible 

set in the composite (z,z') space corresponding to the pair 

(DO ,DO' ), and hence, by the Chevalley theorem, also a constructible 

set in k space. But for a constructible set Y the condition that 

its intersection with every codimension-one analytic subvariety be 

confined to a codimension-two analytic subvariety implies that Y be 

confined to a codimension-two algebraic subvariety. For, by virtue 

of lemma A4, any constructible set Y can be confined to a codimension-

two algebraic subvariety unless it contains a codimensi(}T1-one analytic 

submanifold. 

Assumption A plays two roles in this work. The first role is 

to ensure that if>H(r) is confined to a codimension-two algebraic 

f cin., subvari ety 0 , '! . The points of 1rL- where some pair of four-

vectors 

For the 

p. £ P are parallel is a codimension-three 
J 

remaining points of 0:;/1. the condi tions on 

subset of 'Y,),. 

r include, in 

addi tion to the conditions that define V, also at least the four 

ext.ra conditions that. the (lmique) ini tial vertex where two or more 

. t 11'e at the same space-time points as the (unique) initial lInes mee 

final vert.ex where two or more final lines meet. One would expect 

these four or more extra eondi tons to reduce t.he '.!orresponding region 



in ~ by at least four, to a set of codimension five or more. 

Assumption A asserts that the reduction ,is, in any case, to a set of 

codimension two. 

The second role of assumption A is to ensure that externally 

inequivalent representations of diagrams va £ CD are externally 

similar only over a codimension-two subset of 711. Two different 

Landau surfaces generally intersect on a codimension-two algebraic 

subvariety. The extra condition that the externally inequivalent 

representations be externally similar imposes at least three extra 

conditions, and hence one would expect the corresponding region in 

90[ to be reduced to a set of codimension five or more. Assumption A 

asserts that this region lies, in any case, in a subset of c~1Z 

of codimension two. 

and 

APPENDIX B. COMBINATORIC IDENTITIES 

Let H be any finite set. Suppose that 

H' 
B 

I (-1 )n(H ' ) BH' 

H'c.H 

H"eH ' 

( _l)n(HII) C 
H" 

(B.l) 

(B.2 ) 

where the sums run over all distinct subsets H' of H and H" 

of H', respectively, and n(E) is the number of elements of F. 

Substitution of (B.2) into (B.l) gives 

~ ) XHH" CHIt 
'--' 

( B.3) 

H"cH 

where 

L . n( H' )-n( H" ) 
XHH" (-1 ) (B.4 ) 

H"e'H'CH 

Clearly X
HH

" = 1. Comparison of the expression for the remaining 

. .. . f (1 _ 1 )n( H )-n( H" ) quantities X
HH

" wlth the blnomla1 expanslon 0 

shows that X is the unit matrix: 

for H H" 

°HH" 
(B.5 ) 

for H f H" 
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This result implies (2.5). It also implies that the quantities T G 
H 

defined for every G and H by 

(B.6 ) T G 
\"' 

(-1 )n( G' ) ) THG , 
H L.... 

G'eG 

satisfy 

THH , L n(H")H" 
( -1 ) TH (B.7 ) 

H"eH' 

The substitution of (B.7), with H =4>, into (B.6) gives 

T G 
H 

\ (-1 )n( G' ) 
L 

G'eG 

L(-l)n(G') 

G'eG 

\" n(H") H" L (-1) T 

H"CHG' 

L (_l)n(G") ~ (_l)n(H') TGIIH ' 

H'CH G"eG' 

~ L (_l)n(G' )-n(G") 

G" G"cG'CG 

) (-1 )n(H' ) TG"H' 
L. 

H'CH 

,--. 
) 
L 

H'cH 

(B.B) 

where (B.5) is used to get the last line. This result is (4.17b). 

The result (4.17c) follows from repeat.ed application of the identity 

T G 
H 
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which follows from (B.6), which is (4.17a), via the equation 

T Gk 
H 

\ (-1 )n(G) L THG , + 

G'eG 

\' (_l)n(G)+l L THkG , 

G'eG 

(B.9 ) 

(B.IO) 
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