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ABSTRACT 

An experimental investigation of the microstructure and details of 

magnetization reversal of the new class of permanent magnets, Fe-Nd-B, 

has been undertaken to understand the inter-relationship between the 

microstructure and magnetic properties of the magnets. The overall 

microstructure consists of almost defect free grains of the matrix 

Nd2Fe14B surrounded by a Nd-rich, oxygen stabilized, fcc phase. This 

paramagnetic phase is observed, both at the triple grain junctions and as 

thin layers in the two-grain boundaries. A third phase, Fe4NdB4, along with 

the rare earth sesqui-oxide was infrequently observed as isolated grains. 

Through the examination of the virgin magnetization curve, the applied field 

dependence of the intrinsic coercivity and remanence it was conclusively 

shown that the magnet behaves as a nucleation controlled magnet, i.e., the 

magnetization reversal is controlled by the domain wall nucleation step. 

Since the interiors of the matrix grains are defect-free, domain wall 
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nucleation occurs due to defects at the grain boundaries and two-phase 
interfaces. One possible defect is oxygen which can be a possible cause for 

the large difference between the anisotropy field and the intrinsic 

coercivity, even in the case of a optimally treated magnet. The effect of 

post-sintering heat-treatments upon the intrinsic coercivity and energy 

product has been rationalized based upon the above observations. Increase 

in the cooling rate after sintering leads to a decrease in the intrinsic 

. coercivity due to the effect of quenching stresses, caused by thermal 

expansion mismatch at the fcc phase-matrix interface. Thus, the combined 

effect of oxygen and the quenching stresses causes a large reduction in 

intrinsic coercivity and energy product. Based on the microstructural 

observations and the magnetic properties measured, a magnetization 

reversal model has been proposed, which incorporates the effect of 

quenching stresses afso. The predictions of the model have been shown to 

be in close agreement with experimental observations of the effect of 

temperature and composition on the intrinsic coercivity and anisotropy 

field. The statistical nature of domain wall nucleation has also been 
emphasized by a detailed analysis of the effect of grain size on the intrinsic 

coercivity. Lorentz electron microscopic observations suggest that domain 

walls interact strongly with grain boundaries and the grain boundary fcc 

phase when they are parallel to the microstructural feature. Inclusions of 

size below sooA have been observed to pin domain walls, thus suggesting a 

possible mechanism for improving the magnetic properties. Finally, it has 

been shown that further improvement in the intrinsic coercivity and energy 

product can come about only by selective engineering of the structure and 

composition of the grain boundaries and two-phase interfaces in order to 

make domain wall nucleation more difficult. 
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CHAPTER I 
INTRODUCTION 

1. HISTORICAL PROLOGUE 

In the lntermag meeting of 1966, Hofer and Strnat(1) reported results 

of measurement of magnetocrystalline anisotropy of rare earth-cobalt 

alloys such as YCos, with the values of the first anisotropy constant K 1 

reaching 5x1Q7 ergs/cm3. This heralded the advent of a new class of hard 

magnetic materials based on compounds with large uniaxial 

magnetocrystalline anisotropy. One of the basic ideas behind the 

development of such materials was to combine elements with high 

magnetic moments such as Fe or Co with the high moments of the rare 
earths, while maintaining the high ferromagnetic ordering temperature of 

the 3d-metals. However, the total magnetization obtained depends upon 

the nature of the coupling between the rare earth atom and the 

3d-atom(2). The above selection criterion is not by itself sufficient to 

obtain the best permanent magnetic properties. Another guiding criterion 

is the presence of an easy or uniaxial magnetization direction, in the 

presence of a large magnetocrystalline anisotropy. This means that 

considerable energy must be expended to re-orient the magnetization from 

an easy direction to a non-easy or hard direction. The implications of this 

property in permanent magnet based applications are discussed in section 

1.3. One particular alloy in the rare earth-cobalt system which proved to 

be technically successful was Sm-Co. Specifically, two intermetallic 

compounds, SmCos and Sm2C017, possessed outstanding permanent 
magnetic characteristics and hence use in commercial applications 

followed. 

The commercial development of Sm-Co based alloys depended very 

much upon the availability of Sm and Co. A significant portion ( almost 

SOo/o) of the world's cobalt production comes from the African countries of 

Zaire (38%) and Zambia(12-15%){3). Thus, the western market was, to a 

large extent, controlled by the political health of these countries and 

their relationships with the western world. In 1978, the political 

situation in Zaire degraded rapidly. This led to frequent disruptions in 

cobalt supply and the price of cobalt in the western market rose sharply. 

1 



This, coupled with the rather strained political relations between these 

African countries and the western world, and the subsequent declaration 

of cobalt as a strategic element meant that : (1) commercial Sm-Co based 
magnet production would be stifled ; (2) other alternative alloys should 

be investigated. 

While the Sm-Co system was being extensively investigated, other 

related systems, primarily, Fe-rare earth based systems were also being 
investigated. However, two main reasons prevented the development of 

Fe-rare earth based permanent magnets as a parallel to the Sm-Co based 
alloys. They were(4) : (1) In the Fe-rare earth system, the Fe(RE)s type 

compound could not be synthesised in a stable form ( or even in a 

metastable form); (2) in the case of Fe17(RE)2 compounds, the following 

problems were encountered : (a) the hexagonal Fe17(RE)2 compound 
possessed a very low Curie temperature of 570C compared to that of 

SmCos, which is about 73QOC; (b) it did not exhibit uniaxial 

magnetocrystalline anisotropy but an easy plane of magnetization. 

This led the search for ternary systems based on Fe-rare earths. Such 
studies were being carried out simultaneously in USA ,Japan, and in 

Europe. Several elements such as Si, AI, Ga, B, C, 0, N were tried. Out of 

these systematic experiments, one compound, Nd2Fe14B exhibited 

magnetic properties which were very suitable for permanent magnet 
applications(5,6). These consisted of : 

(1) A large saturation magnetization of 1.61 Teslas( 16.1 kGauss) at room 

temperature. 

(2) A high magnetocrystalline anisotropy, with the c-axis of the 

tetragonal Nd2Fe14B as the easy axis. 
(3) A relatively high Curie temperature of 3120C as compared to 570C of 

Nd2Fe17· 
(4) High thermal stability. 

The discovery of this phase, almost simultaneously in Japan (Sumitomo 

Special Metals Co.) and in USA (General Motors Corpn.) has led to an 

explosion of research activity, in which the present author is also 
participating wholeheartedly, in an attempt to understand the evolution 

and details of the structure, microstructure and magnetic properties of 

Fe-RE-B magnets. 

2 
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This dissertation details the results of the author's efforts in 

clarifying some of the microstructure related aspects of this exciting 
alloy system. 

2. FUNDAMENTALS OF PERMANENT MAGNETS 

The purpose of a permanent magnet is to provide a magnetic field in a 
particular volume in space(7). This can be achieved by an electro-magnet 

also, but a permanent magnet is a better choice since it provides a 
constant field without the continuous expenditure of power or the 

generation of heat. Thus, a permanent magnet is an energy storage device. 

Compared to electro-magnets permanent magnets offer the advantage of a 

larger ratio of the useful magnetic field volume to the volume of the 
magnet system. The usefulness· of permanent magnets is especially 

apparent when a constant external field is required. To determine the 
material properties that are important for permanent magnet 

applications, it is essential to examine the conditions under which a 

permanent magnet operates. This depends upon the applications of the 
magnet. 

Most of the essential magnetic data about a magnetic material ( hard 

or soft) is contained in the hysteresis loop. Rg.l.1 is a typical hysteresis 

loop for a hard {permanent) magnet. In this figure, point "0" represents 

the thermally demagnetized equilibrium state of the magnet. In this 

state, each grain in the magnet consists of many "magnetic domains". 

When a field is applied to the magnet, the magnetization (induction) 

changes along the curve OL, which is called the virgin magnetization 

curve. The exact nature of the virgin curve will depend upon the 

microstructural state of the magnet. Point "L" represents the saturation 

point, wherein, the magnetization in all the grains (in a polycrystalline 
magnet) is along the applied field direction. Upon reversal of the applied 

field direction, the magnetization does not change along LO, but hysteresis 

is observed. The value of the magnetization at zero external field is 

called the remanence or remnant magnetization, Br of the magnet. A large 

value of remanence is a prequisite for a good permanent magnet. As the 

applied field is increased further in the negative direction, the 
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magnetization drops to zero at a particular value of the applied field. 

This value of the applied field is called the intrinsic coercivity, iHc, of 

the magnet. A large value of iHc is another prequisite for a good 

permanent magnet. The extent to which a material will be suitable for 

permanent magnet applications depends on the amount of magnetic flux 

per unit area that can be generated and upon the maximum opposing field 

that can be tolerated without permanent loss of magnetization. This 

product (BH) of the flux density 8 and the associated opposing field H is 

called the energy product of the magnet. It is a very useful indicator of 
the performance of the magnet, since this is proportional to the potential 

energy provided by the magnet in an air gap. To determine the energy 

product of a magnet, information about the shape and size of the 

hysteresis loop, especially the second quadrant of the loop, is required. In 

the case of a permanent magnet under the influence of its own field, the 

opposing field will be the demagnetizing field. Under such conditions, the 

working point of the magnet is represented by a point in the second 

quadrant ( or fourth quadrant) of the hysteresis loop. In the limiting cases 

of an infinitely long needle of a closed circuit ( H=O) and an infinitely long 

plate ( 8=0), the energy product is zero. Between these two extremes, the 

energy product is a maximum for one particular combination of 8 and H. 

This is called the maximum energy product or (BH)max· The three main 

quantities, namely, Br. iHc, and (BH)max are simultaneously functions of 

the electronic structure dependent( i.e., inherent) properties as well as 

the microscopic (i.e., microstructural) parameters. In order to obtain a 

good permanent magnet, it is essential to optimise all the three 

parameters. 

In addition to these fundamental properties, other attributes such as 

good corrosion resistance, low susceptibility to radiation damage 

(especially magnets used in electron beam wigglers, undulators and 

synchrotron sources), low temperature coefficients of iHc and Br. good 

mechanical stability, easy machinability, etc. are also desirable. 

The process of magnetization and hysteresis behaviour described above 

in the case of a technical permanent magnet involves the nucleation and 

movement of magnetic domain walls. A domain wall is a region of 

transition in magnetization, separating regions magnetized anti-parallel 

4 

.. 



·"' 

to each other( B). The process of movement of domain walls under the 

effect of applied field is shown schematically at the bottom in Fig.l.1. 

Thus, as the magnitude of the applied field is increased in one direction, 

the domain walls move so that the fraction of domains with magnetization 

direction parallel to the applied field direction is maximized. At 

saturation, ideally, there are no domain walls in the magnet and all the 

grains have their magnetization parallel to the field direction. On 

reversing the field direction~ walls nucleate and traverse the grains to 

reverse their magnetization. 

The saturation magnetization ·of a single crystal of a magnet is a 

fundamental property. It depends only upon the atomic species present 

and the nature of their electronic interactions. In the case of a 

polycrystalline magnet, the degree of mutual alignment of the grains will 

also play a role in determining the value of the saturation magnetization 

and consequently the remanence also. 

A large value of iHc can be obtained, potentially, by two methods(9): 

{1) if the material has a large shape anisotropy, i.e., it has a large aspect 

ratio, with the easy magnetization direction along the long axis of the 

particle. In this case, it is very difficult to reverse the magnetization 

direction, since the reversal process is opposed by large stray fields. A 

typical example is the case of Elongated Single Domain {ESD) magnets 

such as gamma-Fe203. AlNiCo. etc. : {2) if the material has an easy 

magnetization direction coupled with a large magnetocrystalline 

anisotropy, characterized by a large value of the first magnetocrystalline 

anisotropy constant, K 1· This constant is obtained from the definition of 

the anisotropy energy as shown below : 

Eanisotropy • Ko + K1.sin2a + ......... . 
This equation describes the anisotropy energy, E, in terms of a series 

expansion of the direction cosines of the magnetization, relative to the 

crystal axes. Here, e is the angle between the magnetization direction and 

the crystallographic direction, which, in the case of a uniaxial crystal, is 

the c-axis. Ko is independent of e and hence is ignored, since one is 

interested in the change in the energy when the magnetization vector 

rotates from the "easy" direction to a "hard" direction. K1 is the first 

anisotropy constant and is generally the largest and the most important. 

5 



For a uniaxial crystal with the c-axis as the easy magnetization direction, 
K1 is positive, so that the energy is the lowest for 9=0. Typically, such 
crystals exhibit strong deviations from cubic crystal symmetry 
(such as hexagonal or tetragonal), with the c-axis being the easy axis of 

magnetization. The intrinsic coercivity in this case also will depend upon 

the microstructural condition of the magnet. The upper limit for the iHc 

obtainable is defined as the anisotropy field, HA. of the magnet. This is 

the iHc of a magnet which undergoes magnetization reversal by a coherent 
rotation of the magnetization by 1800. ( This derivation is presented in 

Appendix I). However, in technical magnets, such as the one described by 

the hysteresis loop in Fig.l.1, the reversal of magnetization occurs by the 

nucleation and movement of domain walls. Domain walls occur in such 

materials primarily because the demagnetizing fields are very high. Thus, 

above a particular grain size (the critical grain size) each grain prefers to 

exist in the multi-domain state in its lowest energy configuration, in the 

absence of any external field. Reversal by a domain wall mechanism 

means that the intrinsic coercivities obtained are much lower than the 
anisotropy field of the magnet. Thus, any attempt to improve the iHc of 

technical magnets must recognize the fact that domain walls exist and 

are the main cause for magnetization reversal. Consequently, the iHc can 
be increased if: (i) the nucleation of a domain wall is made difficult; or 

(ii) the movement of the domain wall through the bulk of the grain is 
thwarted. This leads to a natural classification of the reversal behaviour 

of technical permanent magnets. In general, magnets in which the most 

difficult step is the nucleation step, are termed "nucleation 
controlled"(1 0). On the other hand, if the movement of domain walls 

through the bulk of the grain is the most difficult step, the magnet is 

classified as a "pinning controlled" magnet, since the domain walls are 

pinned at certain sites and their movement prevented. Both processes 

occur to some extent in both types of magnets, but complete reversal is 

controlled by one of them. Thus, if the size of the grains is not below the 
critical size for single domain behaviour, the two main reversal 

mechanisms to contend with are the ones mentioned above. Consequently, 

any attempts to modify the structure and/or microstructure of the magnet 

must take advantage of either or both of these effects. 

6 



In general, since the particle (or grain) size is much larger than the 
critical size for single domain behaviour, only domain wall processes will 
be considered. Typical virgin curves and hysteresis loops of (i) a 

nucleation type magnet and (ii) a pinning type magnet are shown in 
Rg.l.2(a--i&ii)(9). The corresponding microstructure is schematically 

illustrated in in Fig.l.2(b--i&ii) for the nucleation type and pinning type 

magnet respectively. On the other hand, when coherent rotation of 

magnetization is the mode of reversal, the iHc equals HA=2K11Ms,where 

HA is the anisotropy field of the magnetic phase, K1 is the first 

anisotropy constant and Ms the saturation magnetization. The hysteresis 

loop in this case is rectangular, as shown in Fig.l.2(c). Nucleation of 

domain walls in technical permanent magnets occurs at regions of reduced 

magnetocrystalline anisotropy and lor regions of enhanced demagnetizing 
fields. The magnetocrystalline anisotropy of the matrix phase can be 

drastically altered at structural and chemical heterogeneities. Typical 

examples are grain boundaries, interphase interfaces, antiphase domain 
boundaries, dislocations. etc. Domain wall nucleation occurs at these 

regions because the domain wall energy, at least locally, is reduced to a 

value much lower than that in the matrix. The theory of nucleation fields 
has been reviewed by Aharoni and co-workers(11 , 12) who have concluded 

that for hard magnetic materials, for which K1 >>Ms2, the most probable 

cause for domain wall nucleation is a local reduction in the 

magnetocrystalline anisotropy. Localized irregularities, on the other hand 

can lead to demagnetizing fields of the order of 18Ms(9), which, in turn, 

can be a source of lowered nucleation field. Typical examples of pinning 

sites are coherent precipitates parallel to the domain wall, antiphase 
domain boundaries, grain boundaries, etc. It should be pointed out that 

good nucleating sites can also act as good pinning sites. 

Magnetization reversal in Particles: This aspect is being 

introduced here since many of the investigations of magnetization 

reversal mechanisms in permanent magnets have been carried out through 

a study of the reversal behaviour in single particles of these magnets. 

There have been numerous experiments carried out to understand the 

magnetization and reversal behaviour of both fine particles and 
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polycrystalline magnets in permanent magnetic systems such as Mn-Bi, 
ferrites, SmCos, etd13-20). An excellent review has recently been 

presented by Livingston(1 0). These experiments have revealed abrupt 

reversal events which indicate that the iHc is controlled by either a 
nucleation or an unpinning event. The earliest classification came from 
Becker, who divided the nucleation and/or pinning sites into type I and 
type 11(21). Type I sites are those where a domain wall is pinned due to 

insufficient prior magnetizing field, and thus are associated with 
incomplete saturation of the grains. These pinned sites act as "embryos" 
for reversal on reversing the field direction. However, as the magnetizing 
field is increased, these "embryos" are progressively eliminated. 
Consequently, the nucleation field also increases, although not to a value 
close to the anisotropy field. This inability of the nucleation field to 
reach a value equal to the anisotropy field has been attributed by Becker 
to the presence of Type II nucleation sites. These sites are independent of 
the magnetizing field. They nucleate a wall at specific values of the 
applied field, depending upon their potency. The existence of such 
nucleation sites is supported by results on chemical polishing of the 
particles(22), which inevitably increases the iHc and the nucleation field. 

Such results suggest that surface defects can serve as nucleation sites, 
either due to the presence of low anisotropy regions or due to high 
demagnetizing field, as was mentioned earlier. 

Becker(23) studied the temperature dependence of the nucleation fields 

of CosSm particles and did note different temperature dependences for 
different particles reversing by different mechanisms. This was also 
confirmed by Gass et.al(24), who found that type II nucleation sites have a 
larger temperature dependence of the nucleation field than type I sites. 
They also correlated the change in the nucleation field to the temperature 
dependence of K1or K,11/2. Several workers have also studied the 
dependence of nucleation field on the angle between the applied field 
direction and the easy axis of the particle(25-28). Type I sites appear to 

satisfy the Kondorsky relationship, i.e., the nucleation fields should 

increase as 1/(cos"), where" is the angle between the field direction and 
the easy axis. However, in most cases, the increase is somewhat slower 

than that predicted by this relationship. 

8 
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Polycrystalline Magnets: The magnetization reversal behaviour of 
such magnets will be the focus of this dissertation. The main difference 

between single particles and polycrystalline magnets is the effect of 
particle interactions and the consequent changes in the demagnetizing 

field. Thus abrupt changes in the magnetization will be replaced by 

gradual changes, both due to the effect of a spectrum of nucleation fields 
as well as due to the effect of particle interactions(10). However, as an 

extension from the particle studies, it can be presumed that each grain in 

a nucleation type magnet has a defect controlled "nucleation field". But 

for the effect of particle interactions on the demagnetizing field, the 

reversal behaviour can still be considered as an isolated event for each 

grain. The local demagnetizing field, will, however, depend on the state of 
reversal of the neighbouring grains. Several experimental criteria have 

been used to identify the dominant reversal mechanism in such magnets, 
in which, as was described earlier, the main types are the nucleation and 
the pinning type magnets. These criteria are described along with 

experimental results in section 111.4. 

It is obvious that the intrinsic coercivity ( and hence the energy 

product) of a permanent magnet is very sensitive to the microstructure, 

with a very complex dependence upon the microstructural parameters. The 

real structure of the magnet, consisting not only of the crystal structure 

of the magnetic phase in question, but also the shape, size and surface 

characteristics of the grains, contaminations, point, line and surface 

defects, and their distribution, precipitates and second phase particles, 

their magnetic properties relative to the matrix phase, their degree of 

coherency with the matrix phase, all contribute to the magnetic behaviour 

of the magnet. This is where the role of a materials scientist comes into 

play. Once the inter-dependence of structure-microstructure 

-processing-magnetic properties is established, further improvement of 

the magnetic properties to suit real life needs becomes easier. This is 

precisely the goal of this dissertation. Starting with a thorough research 

of the microstructural details of a typical Fe-Nd-8 magnet, along with the 

knowledge of the magnetic properties, the dominant reversal mechanism 

will be established. This will consequently lead onto alloy design 
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considerations in order that the magnetic properties can be improved over 
that of existing magnets. 

In the next section, the reader will be introduced to the Fe-Nd-8 alloy 

system. Since the outstanding magnetic properties of this system accrues 

from the ideal structural and magnetic properties of the magnetic phase, 

Nd2Fe14B, in this alloy system, the next part of this introduction will be 
devoted to the structural and magnetic features of this phase. 

3. THE Fe-Nd-8 ALLOY SYSTEM 

Before the discovery of hard magnetic properties in Fe-Nd-8 based 
alloys, it was not a very commonly studied alloy system. However, since 

the discovery in 1983, there has been an explosion of research to 

elucidate the structural and magnetic intricacies of this system, 

specifically, the phase Nd2Fe14B, which is the main magnetic phase. 
Thus, beginning with the crystallography of this phase, the evolution of 

the magnetic properties will be detailed, followed by a discussion of the 

reasons for the success of this system and the major drawbacks. The 

effects of alloying substitutions in the RE2Fe14B lattice on the magnetic 
properties and their alloy design implications will also be discussed. 

Complex alloy structures, especially those occurring in transition 

metal alloys, are generally determined by the geometrical requirements of 
sphere packing, be they of the same size or different(29,30). A prominent 

characteristic of such structures is that a structural unit seldom found in 

cubic or hexagonal structures, i.e., tetrahedral groupings of atoms, is 

found very frequently. Thus, the coordination polyhedra have only 

triangular faces, thereby achieving, albeit locally, Platonic-type solids. 

Thus, for 12-fold coordination of rigid equal sized spheres, it is neither 

the cub-octahedral coordination of the fcc structure nor the twinned 

cub-octahedral coordination of the hcp structure that is found in such 

alloy systems, but the icosahedral coordination. As has been succinctly 
described by Frank and Kasper(29,30), the presence of the icosahedral 

coordination has two consequences : (1) with slightly compressible 

mutually attracting spheres or with spheres of slightly different sizes, 
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the circumscribing sphere will be the least for the icosahedral 
coordination--hence the lowest energy. (2) The second consequence is 

that in icosahedrally coordinated compounds, simultaneous coordination 

requirements of the atoms which are not the central one, can be met by a 
slight deformation of the coordination sphere. 

Kasper(31) recognized that there are only four types of triangulated 

coordination shells with 5- or 6-fold vertices, wherein no atom with 

6-fold surface coordination was contiguous. These four types are the ones 
with 12, 14, 15 and 16 fold coordinations. These occur very frequently in 

transition metal alloys. These have been termed normal coordinations by 
Frank and Kasper(29,30). One typical feature in structures with normal 

coordination is the occurrence of unbounded planar or almost planar 

layers. Two main types of layers occur : (1) In the first, called the 

primary layer, the arrays comprise of tessellations of triangles and 
hexagons. In this layer the connections correspond to interatomic 

distances. (2) The second type, called the secondary layer, consists of 

normal coordination, made up of tessellations of squares and triangles. A 

typical example of each is shown in Fig.l.3(a&b). These two basic nets are 

denominated by the numerical symbols, 3.6.3.6. and 324.3.4. These are 

known as Schlafli notations and represent the number and sequence of 

various polygons around each vertex. More details about the nature of such 

complex sphere packings can be found in the classic papers of Frank and 
Kasper. 

Nd2Fe14B is a classic example of how the ideas of sphere packing and 

primary and secondary layers can be used to describe the arrangement of 
atoms relative to each other in the unit cell. The next section will 

describe the crystallography of the phase Nd2Fe14B. 

Crystallography of Nd2Fe14B: The crystal structure of Nd2Fe14B is 
shown in Fig.l.4(a). The original structural determination was carried out 
by Herbst et.al(32) through neutron diffraction studies. Concurrently, 

several other structural determinations were being carried out by 
Shoemaker et.al(33), Givord et. al(34), Sagawa et.aJ(6), and Soller and 

Oesterreicher(35). The unit cell of the tetragonal structure phase 

contains 68 atoms. The various atomic sites, their occupancies and 
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coordinates ( in terms of the lattice constant a=8.9A; C=12.18A) are 
tabulated in Table 1(36). The compound belongs to the space group 

P42/mnm, with four formula units per unit cell. It can be described in 
terms of puckered nets perpendicular to the c-axis, which bears 

similarity to the sigma phase in Co-Cr, Fe-Cr alloys. The almost planar 
(puckered) structure is shown in Fig.I.S(a-c). In this figure, (a) represents 

the mirror plane at z=-0 ; (b) represents atoms at z ... 1f8 and z,..3/8 and at 

z ... 1/4; (c) represents atoms in the mirror plane at z=-1/2. There are 

triangular nets formed by Nd(1 ), Nd(2), Fe(1) and B in the mirror planes at 

z=O and z-1/2 (Fig.I.S(a) and (c)). The dotted lines in these indicate 

distances that are longer than the bond distances. Between each pair of 

adjacent mirror planes are sandwiched two puckered sigma-phase main 
layer type nets (i.e., at z-1/8 and z,.,3/8) of only Fe atoms. At z=1/4 there 

exists a sigma-phase subsidiary layer type net, also made up of Fe atoms. 

These primary and subsidiary layers are typical examples of the 

coordinations described by Frank and Kasper. 

The spatiaJ relationships among the several atomic "layers" is shown in 
Fig.I.S(a-c)(33). The Nd atoms are near the centers of Fe hexagons, in the 

z:a1/8 and z-3/8 layers. In the Z=-0 and z=-1/2 planes, the semi-regular 

tessellation of 32.4.3.4 is observed, Fig.I.S(a,c) (in dark lines). This net 

provides the closest packing of equal spheres (Nd in this case) in a plane 

in which there is 4-fold symmetry and every sphere has the same 

environment, apart from orientation. The coordinations of the different 

atoms are given in Table 11(33). It is noteworthy that all atoms except B 

have 12 or more coordinated shells, in the Frank and Kasper notation. 
Also, it should be pointed out that the Fe atoms at the j2 sites have more 

than 12-fold coordination ( 14-fold coordination). This site has very 

unusual and large magnetic moments. The consequences of this will be 

discussed later in this section. The other Fe sites which are not in the 
z,.o and z-1/2 plane all have distorted icosahedral environments. The 

coordination polyhedron of the Fe( c) atoms, i.e., the Fe atoms in the Z=O 

and Z=-1/2 planes in Fig.l.4(a) is icosahedral, but distorted to allow for 

larger bonding distances to Nd atoms. In the vertical direction, there are 

infinite zig-zag rows of Fe-Nd-Fe-Nd atoms. The puckering of the 

hexagonal layers perpendicular to these rows is due to the relative 
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inclinations of the rows with respect to each other. The arrangement of 
triangular nets in this structure and in the sigma-phase nets above and 

below it resembles the arrangement of layers in the CaCu5 (02d), the 

parent structure of SmCo5. In the case of SmCo5, the rare earth atom is 

surrounded by six transition metal atoms in the plane, six above and six 

below, in the form of planar "kagome" nets. In the case of Nd2Fe14B, there 

are the mirror planes at Z=O and at Z=-1 /2 formed by the Nd atoms which 

are surrounded by B and Fe atoms in the plane. The sigma-phase type nets 
above and below this plane contain 3.6.3.6., 63 and 32.62 tessellations, as 

shown in Fig.1.5(b). The bond angles in the Nd2Fe148 triangular nets range 
from 57.90 to 66.70 except for those with a j2 site at the vertex, which, 

due to the puckering, lie between 52.40 and 55.70. The Fe-Fe bond lengths 

extend from 2.39A to 2.8A. It may be pointed out that for Fe-Fe bond 

distances lower than 2.5A, the exchange interactions become negative 

(anti-parallel coupling). 
The Boron coordination is shown in Fig.l.4(b)(32). Boron atoms occupy 

the centers of trigonal prisms, formed by the three nearest iron atoms 
above and the three below the z-0 and z-1/2 plane. The prisms pucker the 

Fe nets( as was described above) since the Fe( e) and Fe(k 1 ) 
atoms(Fig.l.4(a}) in them are displaced significantly towards the boron 

containing plane, as compared to other Fe atoms in the nets. It appears 

that the prisms are strong structural units linking the Fe planes above and 

below those containing Nd and 8. The prisms also coordinate all rare earth 

and boron atoms. Thus, three rare earth atoms are bonded to each boron 
through the rectangular prism faces. The fundamental nature of such 

trigonal prisms in many transition metal-metalloid ( e.g., Fe-C and Fe-B 
systems) has been stressed by Gaske1J(37). 

Magnetic properties of the RE2Fe14B compounds (R:Nd and other 
rare earths and Y): In this section, the origin of the excellent magnetic 

properties of this compound will be discussed. Since Nd is the most 

common rare earth element used in Fe-RE-B magnets, the discussion will 

be based upon the magnetic properties of the RE2Fe148 compound of Nd. 
The short-comings in the magnetic properties of this phase will then form 

the background for a discussion of substitutions on Fe, Nd and 8 sites. 
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The relevant magnetic properties are summarized below, specifically 

for Nd2Fe14B: 
{1) Saturation magnetization of 1.61 Teslas{ 16.1 KGauss) at room 

temperature. 

{2) Curie temperature of 3120C. 

{3) Anisotropy field of 71 kOe at room temperature. 

{4) First order anisotropy constant of 3.5MJ/m3. 

(5) Maximum possible energy product of 65.4MG0e. 

To put these properties in perspective, they are compared with those 

of two other permanent magnet systems, namely, SmCos and AlNiCo. 

These results are presented in Table Ill. Clearly, the magnetic properties 

are quite impressive. The origin of these properties is summarized below. 

Most of the details of the intrinsic magnetic properties are discussed in 

several of the magnetism conference proceedings. 

(1) Saturation magnetization and remnant magnetization: The 

large value of saturation magnetization of Nd2Fe14B is attributable to the 

following reasons : 

(a) the almost full contribution of the iron moment of 2.1 JJ.sfFe atom to 

the total magnetization, mainly due to large Fe-Fe 3d-exchange 

interactions; {b) parallel coupling of the Fe and Nd moments {since Nd is a 

light rare earth); {c) an induced component to the Fe moment due to the 

3d-4f electron interactions. The moment coupling in Nd2Fe14B { and in 

general RE2Fe14B) is similar to that observed in R-Fe and R-Co 

intermetallics, i.e., there is an anti-ferromagnetic coupling between 

Fa-spins and A-spins. Thus, for compounds with R- light rare earth 

( J:::~L-S), the totaJ rare earth moment is coupled parallel to the Fe spins. 

On the other hand, in the case of heavy rare earths (J=-L+S), the A moment 
is anti-parallel to the Fe moment. This difference in coupling should be 

evidenced in the temperature dependence of magnetization. In the case of 

the light rare earths( parallel coupling) the magnetization should increase 

with lowering of temperature, while the converse is true for the heavy 

rare earths. These features have been experimentally observed by several 

researchers. The Fe moments have been investigated in detail by Givord, 

Li, and Tasset(38), using Polarized Neutron Diffraction. The results are 
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summarized in Table IV. The difference in the moments of Fe in the six 
sub-lattices can be attributed to the differences in the local 

environments of the respective Fe atoms. Thus, a high Fe coordination for 

the Fe(4) site is associated with the large value of magnetic moment of Fe 

in this site. On the other hand, when the Fe atom has a large Nd 

coordinance, the moment is lower. Data on Fe-B alloys(39) indicate that 

the Fe moment is reduced by 2p-3d electron transfer. A similar effect is 

found in the case of the Fe{1) site, which exhibits a markedly lower 

moment. Belzoni et.al expect strong hybridization between low lying 

p-states of Boron and the d-states of the rare earth atoms, from the high 
stability of rare earth-boron alloys(40). They attribute this as one of the 

reasons for the large 3d moment due to the indirect reductions of 3d-5d 
hybridization. The magnetic behaviour of the Fe sub-lattices have been 
determined by using non-magnetic rare earths such as Ce+4, Lu+3 or y+3 
( 41-48). The Fe sub-lattices exhibit anomalous temperature dependence 

of lattice parameters, indicating the possibility of magnetostrictive 

effects. The different iron moments have also been confirmed by several 
Mossbauer effect and neutron diffraction studies(49-52). The Mossbauer 

studies indicate that the internal magnetic fields scale as the Curie 
temperature, with the spectra being independent of the rare earth 

component. These results indicate that the electronic configurations of 

the iron atoms are nearly the same in all the compounds. The occurence 

of a large magnetic volume anomaly(i.e., an anomalous expansion below T c) 
in the magnetically ordered state is similar to that in R2Fe17 compounds. 

This is due to the minimization of magnetic energy at the expense of 

elastic energy. These effects suggest that the magnetic interactions 

exhibit a strong dependence on the Fe-Fe interatomic distances. Thus, 

depending upon the Fe-Fe distance, the coupling can vary from parallel to 

anti-parallel. The volume magnetostriction varies as the square of the 

magnetization. 

Measurements of saturation magnetization on Ce2Fe14B ( in which Ce 

exists as Ce+4) indicate that the Fe saturation magnetization is not very 

different from that of trivalent rare earth 2-14-1 compounds. This 

indicates that changes in the valence electron concentration do not have a 

strong effect on the magnitude of the Fe moment, thus suggesting a more 
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localized 3d moment. Measurements of the difference in moments 

between Nd2Fe14B (where the rare earth is magnetic) and Y 2Fe14B (where 
it is non-magnetic) indicate that the Nd moment is about 3.3~s(42), which 

is approximately 92o/o of the free ion moment of Nd. This indicates little 

quenching of the Nd moment by crystal field interaction. The observation 

of the rare earth moments of almost the same magnitude as g.J, indicates 

that the influence of the exchange field experienced by the 4f moments is 
much greater than that of the crystal field although the crystal field 

splitting still determines the preferred direction of the 4f moments. 
Replacement of boron by carbon leads to a decline in the saturation 
magnetization, probably due to a reduction in the mean iron moments(53). 

The saturation magnetization of several RE2Fe14B compounds is tabulated 
in Table V. From this Table it is evident that one of the reasons for the 

success of Nd and Pr over other rare earth elements is the large room 

temperature saturation magnetization. 

(2) Curie Temperature: The higher Curie temperature in R2Fe14B 

compounds as compared to the R2Fe17 compounds can be attributed to the 
Fe-Fe interatomic distances, which affects the Fe-Fe exchange 
interactions(36,38). In addition, the coo refinance of the Fe atoms in 

R2Fe14B is higher than that in R2Fe17 compounds. This can be observed in 

the crystal structures of R2Fe14B and R2Fe17 , which are depicted in 
Fig.l.4(a) and Fig.l.6. respectively. The higher Tc of the R2Fe14B structure 
may be attributed to the presence of completed Fe-Fe triangular nets that 

are not interrupted, as in the case of the R2Fe17 structure, by Nd atoms. 

The reduction in Curie temperature compared to pure Fe can be attributed 

to the short interatomic distances ( < 2.5 A) which occur for some of the 

Fe sublattices. For the rare earth series, Gd has the highest T c of 65QOK, 
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while the tetravalent rare earths Ce+4 and Th+4 have a low T c of 4250K Ji 

and 48QOK respectively. 

The Curie temperatures are almost twice as large for the cobalt 
counterparts despite the smaller Co moment( 54-58). This can be directly 

associated with the Fe-Fe (or Co-Co) interatomic distances, an aspect 

which has been observed in other isostructural series of rare earth 

intermetallics. For Co substituted RE2Fe14B compounds the increase in 
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T c has been explained in terms of a preferential occupation of the k2 and 
j1 sites, which in the case of Fe are involved with negative interactions. 

The RE-TM exchange also appears to affect the Curie temperature, since 

the Gd compounds have a larger T c compared to the La or Lu compounds. 

This is thought to be associated with changes in the local environments, 
specifically at the Fe(4c) site, which dictates the 3d-exchange 

interaction along the c-axis. The Curie temperatures have been expressed 

in the mean field approximatton with good agreement for the heavy rare 

earths, although for the light rare earths the agreement is not so 
satisfactory(42). This difference has been attributed by Givord et.al(46) 

and Sinnema et.al(42) to the different 4f-5d overlap for the heavy and 

light rare earths. The presence of boron also appears to be necessary for 
the high Curie temperature, since replacement of boron by carbon leads to 

a marked decrease in the Curie temperature. 

(3) Magnetocrystalline anisotropy and anisotropy field: In the 

Re2Fe14B system, crystal anisotropy arises due to two 
causes(40-47,59-63) : (1) a major portion (60-70°/o) arises from the large 

crystal field splitting induced anisotropy of the rare earth atom when it 

has a non-zero orbital moment (L~) ; (2) the second contribution, which 

is a significant one, to the anisotropy comes from the anisotropy of the Fe 

sub-lattice, which can be inferred from the substantial magnetic 

anisotropy in RE2Fe14B compounds in which the rare earth atom has no 

orbital moment (Y & Gd). This anisotropy of the Fe sub-lattice is of the 

same order as that of a hypothetiC?! hexagonal Fe. It is believed that 

anisotropic dipolar interaction between the magnetic moments is not the 

main cause for this large anisotropy. Thus, in essence, the magnetic 

anisotropy is due to the interplay of crystal electric field splitting of the 

rare earth atom and the exchange interactions with the Fe moments. The 

nature of the rare earth atom dictates the overall anisotropy. The 

anisotropy fields of several RE2Fe14B compounds are tabulated in 
Table v(64). 

In a tetragonal symmetry, the magnetocrystalline anisotropy energy 

can be expressed as: Ea • K1.sin2e + K2.sin4e + Ks.sin4e.cos4<p, where, K1, 

K2 and K3 are the first, second and third order anisotropy constants ; 9= 
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the zenithal angle between the magnetization direction and the c-axis and 

<p=the azimuthal angle from the a-axis. The anisotropy constants are 

measured from high field torque curves using a spherical single crystal 

sample. At 4.2Kp RE2Fe14B compounds with RE=Sm, Er and Tm have the 

magnetic easy axis along the [1 00] direction of the tetragonal structure, 

while the other rare earths have the easy axis along the [001] axis, except 
Nd and Ho, which have a canted spin behaviour. At room temperature, Sm, 

Er, Tm and Yb have an easy plane while the others have an easy axis of 
magnetization. 

Crystal field and magnetic anisotropy : The crystal field at the rare 

earth sites creates local anisotropy which determines to a large extent 
the magnetic anisotropy of the non-s-state rare earth atoms (i.e., those 

which do have an orbital moment). There are two rare earth sub-lattices, 

4f and 4g, and eight rare earth sites in each unit cell. Both the 4f and 4g 

sub-lattices have mm point group symmetry. The expression for the 

crystal field at each site can be expressed as: H • l:na2,4,6 Bnm. Onm. 
where Bnm are the crystal field parameters and Onm are called the 

Stevens operators(47). At low tempera~ures, the second, fourth and sixth 

order terms are all important and hence the magnetization, in some cases, 

can be quite exotic. However, upon raising the temperature to room 

temperature the fourth and sixth order parameters decline rapidly and 

hence around room temperature the second order term is most important. 

At very high temperatures the second order term also declines rapidly and 

hence the anisotropy is governed by that of the transition metal. The 

second order term can be represented in terms of the second order Stevens 
coefficient 92, whose sign determines whether the compound has uniaxial 

anisotropy or easy plane magnetization. Thus for RE- Pr, Nd, Dy, Ho 92 is 
negative and the compounds exhibit uniaxial magnetization along the 

c-axis while for Sm, Er, Tm, and Yb 92 is positive and the compounds 

exhibit an easy plane of magnetization. This behaviour is opposite to that 

observed in the case of SmCos compounds and can be explained 
qualitatively in terms of a change in the local environment between the 
two related structures(47). 

The temperature dependence of the anisotropy in RE2Fe14B is 
anomalous(40,65). With the exception of Th, there is an increase of 
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anisotropy up to TIT c = 0.4. This can be explained as a result of : (i) 
competing anisotropies for the different Fe sites ; (ii) the 

magneto-volume anomaly mentioned earlier, leading to a change in the 

lattice parameters with a corresponding change in the anisotropy. The 

temperature dependence of the anisotropy field can be classified into two 

categories : (a) those of compounds in which the rare earth atom has an 

orbital moment; (b) those in which the rare earth atom has no moment. 
As was mentioned earlier, the strong temperature dependence of the rare 
earth anisotropy leads to the anisotropy being dominated by the Fe 

sub-lattice anisotropy at high temperatures. However, at low 

temperatures, the anisotropy is dominated by that of the rare earth atoms. 

In the case of S-state rare earth atom, the temperature dependence of 

anisotropy field is modest. In the case of these compounds, the anisotropy 

field decreases with decrease in temperature. This indicates that the 
different Fe sites have different contributions to the anisotropy and also 

that their temperature dependence may be different. Attempts have been 

made to explain the anisotropy of the compounds in terms of a single ion 

crystal field model. The results of such computations indicate that a 
simple point charge model ( i.e., a Coulombian interaction ) cannot be used. 

The exact cause for the Fe sub-lattice anisotropy, which is clearly 

demonstrated in the compounds with s-state rare earth elements, is still 
not well understood. 

4. Substituent effects in Nd2Fe14B : Nd2Fe14B, although 
possessing most of the desirable magnetic properties for permanent 
magnet applications, suffers from certain important drawbacks. The first 

among them is the rather low T c which produces an undesirably high 

reversible temperature coefficient of remanence. Thus, even at a 

temperature close to room temperature, TIT c-0.56, significant variations 

in the magnetic properties due to thermal fluctuations are observed. 

Another undesirable property is the rapid fall in iHc with temperature. 

This allows normal demagnetizing fields to cause large irreversible 

losses in magnetization. Yet another drawback is the availability and cost 

of Nd. The main cost in Nd production is in the refining of the metal from 

other rare earths such as Ce, Pr and La, all of which are chemically 
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similar. Thus, improvement of the properties of this phase and broadening 
the range of applications will depend upon how these drawbacks can be 

overcome. In this section, the effect of alloying additions to overcome 

these problems will be discussed. The effect of one such additive, Dy, on 

the microstructure and magnetic properties of Fe-Nd-8 magnet will be 

discussed in section 111.6. 
The low Tc of Nd2Fe14B can be raised by addition of Co(54-58). By 

progressively replacing Fe by Co, the Curie temperature can be raised from 
5890K to 1 OQ40K. This increase in the Curie temperature can be 

attrtibuted to the changes in the· inter-atomic distances upon going from 

Fe to Co, leading to better exchange interactions. In partially Cobalt 

substituted compounds, the preferential occupation of the k2 and j1 sites 
by Co may explain the sharp rise in Curie temperature observed. In 

addition, in Nd2 (Fe1-xCox)14B, for X<0.2, there is an increase in the 
saturation magnetization, which can also be attributed to the above 

effect. Thus, the essence in improving the T c is to preferentially replace 

the Fe atoms at the sites where the exchange interactions are negative. 

However, further increase in the cobalt content reduces the saturation 

magnetization due to the lower moment of Co. Since· most of the 

contribution to the saturation magnetization comes from the Fe atoms ( or 
in general from the 3d element), and replacement of Fe by Co is not useful 
beyond X=-0.2 (as shown above), improvements in the saturation 

magnetization beyond that of Nd2(Fe1-xCox)14B may be difficult. In 
addition, replacement of Nd by other rare earth elements such as Dy, Ho or 

Gd, which have large moments, is not beneficial either, due to the 

anti-ferromagnetic interactions with the Fe spins. Thus, one is 

confronted with the limitation that improvements in the saturation 
magnetization (and hence the remanence) of compounds with the same 
crystal structure may not be feasible. This in turn, means that the energy 

product cannot be increased considerably above that of the Nd based 

compounds. Thus, summing up, significant improvements in the energy 

product can be made only if the iHc of the magnet is increased by suitable 

metallurgical manipulations, with the remanence and saturation 

magnetization maintained constant. Possible solutions to this difficult 

task are presented in section 111.6. 
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Due to the chemical similarity of the rare earth elements, a large 
number of solid solutions with different properties can be made by 

systematically changing the nature of the rare earth 
element(47,53,55,66-70). Thus, the rapid fall of iHc with temperature or 

the drop in anisotropy field can be offset by replacing part of the Nd by Dy 

or Tb. Dy2Fe14B and Tb2Fe14B have a very large anisotropy field 
compared to Nd2Fe14B, Table V. However, one disadvantage in adding Dy 
or Tb is that, due to the anti-ferromagnetic coupling of the Dy spins with 

the Fe spins, the saturation magnetization decreases. Thus, these 

elements have to be added in limited amounts. AI can also be added to 

improve the anisotropy field and thus the iHc, although not as 
dramatically as in the case of Dy or Tb(58,71). In this case, AI replaces 

Fe and this also causes a drop in saturation magnetization and Curie 
temperature. It has also been shown that by judicious choice of the rare 

earths and their concentrations, the temperature coefficient of 

remanence, dM/dT, can be made zero. This has been accomplished by the 

addition of Ho, Er and Dy(72). Belzoni et. al have studied the replacement 
of Nd by Pr and Fe by Co(56). They have found that while the anisotropy 

field of Nd2C014B is lower than the corresponding Fe compound, the 
reverse is true for the Pr compounds. In general, the anisotropy field for 

the Co compounds are much higher than that of the Fe compounds, due to 

the smaller saturation magnetization of the Cobalt compounds. The 

general behaviour of the Co system is similar to that of the Fe system. 

Replacement of Fe by Mn leads to a decrease in the Curie temperature and 
saturation magnetization(73). The anisotropy field has been found to 

increase. Addition of Zr has been shown to increase the anisotropy field 
with a concomittant decrease in the saturation magnetization and Curie 
temperature(? 4). In terms of alloy design implications, the role of Cobalt, 

Dy and AI are important. In this investigation, the effect of Dy will be 

described .. There have been several investigations of the simultaneous 

effect of Co and AI, and optimum compositions have been arrived at, in 
terms of permanent magnet properties(71. 75-80). However, systematic 

investigations of the effect of such additions on the microstructure and 
the correlation to the magnetic properties have just been initiated(81 ,82). 

In terms of the economy of permanent magnet production, the addition of 
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Ce, Pr, La has been found to be beneficial(83-85). If an alloy of 

Ce-Pr-Nd-La, usually termed as "mischmetal" is used instead of pure Nd, 
the magnetic properties are quite inferior to that of the ternary alloy. For 
example, the iHc of a magnet with significant Ce-Pr additions is only 

about 5-6 kOe and the energy product only 24-25 MGOe. However, the cost 

of the magnet is cut by a third. 

Structure-Property Relationships: Several key features 

characterize the Fe-Nd-8 system and its success story. The most 

prominent among these is the separation of the Fe and the Nd,B layers, 
Figs.l.4 and 5, which results from the formation of the trigonal Fe prisms 

having 8 at the centers. These prisms occur in many transition 

metal-metalloid systems. In this case it happens that this not only 

dictates the bonding arrangement of the Fe layers but also allows space 

for the rare earth atoms to fit in the prism mid-planes. Thus, this 
arrangement is sterically favourable, with the rare earth atom occupying 

a convenient and strain free location. 

The major differences in magnetic properties between the Nd2Fe14B 

structure and the related Nd2Fe17 structure can be understood by studying 

the structure of the two compounds. The Nd2Fe14B structure is depicted 

in Fig.l.4(a), while the structure of Nd2Fe17 is shown in Fig.l.6. Two 

important features identify the Nd2Fe14B structure from the Nd2Fe17 
structure. The first is the higher Curie temperature of 3120C compared to 

570C. The second is the easy axis of magnetization compared to the easy 

plane in Nd2Fe17· The origins of these differences can be found in the 

crystallography of the two compounds. In the case of Nd2Fe17. only half 
of the triangular network is occupied by the Fe( c) sites. For the other half 

layers, Nd atoms interrupt the Fe-Fe bonding. In contrast, there are no Nd 

atoms to interrupt the Fe-Fe exchange in Nd2Fe14B. This is responsible 

for the higher Curie temperature. The easy axis behaviour is linked to 
the highly anisotropic Fe sub-lattice and the crystal field of the rare 

earth ion. This is evidenced from the easy axis of Y2Fe14B, which 

does not have a rare earth anisotropy contribution. In the case of 

Nd2Fe148, except for the Fe( c) site and the FeG2) sites, there are 
more number of Fe atoms above a given Fe atom than below it. In 
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Nd2Fe17 only the Fe( c) atom exhibits significant anisotropy in 

coordination. Much progress has been made in furthering the 

knowledge of the intrinsic properties of this fascinating system, 

although much more remains to be unravelled. The above summary of 

the intrinsic properties of this family of compounds is by no means 

exhaustive in detail, but does provide at least an overview of the 

complexity of the system and summarizes the state of knowledge of 

the intrinsic properties of this alloy system. 
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4. AIM, APPROACH AND SCOPE OF THIS INVESTIGATION 

The broad aims of this investigation are the characterization of 

the microstructural and the details of magnetization reversal of a 
typical sintered Fe-Nd-8 magnet with optimum permanent magnet 

properties. This will include the structural and microanalytical 

characterization of various phases observed in such magnets and the 

inter-relationship of each phase to each other. Concurrently, the 

magnetic properties will be characterized in order to understand the 

dominant mechanism of magnetization reversal. Using the information 

obtained about the microstructure and the magnetization reversal 
mechanism, the role of microstructure in causing magnetization 
reversal will be examined. With the resolution of this complex problem 

, a general magnetization reversal model, based upon the knowledge of 

the microstructural features and the magnetic properties, will be 

proposed. This will describe the reversal behaviour of a magnet with 

optimum magnetic properties. With this knowledge, the focal question 
of this investigation, i.e., the effect of post-sintering 

heat-treatments on the magnetic properties, will be be addressed. 
The effect of post-sintering heat-treatments will then be built into 

the model, based upon the results of microstructural examination and 

measurement of magnetic properties. The statistical aspects of 

magnetization reversal, an aspect that is very pertinent to 

polycrystalline magnets, will also be invoked to take account of the 

distribution in the structural and magnetic characteristics of real 
magnets. Examination of the interaction of domain walls with the 

microstructural features by Lorentz microscopy will be used to 
provide supporting evidence for the details of magnetization reversal. 

The salient aspects of the model(s) proposed above will then 

dictate the direction of the second part of this investigation, which 

will deal with the alloy design aspects as related to the particular 

type of magnetization reversal in this alloy system. These 

experiments will aim at improving the magnetic properties of the 
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ternary Fe-Nd-8 alloy through the knowledge of the details of the 

microstructure and the magnetization reversal process. Specifically, 
the effect of substitutions on the rare earth site to improve the 

intrinsic coercivity as well as the temperature dependence of 

magnetic properties of the magnets, will be considered. In addition, 

novel experiments, involving specific sintering additives, will be 

carried out to modify certain microstructural aspects of the magnet, 
which are considered to be important in governing the magnetization 

reversal behaviour of the magnet ( as determined from the first part 

of this investigation). 

The scope of this investigation is limited primarily to the study of 

the extrinsic properties of the magnets in relation to the 
microstructural and micro-analytical details of the magnet. However, 

existing knowledge about the intrinsic characteristics of the magnet, 

specifically the RE2Fe14B phase and the effect of alloying on its 

intrinsic properties, will be made use of. This investigation will thus 

attempt to unravel the complexity of magnetization reversal, from the 

knowledge of the above. The guiding factor will be the extrinsic and 

microstructure dependent magnetic properties. Thus, this thesis deals 

with the microstructural and micro-chemical causes for 
magnetization reversal in a specific class of permanent magnets and 

attempts to rationalize the complex process of magnetization reversal 

in this new class of technologically important magnets, based 

primarily upon the microstructural observations. 
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CHAPTER II 

EXPERIMENTAL DETAILS 

1. PRODUCTION OF SINTERED Fe-RE-8 MAGNETS 

In this section, the overall route for the production of sintered 
magnets will be discussed. This route is adopted for the manufacture of 
fine particle permanent magnets{S). The same general sequence has been 

adopted to make all the magnets used in this study. Wherever relevant, 
the differences in the specific production conditions will be highlighted. 

The various steps involved are illustrated schematically in Fig.ll.1. The 

alloy of required composition was induction melted in an alumina crucible 

under an Argon atmosphere. The ingots were then crushed in a nitrogen 

atmosphere to a particle size of about 1 mm in a jaw crusher. Following 

this, the coarse powders were ground down to 1 OOJ.Lm in a disk mill, then 

pulverized either dry or under trichloro-trifluoroethane to about 3J.1.m in a 

jet mill or in a ball mill. The powders were then magnetically aligned, 

with a field of 1 OkG and pressed normal to the aligning direction with a 
pressure of 200MPa. The green compacts were then sintered at 

1 050-11 oooc in an argon gas atmosphere/vacuum for a period of 1-3 

hours and cooled to room temperature at the requisite cooling rate ( i.e., 

quenching in water, oil, air or furnace cooling at SOOC/hour). The magnet 

with optimum properties was obtained by slow cooling at SOOC/hour from 

sintering temperature. For the step quenching experiments, the magnets 

were furnace cooled up to the quench temperature., at which temperature 
it was quenched into water. In the case of the water quenched samples, a 

post-quenching isochronal annealing was given to the magnet at various 

temperatures, with the optimum temperature range being 500-6QQOC. 
Since the alloy composition is, by design, richer in Nd compared to the 

stoichiometric composition Nd2Fe14B, all magnets contain excess Nd. 
Thus during sintering, the excess Nd liquifies and enhances densification 

by liquid phase sintering. 
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2. ALLOY COMPOSITIONS STUDIED 

In this investigation, two different types of alloys were studied. It 

must be mentioned, that although the magnets are being classified into 

two types for the sake of descriptive convenience, they are magnets 

prepared by the same method and are comprised of the same overall 
microstructure. The first group of alloys were used to study the 

microstructure and magnetization reversal mechanism in a typical 

sintered Fe-RE-8 magnet. These alloys were prepared by Professor M. 

Okada at Tohuku University, Sendai, Japan. They had the overall 

composition of Fe-32.5 wt.o/o RE-1 wt.0/o 8, where the rare earth 

composition consisted of SOo/oNd-15°/oPr-5°/oCe. This Ce-Pr-Nd alloy is 

termed as "didymium". This alloy behaves for all practical purposes as a 

ternary Fe-Nd-8 magnet. An Fe-Nd-8 magnet, obtained by courtesy of 

Mr.J.K.Chen was also examined to ascertain that the microstructural 

details of the alloys studied did not differ markedly from that of a ternary 

Fe-Nd-8 magnet. This alloy had a composition of Fe-32 wt.0/o Nd-1.4 

wt.0/o8. All the magnets used in the experiments described in section 
111.1-4 were of this composition. The samples used for the study of the 

effect of grain size on the iHc and the effect of alloying additions (i.e., 

addition of Dy to improve the iHc) were prepared by Dr.8.M.Ma, Crucible 

Research Center, Pittsburgh through a collaborative project. These 

magnets were of the same overall composition as the alloys used in the 

experiments described in section 111.(1-4), although they were ternary 

Fe-Nd-8 magnets. For the grain size effect experiments, different sieve 

fractions were used as the starting material to prepare the magnets. 

3. X-RAY DIFFRACTION ANAL YSIS{XRD) 

X-ray diffraction spectra were obtained from metallographically 

prepared bulk magnets using a Siemens Diffractometer, using Cu Ka. 

radiation at 30kV. The experimental conditions consisted of an angular 

scanning range of 1 oo to sao in steps of 0.050, with an acquiring time of 2 

seconds per step. The diffraction spectra were analysed with the 
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assistance of existing xray diffraction data on the RE2Fe14B phase and 
transmission electron microscopy information. 

4. SCANNING ELECTRON MICROSCOPY(SEM) 

Scanning electron microscopy was carried out to try to establish the 

nature of the phases present in the magnets and also to measure the grain 

size and establish the grain size distribution. This was carried out using 

an lSI DS-30 SEM at an accelerating voltage of 25 kV. Samples for SEM 
were metallographically prepared by polishing progressively with finer 

SiC paper with a finish polish using 1 J.Lm diamond paste. The samples 

were etched with either 2o/o or 5o/o Nital to reveal the microstructure. 

5. TRANSMISSION ELECTRON MICROSCOPY(TEM) 

(a) Specimen preparation for TEM : Electron transparent 
specimens for TEM were prepared by Argon ion milling slices of the 

sample that had been mechanically thinned down to a thickness of about 

50-75 micrometers. To reduce the volume of the magnet that was 

introduced into the microscope 3mm discs were not used. The slices were 

mounted onto a copper grid with silver epoxy glue. In some cases, the 
sample was dimpled to reduce ion milling time. Argon ion milling was 

carried out at 6kV accelerating voltage using a liquid nitrogen stage. A 

total gun current of 0.4mA was used, corresponding to a specimen current 

of 30-40 ~- The gun tilt angle was set at 220 at the start of ion milling 

and was reduced to about 170 in the closing stages. Milling was 

completed in about 12-15 hours. 

Transmission electron microscopy and related microanalytical 

techniques have been used throughout this investigation. TEM imaging was 

carried out using a Philips 400TEM/STEM at an accelerating voltage of 
1 OOkV. The microdiffraction experiments were carried out on this 

microscope using a nominal probe size of 400A. This probe size was 

obtained using an excited condenser lens configuration. Part of the 

analytical microscopy was carried out using a conventional Be window 

detector that is attached to the Philips 400 TEM/STEM and a 400A probe 
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size to acquire microanalytical information from a localized region. 

Spectral quantification was carried out using the Kevex 7000 software. 

However, in order to detect elements such as oxygen, the JEOL 200CX STEM 

microscope, at the National Center for Electron Microscopy (NCEM) was 

used at 200kV. This microscope is fitted with an ultra-thin window EDX 

detector, thus enabling the detection and quantification of elements such 
as oxygen. On this microscope, EDX spectra were acquired in the STEM 
mode with a nominal probe size of about 400A. Spectral deconvolution and 

quantification was carried out using a Kevex 8000 system software using 
theoretically generated thin foil k-factors. In the case of oxygen, 

however, experimentally determined k-factors were used. Care was taken 

to ensure statistical significance of the EDX data by acquiring at least 
1 oS counts. Point microanalysis and line profiles were carried out at 

various regions in the same sample as well as in different samples to 

ensure the validity and reliability of the microanalysis data. High 

resolution electron microscopy (HAEM) was carried out using a JEOL 200CX 

microscope at 200kV. This microscope is also located at the NCEM. 
Primarily, the interface between the matrix phase and the grain boundary 

phase was examined. Lattice fringe images were obtained from different 

regions to examine for differences from one region to another. 

Lorentz electron microscopy (LEM) was carried out using a Hitachi 650 

high voltage microscope at SOOkV. The use of the higher voltage enabled 

the examination of domains in thicker foils, which would be more 

representative of the bulk domain structure. 
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6. AUGER ELECTRON SPECTROSCOPY AND ELEMENTAL MAPPING 

The presence of oxygen was checked by an independent expe_riment 
involving the examination of the Auger spectrum of an in-situ fracture 

surface of the magnet. Auger spectroscopy was carried out using a 

Phi-spectrometer. Standard in-situ fracture samples were prepared and 

fractured inside the spectrometer in a vacuum of 3x1 o-9 torr and 

examined immediately. In addition to point analyses, Auger electron maps 

were also generated, in order to examine the spatial distribution of 

elements such as oxygen, Nd and Fe. To study the depth distribution of the 



elements, the surface was sputtered with Argon and the Auger 

peak-to-peak heights were recorded at regular intervals upto five 

minutes. 

7. MAGNETIC MEASUREMENTS 

Magnetic measurements were carried out using a 8-H hysteresigraph, 

with a maximum applied field of 25k0e. To study the effect of applied 
field on the magnetic properties, the samples were exposed to 
progressively- higher fields, with. intermediate demagnetization. The 

hysteresis loops were traced out using a Hewlett-Packard recorder that 

was interfaced with the hysteresigraph. In general, 1 em x 1 em cylindrical 

magnets were used for the measurements, so that the aspect ratio of the 

magnets was maintained constant. 
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CHAPTER Ill 

RESULTS AND DISCUSSION 

1. OVERALL MICROSTRUCTURE OF SINTERED MAGNETS WITH 

OPTIMUM PROPERTIES 

Since it is well known that the intrinsic coercivity is strongly 

influenced by the microstructural condition of the magnet, several 

research groups are actively engaged in the investigation of the 
microstructure of sintered as well as melt spun magnets, in order to 

correlate the microstructure to the magnetic properties and the changes 
due to thermal treatments. In this investigation , the methodology was to 

first understand the microstructural details of an optimally treated 

sintered magnet. With this achieved, the changes in the magnetic 

properties due to post-sintering thermal treatments could be understood 

by examining the changes in the microstructure that may be occurring 

during the treatments. Thus, the first experiments were carried out on a 

magnet which was slowly cooled (5QOC/hour) to room temperature from 

the sintering temperature. This is considered as an optimally cooled 

magnet. The magnetic properties in this case were as follows : iHc :s 8.9 

kOe ; Br • 12.5 kG ; (BH)max • 36 MGOe. In general, results on sintered 

magnets from different laboratories and magnet producers indicate that 

the magnetic properties depend upon the actual processing conditions, 

including the composition of the alloy chosen. Thus, iHc values in the 

optimum condition range from 9-13.5 kOe , Br values range from 11-13 kG 

and (BH)max ranges from 36-45 MGOe. In this section of this study, since 

magnets from the same producer were used for each set of experiments, 
the systematic variations were minimized, or were at least maintained 

constant. Fig.lll.1 is a typical xray diffractogram from the slow cooled 

sample. All the major peaks in this diffractogram can be indexed for the 

matrix RE2Fe14B phase, with the aid of published xray powder diffraction 
data(6,35). 

Fig.lll.2 shows a scanning electron micrograph of the slow cooled 

sample. This shows, in addition to the large equiaxed grains of the 

matrix phase, a second phase at the grain boundaries. Thus ,the 
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microstructure consists of at least two phases. Transmission electron 
microscopy (TEM) was then carried out to take advantage of the higher 

spatial resolution as well as the diffraction and analytical capabilities. 

Figs.lll.3(a & b) show electron micrographs of the second phase observed 

at the triple grain junctions in (a), and frequently in the two-grain 

boundaries in (b). For clarity, these microstructural features are 
depicted schematically in (c) and (d) respectively. The spatial extent of 

the triple junction region varies from 0.1 J.Lm to 2-3 J.Lm, while in the 
two-grain boundaries the width can be zero (a conventional grain 

boundary ) to a few hundred angstroms. This phase is heavily defective, 

which may be inherent, or due to the mechanical polishing and/or ion 

milling. Since considerable controversy about the structure of this phase 
existed in the literature(86), the next step was to determine the structure 

of this phase, both at the triple junctions as well as in the two-grain 

boundaries. 
The structure of the phase at the triple junctions was established by 

microdiffraction along with specimen tilting to access various low index 

crystallographic zone axes, to unequivocally determine the structure. 

This was carried out using a nominal probe size of 400A in the TEM mode. 

Since all the low index zones were not accessible in a single region ( 
since the maximum tilt available on the Philips 400 was ±450) some of 

the zone axis patterns (for example the [111] zone axis pattern) were 
obtained from a nearby region. Fig.lll.4, which shows the results of this 

tilting experiment, is a tableau of micro-diffraction patterns from the 

stereographic triangle. The [1 00] type (four -fold rotation symmetry) and 

the (111] ( six-fold rotation symmetry) indicates that the structure could 

be fcc or bee. However, the presence of the non-orthogonal [11 0] 
micro-diffraction pattern with two-fold rotation symmetry clearly 

proves that the structure could be only fcc and not bee. In most cases, the 
fcc phase at the triple junctions exhibited a single crystal diffraction 

pattern, as is evidenced by the series of nanoprobe diffraction patterns ( 

obtained using a nano-probe of about 1 ooA diameter) shown in Fig.III.S. 

The diffraction patterns from all the regions are in virtually the same 

orientation. In the case of the two-grain boundary region, since in general 

the spatial extent is not more than 200A, nano-probe diffraction was used 
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to determine the structure. In this region also, the structure was found to 
be fcc, as is shown in Fig.lll.6. In this figure,the bright field image shows 

the two-grain boundary phase extending from the triple junction. 

Nano-probe diffraction patterns were obtained from points 1, 2 and 3, as 

shown in the figure. The [11 O]fcc type symmetry of all the diffraction 

patterns conclusively proves that the grain boundary phase is fcc. The 
lattice parameter of this phase, as determined from the microdiffraction 

patterns is 5.24A. 
In order to determine the composition of this phase, microanalysis 

was carried out by Analytical Electron Microscopy (AEM). Fig.lll.7 shows 

a typical EDX spectrum from the matrix phase, the stoichiometric 

composition of which was used to monitor consistency in the k-factors 

involved in the quantification of the EDX data. Preliminary analysis was 

carried out on the Philips 400 using a Be window EDX detector. In Fig.lll.8 

an EDX spectrum from the triple junction phase is shown along with an EDX 
spectrum from a two-grain boundary region,shown in the bright field 

image in Fig.lll.9, which was wide enough to position a 400A probe in 

order to acquire an EDX spectrum. Two features of the EDX spectra in 
Fig.III.S are of importance: (a) the grain boundary phase is rich in Nd (and 

Ce and Pr), along with a small amount of Fe; (b) the composition of the 
two-grain boundary region is the same ( within experimental errors) as 

the triple junction region. The first inference, however, is inconsistent 

with the fact that the structure is fcc, since no fcc, Nd rich, Nd-Fe phase 

has been reported in the literature(87). It is, however, known that the 

rare earths are easily contaminated by elements such as N, C, 0, etc., , 

due to their strong affinity for these elements. Thus, it is conceivable 
that the Nd-rich phase is indeed contaminated with oxygen during the 

processing of the magnet. Consequently, the grain boundary phase was 
examined using an ultra-thin window (UTW) EDX detector, which allows 

the detection and quantification of light elements such as oxygen, etc. 
Fig.lll.1 0 (a) shows the EDX spectrum from the grain boundary phase, 

obtained using the UTW detector. While the Nd rich composition is still 

observed, an extra peak, that of oxygen, is now observed. This is shown 

more clearly in the low energy end of the EDX spectrum in Fig.lll.1 O(b). 

Using system generated k-factors as well as experimentally determined 
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k-factors for oxygen, it was possible to quantify this spectrum. The 

results indicate that the fcc phase could contain upto 40 at.0/o of oxygen. 

However, these results of oxygen quantification should be regarded as only 

semi-quantitative, since quantification of a light element is fraught with 

difficulties such as absorption by the heavier Nd atoms, and foil thickness 

correction. If the foil thickness is known with some accuracy (foil 

thickness can be measured by convergent beam electron diffraction(CBED) 
techniques), and if the absorption coefficients and sample density are 
known,then corrections can be made for the effect of absorption. 

However, foil thickness measurement by CBED was not possible since the 
fcc phase is heavily deformed and hence the "pendullossung" fringes were 

not observed. Thus, an absorption correction could not be quantitatively 

carried out. However, it was clear that the fcc structure could be 
stabilized by the presence of oxygen in the grain boundary phase. To 
ascertain this fact, the presence of oxygen in the sample was examined by 

an independent experiment. 
The presence of oxygen was definitely confirmed by Auger 

spectroscopy and elemental mapping. Fig.lll.11 (a) is the fracture surface 

of the in-situ fractured sample and shows a mixed 

trans-granular/inter-granular fracture. In Fig.lll.12(a), the Auger 
spectrum from an inter-granular fracture region, point A, is displayed. 

The main feature of this spectrum is the large oxygen signal, in addition 

to the weaker Nd signal. Depth profiling using Argon sputtering enabled 

the determination of the depth of this oxygen-rich layer. This is shown in 

Fig.lll.12(b). The oxygen peak-to-peak ratio is significant, even after five 

minutes of milling, which indicates that the oxygen signal observed was 

not a surface contamination due to the oxygen in the system vacuum ( 
which was about 1 o-9 torr). The trans-granular fracture region, point 8, 
also shows an oxygen edge,shown in Fig.lll.13(a). This is clearly surface 

contamination, since the results of depth profiling experiments, 

Fig.lll.13(b), indicate that the maximum depth of the oxygen is about 30A. 

Since the matrix RE2Fe14B phase does not contain any oxygen, the oxygen 

signal observed must be due to oxygen from the system. Using the 
spectrum from point A, an oxygen Auger map was generated, to examine 

the distribution of oxygen and also Nd. Figs. IlL 11 (b &c) depict oxygen and 
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Nd Auger electron maps respectively, corresponding to the fracture 
surface in Fig.lll.11 (a). The maps clarify the following points : (1) 

significant oxygen Auger electron intensity is found for inter-granular 

fracture regions, as was also observed in the point analysis data in 

Fig.lll.12; (2) regions with significant oxygen Auger electron intensity 

are accompanied by a significant Nd Auger elctron intensity, suggesting 
that oxygen rich regions are also rich in Nd. These results fully 
corroborate the EDX results presented earlier and hence the presence of 
oxygen along with Nd in the grain boundaries ( both triple junctions as 

well as the two grain boundaries) was conclusively established. 

To examine the spatial distribution of oxygen in the grain boundary 
phase, microanalytical line profiling was carried out across the triple 
junctions. Since the two-grain boundaries were not of sufficient width to 

obtain enough number of points on the line profile, this experim.ent was 

limited to only the triple junctions. The specific objective of this 

experiment was to examine for any specific segregation patterns, such as 

segregation to interphase interfaces or to grain boundaries (of oxygen or 

the other rare earths). This is of importance since micro-scale 

heterogeneities in composition can potentially lead to large changes in 
magnetic properties. Fig.lll.14 shows schematically, how the line 

profiling experiment was carried out across the triple junction. In this 

case, the diameter of the spots correspond to the probe diameter used. 
Fig.lll.15 is a typical line profile plot of all the elements present in the 

magnet across the matrix-fcc phase interface. This plot shows 

segregation of oxygen to the center of the triple junction, while Ce and Pr 

segregate to the interfaces. Similar line profile data were obtained in 

the case of a ternary Fe-Nd-8 alloy, which was provided by courtesy of 
Mr.J.K.Chen. Fig.lll.16 shows these data, wherein the oxygen concentration 

in the middle of the triple junction is higher than at the interfaces. These 

segregation patterns, however, have to be viewed with considerable 

caution for several reasons: (1) the quantification of one element is 

relative to the other and (2) the strong dependence of oxygen x-ray signal 

detected upon the foil thickness. It is conceivable that the changes in the 

oxygen content are due to local changes in foil thickness( due to 

non-uniform ion milling). Since the local foil thickness could not be 



determined, the observed segregation pattern should be considered 
semi-quantitative. This also highlights the difficulties involved in the 
detection and quantification of light elements, when ideal defect-free 

samples cannot be achieved. 

A third phase often found in sintered Fe-Nd-8 magnets is a 
paramagnetic NdFe484 phase(5,6,88,89). This phase is found as 

independent grains and does not play a significant role in the evolution of 

the magnetic properties. Fig.lll.17 shows a bright field image of this 

phase along with the diffraction pattern. The sub-structural details of 
this phase have been determined by several workers. In addition to the 

above features, in sintered magnets, rare earth oxides are also found, 
primarily due to improper processing or due to impure starting raw 

materials. Fig.lll.18 shows a bright field TEM image of an oxide inclusion, 

along with a selected area diffraction pattern, in the [1123]hcp 

orientation. The inset in this figure shows the EDX spectra from the 
oxide phase obtained using an UTW detector. The matrix spectrum is also 

shown for the sake of comparison. 

DISCUSSION : In the results presented above, the details of the 

microstructure of an optimally treated sintered magnet have been 

described. The focus of this discussion will be the grain boundary fcc 
phase, since considerable controversy exists regarding its structure, 

composition and role in the magnetization reversal process. The fcc 

structure is stabilized by the presence of oxygen, a feature which is well 

documented in the case of rare earth elements. The strong 

electro-positive character of the rare earths is the main cause for the 

presence of oxygen in the grain boundary phase . Oxygen can enter the 

system during any of the various processing steps. Prime among them is 

the ball milling or jet milling stage, wherein the oxygen content varies 

almost linearly with the milling time and can reach about 1.4 wt.o/o for 
milling periods of about 4 hours(90). This oxygen can dissolve in the Nd 

rich phase during sintering, thus stabilizing the fcc structure. The 

presence of oxygen is responsible for the absence of the eutectoid 

decomposition of the Nd rich phase. In the case of a binary Nd-Fe alloy 

which is rich in Nd, the eutectoid decomposition around 63QOC leads to 
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the formation of dhcp B-Nd and Nd2Fe17, which is ferromagnetic at room 

temperature(91). If this reaction had occurred, the Nd2Fe17 could act as 

sites for nucleation of reverse domain walls. The presence of oxygen is 

beneficial in this aspect. However, the strong interaction of oxygen with 

Nd can be responsible for the significant difference between the iHc of the 

optimum cooled sample and the anisotropy field of Nd2Fe14B, which is 

71 kOe at room temperature. This will be discussed in detail later in this 

chapter. 
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2. DOMINANT MAGNETIZATION REVERSAL MECHANISM OF SINTER ED 

MAGNETS WITH OPTIMUM PROPERTIES 

The next step in the characterization of the optimally treated sintered 

magnet was to determine the dominant reversal mechanism. As was 

mentioned in the Introduction to this thesis, in technical magnets, 

wherein the reversal of magnetization occurs by domain wall processes, 

the reversal process is controlled either by the nucleation of a domain 

wall or the unpinning of the domain wall from a pinning site(1 0). In all 

magnets, however, both components exist to some degree, although one 

dominates. The determination of the dominant mechanism is important, 

not only to understand the fundamental magnetic behaviour of the magnet 

but also in the design of better microstructures, since both the nucleation 

step as well as the pinning step are influenced by the microstructural 

condition. After a brief description of the methods used to identify the 

dominant reversal mechanism, the results of some of the experiments on 

the optimally treated magnet will be presented. 

The nature of the virgin curve is one good indicator of the type of 

magnet(92). A large initial permeability ( i.e., a steep slope of the virgin 

curve) indicates the absence of any significant domain wall pinning sites 

in the bulk of the magnet, and suggests that the magnet could behave as a 

nucleation type magnet. On the other hand, if pinning in the bulk of the 

magnet is significant, the virgin curve will exhibit a shallow slope until 

an applied field higher than the unpinning field of that type of pinning site 

is applied. If higher fields are applied, the virgin curve rises sharply to 

saturate the magnet. These features are schematically depicted in 

Fig.lll.19 (a) for a nucleation type magnet and in (b) for a pinning type 

magnet. The virgin curve is shown in thick lines. Such a difference in 

magnetization behaviour is also evidenced in the nature of the hysteresis 

loops. This is also depicted in Figs.lll.19(a & b). In the case of a 

nucleation type magnet, the second quadrant of the hysteresis loop is 

square ( or slightly rounded in the case of polycrystalline aggregates), 

while in the case of a pinning type magnet, a definite kink in the loop at 

low reverse fields can be observed. This corresponds to the easy 

nucleation step, with a subsequent pinning of the wall at the site of 
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nucleation. Reversal finally occurs when the wall is unpinned from the 

pinning site. 

In a series of pioneering experiments on Sm-Co alloys, 
Becker(13,14,21,23,26,28,93) showed that in addition to the nature of the 

.. virgin curve, the shape of hysteresis curves as a function of the externally 

applied field conveys much information about the magnetization reversal 

process. This can be used to make a sharp distinction between nucleation 
and pinning controlled magnets. The results of such experiments is 

schematically shown in Figs.lll.20 (a-d). Two extreme types of behaviour 
can be envisioned. In the case of a single grain (or single particles with 

one grain per particle) of a nucleation dominated magnet, the hysteresis 

loops as a function of applied field are depicted in Fig.lll.20(a). At low 

fields the loops are narrow and sheared to the extent of the magners 

demagnetizing factor. With increasing field intensity, the loops become 

increasingly wider and tend to become rectangular, Fig.lll.20(a). For bulk 

wall pinning, the field required to move the wall is the same anywhere in 

the material. Hence the iHc remains the same, while the remanence 

increases with applied field. These details are shown in Fig.lll.20(b). In 

the case of aggregates of particles ( i.e., polycrystalline materials) the 

variations in the individual nucleation fields will smooth out the square 
loops and give curves such as those depicted in Fig.lll.20(c). In real 

materials, however, due to some contribution from pinning, the behaviour 

may not be very as simplistic as this model, and hence such a dependence 

alone cannot be used to determine the dominant mechanism. For wall 
pinning the overall behaviour will depend upon the overall pinning 

structure and the sequence of hysteresis loops is similar to that shown in 
Fig.lll.20(d}. This functional dependence can be alternatively described in 

terms of the applied field dependence of the intrinsic coercivity and the 

remanence. In general, there is a strong dependence of the iHc on the 

applied field for nucleation type magnets, while for pinning type magnets 

there isn't. In addition, the temperature dependence of the nucleation 

field (or the iHc}, along with the effect of temperature on the anisotropy 

field and magnetocrystalline anisotropy constants, can be used to 

determine the nature of nucleation sites and/or pinning sites. For 

example, in the case of a nucleation type magnet, iHc varies with 
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temperature in the same fashion as does the anisotropy field, while in the 

case of a pinning type magnet the temperature variation of iHc is related 

more to the temperature variation of the magnetic properties of the 

pinning sites, relative to those of the matrix. The dependence on the 

angle, 0, of the applied field direction to the sample alignment direction 

can also be used to examine the reversal characteristics. In some cases, a 

1 /cos0 dependence is found. 
Probably one of the best methods to identify the dominant reversal 

mechanism is to study the effect of average grain size and the grain size 
distribution on the iHd93-99). In the case of nucleation type magnets, 

wherein the main nucleation sites are structural and chemical 

inhomogeneities at grain boundaries and two-phase interfaces, a definite 
grain size dependence of the iHc can be found. Although, in general, a 

dependence on the inverse of grain size has been observed by some 
workers(94-99), a rigorous description, based on the specific nature of 

the nucleation sites, of how the nucleation field (or iHc) varies with 

grain size, has still not been put forward. However, the observation of an 

inverse dependence on the grain size indicates that the nucleation field 

and hence the reversal mechanism is dominated by the nucleation event. 
It is noteworthy that this dependence would be valid only if the grain size 

( or grain size distribution) is well above the critical domain size, which 

in the case of Fe-Nd-8 magnets is about 0.3 micrometers. In the case of a 

pinning type magnet, on the other hand, since domain walls already exist 

in the magnet, the grain size itself is not of great significance. Thus, in 

contrast to nucleation controlled magnets, the unpinning field ( which 
governs the reversal of pinning magnets) may increase with increase in 

grain size, since a larger grain size may represent a greater probability of 

finding the most potent pinning site. A systematic study of the nature of 
the B-H loops, the iHc values obtained as a function of grain size can not 

only help in identifying the dominant reversal mechanism, but also 

delineate the type of nucleation sites in the magnet under consideration. 

Results of such experiments are detailed in section 111.6 

Finally, direct examination of the microstructure of the magnet can 
give vital information about the nature of pinning sites, if any, and their 

spatial extent and distribution. The interaction of these microstructural 
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features with domain walls can be observed through Lorentz microscopy. 
Hence, by assimilating the information obtained from these experiments, 

the dominant reversal mechanism can be inferred. In what follows, the 
results of experiments on the magnet with optimum properties will be 

presented. The magnets examined here were the same as the ones used in 
section 111.1 . 

Fig.lll.21 shows a typical virgin magnetization curve along with the 

hysteresis loop, for the optimally cooled magnet, for a maximum applied 

field of 21 kOe. The sharp rise in the virgin curve ( high initial 
permeability), indicates that the domain walls present in the thermally 

demagnetized condition can move very easily inside the grains, suggesting 

that bulk wall pinning is minimal. The effect of applied field on the shape 
of the hysteresis loops is shown in Figs.lll.22(a-c). At a low field of 1 kG, 

Fig.lll.22(a), the loop is narrow and sheared, indicating that forward and 

backward motion of the domain wall is very easy and also that the applied 

field is not sufficient to saturate the grains. When the field is increased 

to 12.7 kG, the loop is wider, Fig.lll.22(b), although it is still not square. 

This indicates that the grains are progressively being saturated. When the 

field is increased to 21 kG ( the maximum attainable using the 

hysteresigraph available currently at Berkeley), the loop is almost square, 
Fig.lll.22(c), and the iHc is very high. These results are shown in 

Fig.lll.23, as a plot of iHc (and Br) versus the applied field intensity. This 

plot shows a flat regime of low iHc upto fields of about 7-8 kG, after 

which the iHc rises sharply. The applied field at this stage corresponds to 

the overall internal demagnetizing field which has to be overcome by the 
applied field in order to saturate the grains. Almost complete saturation 

occurs at about 20kG, after which the changes in iHc are linear with 
applied field and not very large. The changes in iHc are accompanied by 

similar changes in the remanence, as shown in Fig.lll.23. Until the 

demagnetizing field is overcome, the remanence is low since the domain 

walls relax into the demagnetized condition once the applied field is 

removed or reduced to zero. The remanence measured in this case is thus 

low. Once the applied field is above the demagnetizing field of a sizeable 

fraction of the grains, the remanence also increases, since the grains are 

saturated even if the applied field is reduced to zero and negative fields 
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are required to bring the remanence to zero. With further increase in the 
applied field, the remanence follows the trend in the fraction of grains 

being saturated. Similar results have been reported by several workers 

and confirm the general idea that the magnetization reversal of this class 
of magnets is controlled by the nucleation step(5,6,65, 1 OOc 1 02). 

High resolution TEM of the matrix phase, shown in Fig.lll.24, shows no 
specific and regularly spaced pinning sites, such as second phase 
particles, inside the grains and supports the conclusions arrived at from 

the magnetic data. It should be pointed out that the rare earth 

sesqui-oxides observed infrequently in the magnets ( both intra-granular 

and as discrete grains) are not a prominent source of wall pinning, 

although they could act as sites for wall nucleation, due to the large 
demagnetizing fields around them. Although the temperature dependence 

of iHc and anisotropy field could not be experimentally determined in our 

laboratory, temperature dependent effects will be discussed based upon 
existing published data, in section 111.4. In summary, in this section, it 

has been shown that the magnetization reversal is typical of a nucleation 

type magnet. 

In section 111.4, the possible role of oxygen in the nucleation of 

magnetization reversal will be discussed through a model of the 
microstructure, particularly near the grain boundaries and two-phase 

interfaces. The interaction of the domain walls which are nucleated in 

the grains and move inside them, with the microstructural features such 

grain boundaries, the fcc phase, etc. will be presented in section 111.5. 

As was described in the introduction to this thesis, nucleation of a 

domain wall involves the formation of a nucleus of reverse magnetization 
in a grain, separated from the rest of the grain by a domain wall. In 

nucleation type magnets, the nucleation event has to occur in spite of the 

high magnetocrystalline anisotropy of the grain. Hence, the most potent 

nucleation sites are regions of lowered magnetocrystalline anisotropy or 
enhanced local demagnetizing fields. Such sites can occur in grain 

boundaries where the local disorder in the atomic configuration will lead 

to significantly lowered magnetocrystalline anisotropy, which depends 

strongly on the crystalline order and the degree of crystallographic 

anisotropy. Such sites can also occur at interphase interfaces, such as 
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the fcc phase-RE2Fe14B phase interface, since the interface is a region 

where the magnetocrystalline anisotropy can be much lower than the bulk 

value. So also, the segregation of impurity elements or substituent 

elements to the grain boundaries and interphase interfaces can change the 

local magnetocrystalline anisotropy due to local change in composition. 

Easy nucleation can also occur at sharp cprners, such as grain corners, 

wherein the local demagnetizing field can be very high. Localized strains 
at the sites of nucleation can also accentuate the nucleation process. 

Thus, if one or all of these parameters can be varied, the iHc can be 

altered. This, then leads to the focal point of this thesis : why and how 

do the magnetic properties, especially the iHc and consequently the 

(BH)maxvary with post-sintering thermal treatment? This again leads to 

the question as to how the composition, processing and microstructure, 

can be altered to optimize these properties. In what follows, the results 

of experiments to study the effects of post-sintering heat-treatment on 

the magnetic properties, will be presented. Such a study is of importance 

for the following reasons : (1) post-sintering heat-treatments have been 

shown to influence significantly, the room temperature magnetic 

properties, not only in Fe-Nd-8 type magnets, but also in SmCos, which is 

another example of nucleation type magnets ; (2) there is no concensus on 

the nature of microstructural influence on these changes in magnetic 

properties : (3) from a practical view point, i.e., in designing new alloys , 

it is essential to know the optimum microstructural condition along with 

the right combination of alloy composition and processing conditions. 
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3. EFFECT OF POST-SINTERING TREATMENTS ON MAGNETIC 

PROPERTIES 
In the pioneering papers of Sagawa et. al(5,6), the slow cooling 

treatment, which was used to obtain the optimum properties and 

microstructure described in section 111.1, was not used to produce the 

magnets. Instead, the samples were quenched from the sintering 

temperature into water and a post-sintering annealing was given to the 
magnets in order to achieve the optimum coercivity and energy product. 
The annealing treatments consisted of holding the magnet at various 

temperatures for one hour, followed by quenching into water. It was found 

that the optimum annealing temperature was in the range of 500-SOOOC, 

for one hour. 

Several causes were put forward to explain the sharp increase in iHc 

due to such an annealing treatment. In the original work of Sagawa et. al 

it was proposed that in the quenched samples, the grain boundaries and 
two-phase interfaces were stressed and defected(5,6). On annealing the 

stresses were assumed to be relieved, concomittant with a smoothing of 

the grain boundaries and two-phase interfaces, where wall nucleation 

occurs. It was also suggested that the optimum annealing temperature 

was close to the melting temperature of the grain boundary Nd-rich phase, 

hence suggesting that the liquification of the grain boundary phase was 

connected to the drastic improvement of the magnetic properties of the 
quenched sample, upon annealing. Hiraga et. al(1 03,1 04), through high 

resolution TEM, proposed that in the water quenched condition, the matrix 

RE2Fe14B phase was penetrated by bee platelets from the grain boundary 
regions. This phase was reported to have a Fe:Nd ratio similar to that of 

Nd2Fe14B, with a lattice parameter close to that of bee Fe. Tokunaga et. 
al(1 05) also observed the bee platelets, but observed no direct correlation 
of the iHc with the density of the platelets. Sagawa et. al(106) have 

produced, by melt spinning, an Fe-Nd phase that is equivalent to the bee 
grain boundary phase, with a Curie temperature of 1500C. However, if this 

phase were to be involved in pinning of the domain walls, the pinning force 

should be expected to increase with increase in temperature, especially 
above 15ooc. This is not observed. Livingston(1 07) has also countered 

the "bee phase" mechanism with the argument that the dissolution of a 
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large atom such as Nd in Fe would be expected to produce significant 
lattice expansion. Stadel maier et.al(1 08,1 09) proposed that the changes in 

magnetic properties were connected with the changes in the nature of the 

grain boundary phase. Specifically, they have proposed that the grain 

boundary phase, consisting of a dispersion of fine Fe crystals dispersed in 

a glassy oxide phase formed during cooling. This was, however, shown to 

be artefacts during Argon ion milling, used for sample preparation for TEM 
observations(11 0). Zhou et. al(111) suggest that the changes upon 

annealing are due to changes in the concentration gradient in the 

two-phase boundaries. Thus it" is clear that considerable doubt still 
exists about the microstructural details of reversal, although a variety of 

explanations have been put forward. 

In this section, results of experiments carried out to resolve the 

questions regarding the effect of post-sintering treatments, will be 

presented. It will also be shown that some of the results published in the 

literature can be explained in terms of artefacts in specimen preparation 

for TEM. Fig.lll.25 illustrates the effect of isochronal annealing at 

different temperatures, on the iHc of a water quenched magnet. The 

samples were quenched into water after the annealing treatment. The 

properties were measured at room temperature after applying the same 
field of 21 kG in the forward and reverse directions. In the water quenched 

condition, the iHc is low ( 3.0 kOe). On annealing at temperatures up to 

soooc, there is no improvement in the iHc. However, on annealing at 

soooc for one hour, the iHc rises to about 2-3 times the as-quenched 

value. This high iHc value can be obtained by annealing in the temperature 
range of 500-60ooc. For higher temperatures, there is a drop in the iHc 

after annealing. Since changes in the microstructure will affect the iHc 

of the magnet. the microstructure of the magnet in three different 

conditions was focussed upon. These were the as-water quenched, water 

quenched and annealed at soooc for one hour and slowly cooled from 

sintering temperature( results for which were presented in section 111.1 ). 

Fig.lll.26 (a &b) show bright field TEM micrographs of the grain 

boundary phase at the triple junctions and the two-grain boundary in a 

water quenched magnet. The structure of this phase is still fcc, both at 

the triple junctions and in the two-grain boundary in a water quenched 



magnet. The phase is heavily defective. As in the case of the slow cooled 

sample, oxygen was found in the grain boundary phase, both by EDX 

spectroscopy as well as by Auger elemental mapping. Fig.lll.27(a) shows 

the fracture surface of the in-situ fractured sample, while (b) and (c) 

depict oxygen and Nd elemental Auger mapping of the fracture surface in 

(a). As in the case of the slow cooled magnet,microanalyticalline profile 

across the matrix-grain boundary phase interface did not indicate any 

significant difference in the three samples. In Rg.lll.28(a-c) results of 

microanalysis across the interface is shown for the slow cooled, 

as-water quenched and water quenched and soooc annealed samples 

respectively. In this case oxygen was not detected since a Be window 

detector was used. In the case of the slowly cooled sample, however, 

poly-granular structure of the fcc phase was frequently observed. 

Ftgs.ll1.29(a&b) illustrate this observation. However, it must be pointed 

out that this feature was not observed in the case of all triple junctions 

and two-grain boundaries and was not observed in the case of the water 

quenched sample at all. Thus, it is likely that in the case of the slow 

cooled sample, the grain boundary phase had enough time during cooling to 

recrystallize, thus relieving any strains that could have arisen due to 

thermal expansion mismatch or thermal shock. 

It is noteworthy that both in the slow cooled sample as well as in the 

quenched sample, there was no indication of a bee phase between the fcc 

phase and the matrix, as was proposed by Hiraga et. al(103,104). This 

was clarified by high resolution lattice fringe imaging of the interface in 

both type of samples. Fig.lll.30 shows one such image of the interface 

between the matrix and the grain boundary phase in the optimally cooled 

magnet. Clearly, no other phase is observed. So also, in the case of the 

water quenched sample, Rg.lll.31, no bee phase was observed. However, 

some disruption in the image can be observed at the interface ( shown by 

the arrows). If these are localized lattice defects, they could be suitable 

sites for domain wall nucleation. Probable causes for the observation of a 

bee phase will be presented in the discussion to this section. 

From the above microstructural and microanalytical results for the 

water quenched, slowly cooled and water quenched and annealed magnets, 

it can be seen that, but for infrequent observation of recrystallized fcc 
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regions, there are no obvious differences. Changes in oxygen content at 

the matrix phase-fcc phase interface, if any, in the slowly cooled magnet 

and the water quenched magnet could not be detected with certainty, due 

to the problems mentioned earlier. However,the above observations do 

not rule out the possibility that the differences in iHc between the slow 
cooled sample and the water quenched sample ( or between the as-water 
quenched sample and the water quenched and soooc annealed sample ) may 
be due to the strains due to quenching. This may be manifest at the 

interphase interfaces, which are also the most potent sites of domain 

wall nucleation. This suggests that the quenching process from the 

sintering temperature may itself be of significance and needs to be 

investigated. That is, if the cooling rate from the sintering temperature 
is varied by employing different quenching media, significant differences 

in the iHc should be found. Thus the next set of experiments were directed 

at understanding the effect of cooling rate from sintering temperature on 

the iHc. 

Fig.lll.32 shows the iHc and (BH)max plotted against the cooling 
rate( 112). The cooling rate was assumed to be similar to those of alloy 

steels. As is evident, there is a definite influence of the cooling rate on 

both the iHc and (BH)max· This trend in the iHc was observed repeatably, 
as was verified by an independent set of experiments, using Fe-Nd-B 

magnets, from a different producer. The results of this independent 

experiment, which was carried out for six different cooling rates, are 

shown in Fig.lll.33. The remanence, however, is independent of the cooling 

rate, Fig.lll.34, since it is fixed by the starting alloy composition. This 

strong dependence of the iHc on the quenching rate indicates that the 

quenching stresses, which also increase with the cooling rate, may play a 
significant role in aiding domain wall nucleation. So also, the partitioning 

and segregation behaviour of oxygen to the interfaces may be affected by 

the quenching rate from the sintering temperature. However, as was 

mentioned earlier, precise determination of oxygen concentrations is not 

possible without the availability of precise absorption parameters. The 

hysteresis curve and virgin magnetization plot for each of the cooling 

rates is presented in Figs.ll1.35(a-d), while Fig.ll1.35(e) shows the iHc as a 

function of the applied field for: (1) the slowly cooled magnet; (2) the 
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water quenched and annealed (SQQOC, 1 hour) magnet ; (3) water quenched 
magnet. The steep rise in the virgin curve in all the cases indicates that 

the domain walls can move very easily at small applied fields. Although 

the shape of the hysteresis loops is still the same ( rectangular, without 

any pronounced kinks) nucleation is occurring at progressively lower 

fields as the cooling rate is increased. This suggests that the 

magnetization reversal is still of the nucleation type, although at 

different fields, with easier nucleation occurring for faster cooling rates 
(accompanied by higher quenching stresses). The sharp increase in iHc 

around 10-12 kG (Rg.JII.35(e)) in all the three samples indicates that the 

demagnetizing fields are not significantly different. 

That quenching stresses do exist is well demonstrated by examining 
the surface of the magnets. Figs.lll.36 (a &b) show SEM images of the 

polished surface of the water quenched and slow cooled magnets. While 

several quench cracks can be observed on the surface of the water 

quenched magnet {WQ), no cracks can be seen in the case of the furnace 

cooled sample{FC). Quench cracks were observed in the case of the oil 

quenched magnet also, while the air cooled sample did not exhibit any 

visible cracks. Examination of the nature of crack propagation, i.e., 
inter-granular or trans-granular can provide information about the 

location of stress concentrations during quenching. Hence, one of the 

cracks in a water quenched sample was opened up by gently applying 

pressure on either side. Figs.lll.37 (a&b) show SEM images of the fracture 

surface. The fracture mode, which is completely inter-granular is clear 

in the high magnification image in Rg.lll.37{b). This lends support to the 

idea that the grain boundaries ( and two-phase interfaces) are weaker 

than the matrix during the quench and also that the quenching stresses 

manifest strongly along the grain boundaries and two-phase interfaces. 

This result along with the Auger elemental maps and EDX microanalysis, 
suggest strongly that one of the causes for grain boundary weakening may 

be oxygen. Such cases of embrittlement in ferrous and non-ferrous 

materials by elements such as hydrogen, oxygen, antimony, bismuth etc. is 
well documented(113). So also, in the case of ceramics, intergranular 

fracture due to thermal expansion anisotropy (or mismatch) across the 
grain boundary or two-phase interface has been shown to be very 
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common(114). Although the embrittlement itself is not of highest 

importance in this investigation, it suggests that the grain boundaries and 

two-phase interfaces can be subjected to severe quenching stresses, 
which, if higher than the fracture stress of the interface, manifest as 

quench cracks. This effect of quenching stresses, along with the 

assistance of oxygen, can be a prominent source of nucleation sites. 

Similar results have been obtained in the case of Sm-Co alloys by Doser 
and Smeggil(115). They have observed that the iHc obtained after a goooc 

annealing treatment depends upon the cooling rate and that the natural 

fracture mode is inter-granular. The stresses due to quenching can also 

lead to magnetostrictive effects, as will be discussed in section 111.4. 

DISCUSSION: Several mechanisms have been proposed to explain not 

only the low iHc of the water quenched magnet as compared to the 

optimally quenched magnet, but also the fact that the iHc of a water 
quenched magnet can be increased almost to that of the optimally cooled 
magnet by annealing at 500-SOOOC for an hour. Hiraga et. al(1 03,1 04) 

proposed that bee platelets penetrate the matrix from the grain boundary 

region, which itself was suggested to be bee. Fig.lll.38 illustrates 

schematically the model proposed by Hi raga et.al. In this diagram, the 

microstructure of the magnet, close to the fcc phase-matrix interface is 

shown. The bee platelets were supposed to extend into the matrix phase 

from a finely crystalline bee region. However, this observation of a bee 

phase, by TEM, can be explained as being caused by artefacts of ion 

milling, since bee diffraction patterns were observed, not only at the 
grain boundaries, but also inside the matrix grains(110). Fig.lll.39 is a 

compound bright field image I dark field image I diffraction pattern of 

the two grain boundary region. The bright field image shows a mottled 

surface appearance, while the diffraction pattern shows the presence of a 

polycrystalline bee phase, not only at the grain boundary region, but also 

inside the grains. Since it is well known that the RE2Fe14B phase is very 
stoichiometric and does not undergo any phase transformation(5,6), the 

appearance of this polycrystalline bee phase is surprising. The dark field 

image shows that the mottled structure exists inside the grain also. Thus 

it is conceivable that the conclusions of Hiraga et.al, based upon the 
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observation of bee ring diffraction patterns, are in error. In addition, 

samples which were jet electro-polished did not exhibit any bee ring 

pattern, Fig.lll.40. In this image of the two-grain boundary, only an fcc 

ring diffraction pattern can be observed. 

Fig.lll.41 depicts schematically how a bee phase can form on the 

surface of the ion milled thin foil. In (a), the slab of material (generally 

about 50-75 micrometers in thickness) is shown with the two grain 
boundary fcc phase along with the matrix on either side. In (b), the sample 

at an intermediate stage of ion milling is depicted. During the milling 

process, the matrix phase, which is rich in Fe, is progressively milled. 

The milling occurs by the impact of the Argon ions with the atoms of the 
sample, with the consequent removal of the atoms on the surface by 

momentum transfer. The Fe atoms which are removed from the surface 
are carried away by the Argon beam. However, if the concentration of Fe 

atoms in the vicinity of the sample is high, it is conceivable that the Fe 
redeposits on the surface of the sample being milled. This is depicted in 

(c), where a thin surface layer of the bee Fe rich phase has formed. This 

bee phase will not have any specific preference to a certain 

microstructural region, although, since the grain boundary fcc phase being 

softer, is milled away faster than the matrix, the" valleys" created by this 

differential ion milling can lead to the preferential deposition of the bee 

"debris" in the grain boundary regions. Thus it is very improbable that a 
bee phase exists in the grain boundary region, along with the fcc grain 

boundary phase. This conclusion is borne out by the results of high 

resolution TEM of the interfaces. Both in the optimally cooled magnet, 

Fig.lll.30, and in the water quenched magnet, Fig.lll.31, the interface is 

devoid of a third phase. Thus, some other mechanism needs to be invoked 

to explain the changes in iHc and (BH)max with thermal treatments, 
especially the effect of quench rate and the critical nature of the 

annealing temperature. 

The strong influence of quenching rate from sintering temperature is 

clearly established from the results presented in Figs.lll.32 and 111.33. 

From the nature of the virgin curve and the hysteresis loops, Fig.lll.35, it 

can be inferred that the overall magnetization reversal mechanism has not 
changed, although the reversal is occurring at progressively lower field 
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with increasing severity of quench. If quenching stresses are sufficient 
to cause cracking or micro-cracking, Fig.lll.36(a&b), then it is possible 

that the demagnetizing fields at the cracked surfaces may be of 

importance. However, the effect of such a phenomenon appears to be 
minimal as shown by the results of two experiments. The first is the 

effect of annealing on the iHc of a water quenched magnet. As shown in 

Fig.ll1.25, if the magnet is annealed at 500-SOOOC, the iHc increases to 

about 2-3 times the water quenched value. However, if quench crack 

induced demagnetizing fields are the main cause for the drop in iHc, 

annealing should not produce any improvement in iHc, since the cracks 

will definitely exist after annealing. The second evidence which rules out 

the idea that demagnetizing fields at the cracked surfaces are the cause 

for easy reversal, is shown in Fig.lll.35(e). As was described in section 

111.2, a strong applied field dependence of iHc is observed in the case of all 

the three samples, i.e., (1) the furnace cooled magnet; (2) the water 

quenched and annealed (Soooc, 1 hour) ; (3) water quenched magnet. The 

average demagnetizing field can be evaluated as that field at which the 

iHc is half way between the saturation value and the low iHc region. From 
Fig.lll.35(e), it can be seen that this average demagnetizing field is not 

significantly different for the three different treatments, although the 
average iHc's are different. Thus, the role of demagnetizing fields at the 

cracked surfaces does not appear to be significant. The fact that even in 

the optimally cooled magnet the iHc is much lower than the anisotropy 

field means that the nature and effect of defects, especially at grain 

boundaries and two-phase interfaces must be examined in detail. One such 
defect is oxygen, which can be expected to alter the local 

magnetocrystallin~ anisotropy contribution of the Nd atoms significantly. 

In the case of the water quenched magnets, the effect of oxygen in 

reducing the iHc may be synergised by the effect of quenching stresses . 

Thus, the magnetization reversal mechanism must recognize these two 

aspects, especially in the case of the water quenched sample. Before 

examining the effect, if any, of quenching stresses on the magnetization 

reversal process, the causes for quenching stresses need to be examined. 

On quenching, stresses can arise due to two causes: 

(1 )Presence of thermal expansion anisotropies : this is especially 
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true in the case of a two-phase polycrystalline solid in which the phases 
have different thermal expansion coefficients or in a single phase 

polycrystalline sample with random orientation of anisotropic 

grains(114). In such a case, quenching leads to localized stresses across 

the two-phase interface. The magnitude of the local stresses depend upon 
the difference in coefficient of thermal expansions, the difference in 
temperature and the elastic properties of the solid ( assuming that the 

solid does not undergo extensive plastic deformation to relieve the 
stresses). In addition, the magnitude of stresses due to localized thermal 

expansion are also functions of the average grain size and the cooling rate 
from sintering temperature. In the case of aligned grains ( as in this 

case) it is more likely that the effect of difference in the thermal 
expansivities of the two phases may be more important. 

(2) Thermal shock stresses : Brittle materials can also be stressed by 

quenching into a liquid medium, wherein the main form of heat transfer is 
by conduction(116). In this case the maximum stresses depend upon the 

overall thermal expansion, the Young's modulus and Poisson's ratio of the 

solid, the thermal conductivity, specific heat, and density of the 
quenching medium and the magnet. 

In both the cases, the stresses are given by a similar functional 

dependence on the coefficient of thermal expansion of the solid, the 

Young's modulus and the Poisson's ratio along with the maximum 

temperature drop. In both the cases, the stresses increase with cooling 

rate. In the case of the quench rate dependence of the iHc, both these 

effects could be of importance, and need to be considered to evaluate the 
effect of quenching stresses on the ease of magnetization reversal. 

Thus, in the next section, a microstructure based model for the 
nucleation field for the optimally cooled magnet will be presented. 

Following this, the effect of quenching stresses will be examined by first 

calculating the quenching stresses in the case of the typical example of a 

water quenched magnet. From the knowledge of the localized stresses, 

the contribution of stress anisotropy to the overall anisotropy constant 
will be calculated. This will provide an effective anisotropy field, in the 

presence of stresses. From this the effective anisotropy field will be 

determined. The iHc in the case of the water quenched m~gnet will then 
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be computed, using the same microstructural model as in the case of the 

optimally cooled magnet. These models and the calculations based on the 

models will not only throw light on the role of defects and quench rate on 

the iHc, but will also suggest alloy design criteria such as substitutions 

in the matrix phase or engineering of grain boundary structure and 

composition, and also optimum thermal treatments in order that the 

magnetic properties may be improved. 
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4. MICROSTRUCTURE BASED MAGNETIZATION REVERSAL MODEL 

In this section, the information obtained on the microstructure and 
magnetic properties of the optimally cooled magnet (section 111.1 and 2) 

will be used to propose a magnetization reversal mechanism. This 

mechanism is based upon similar observations made in the case of SmCos 
magnets(117 -120). In the case of SmCos magnets, although the 

anisotropy field of SmCos is very high (about 300-350k0e), the maximum 

observed iHc is never higher than 42k0e, a value obtainable only under 

very perfect conditions. Defects, especially at grain boundaries are 
thought to be the cause for the low iHd121). The large oxygen affinity of 

the rare earths makes it especially attractive to examine whether the 

interaction of the rare earth atom with oxygen can be of significance in 
explaining the low iHc values obtained. This, if studied in conjunction 

with the temperature dependence of iHc and anisotropy field, will be 

useful in the understanding of the exact nature of the nucleation sites. 
The suggestion that oxygen is one of the defects does not preclude the 

possibility that structural defects at the grain boundary and two-phase 

interfaces, the inherent disorder of the grain boundary, etc. can aid 

nucleation of domain walls. However, it does recognize one significant 

aspect, i.e., the presence of oxygen in rare earth based magnets, such as 

Fe-Nd-8 and Sm-Co, (due to the large affinity of the rare earths for 

oxygen), could significantly alter the magnetocrystalline anisotropy 

contribution of the rare earth atom to the local magnetocrystalline 

anisotropy of the crystal. This aspect has been completely overlooked in 

the literature. However, Jin et. aJ{122) have considered the effect of 

point defects in the SmCos lattice, specifically, in the Sm sub-lattice in 

order to explain the difference between the intrinsic coercivity and 
anisotropy field. They do find that if one or more of the rare earth atoms 

are removed from the lattice, considerable reductions in the 
magnetocrystalline anisotropy can be brought about. In general, the rare 
earth Hamiltonian can be written in the form(123) : 

H • A..L.S +He+ 2.JJ.s.Hex-S. where the first term is the spin-orbit 
coupling, the second is the crystal electric field term and the third is the 
exchange term. The crystal electric field term is the most important 
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term for the purpose of determining the magnetocrystalline anisotropy. It 

can be represented as : B1m = a1. <ri>.Aim. where at are the Steven's 
coefficients that depend only upon the nature of the rare earth atom; rl 

refers to the average radius of the 4f-shell ; Atm are terms that are 

determined by the electrostatic potential of the neighbouring ions and are 

dependent upon the nature of the neighbouring ions and the lattice 
parameters, the atomic charges of the neighbouring ions and their 
screening. DeryaginP23) has demonstrated that small changes in the 

lattice parameters can produce large changes in the anisotropy constants, 
due to the above dependence. Thus, if the presence of oxygen can 

accomplish this effect, then it is likely that considerable changes in the 

local magnetocrystalline anisotropy can be introduced. 
Fig.lll.42 schematically depicts the approach in this section. First the 

generalized model will be constructed, based upon the general 

microstructural features of the magnet. Then the effect of thermal 

treatments, specifically the different cooling rates, will be incorporated 

by estimating the stresses due primarily to the thermal expansion 

anisotropy at the matrix-fcc phase interface. This value of stress will 

then be used to calculate the effective anisotropy field and hence the iHc 

for different cooling rates. In addition, with the knowledge of the 

temperature dependence or the composition dependence of the anisotropy 

field and iHc it will be possible to experimentally verify the model. The 

temperature dependence will arise due to the specific characteristics of 

the nucleation sites and the temperature dependence of the activation 
barrier to nucleation, as was shown by Jin et.al(122) in the case of 

defects in SmCos. 

Magnetization reversal model in optimally treated magnets : 
The model depends upon the idea that the domain wall energy is a function 
of the location of the wall, with respect to the microstructural features 

of the magnet. This is the case especially when the wall is close to a 

grain boundary or to the fcc phase-matrix interface. The grain boundary, 

being a region of lattice disorder and possibly segregation of impurities 

such as oxygen can be expected to be a region of lowered 

magnetocrystalline anisotropy (and even exchange interaction, depending 
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upon the concentration of non-magnetic impurities). So also, the 
interface of the matrix with the fcc phase will be a region of lowered 

magnetocrystalline anisotropy since it is an incoherent interface with 

some disorder. In this model, however, the effect specifically, of oxygen 

in the fcc phase will be examined. Thus, stated in a different way, it 

suggests that oxygen in the grain boundary phase and at the interface 

reduces the magnetocrystalline anisotropy of the Nd2Fe14B phase by its 
strong interaction with the Nd in the Nd2Fe14B lattice. This is 
schematically described in Fig.lll.43. In this figure, a unit cell of 

Nd2Fe14B at the interface with the fcc phase is shown. In addition, 
oxygen atoms are shown near the Nd atoms to schematically describe the 

interaction of oxygen with the Nd atoms in the matrix phase. 

The variation of domain wall energy with location of the wall is 

depicted schematically in Fig.lll.44. Such a wall energy profile can be 

rationalized based upon the microstructural and microanalytical 

observations and with the knowledge that the rare earth rich oxygen 

stabilized fcc phase is paramagnetic at room temperature. Hence the wall 

energy is zero in this phase. Similarly, in the case of a grain boundary, 

the wall energy will decrease considerably from its matrix value of 35 

mJ/m2 (in the case of Nd2Fe14B)(100). The wall width in this case is 
about soA(1 00). Thus, over a small distance, the wall energy drops from 

its matrix value to zero (or close to zero). This drop in the wall energy 

can be thought to occur by a decrease in the magnetocrystalline anisotropy 

of the matrix phase, specifically due to the interaction with oxygen. 
Similar defect models have been developed by Aharoni(11), Abraham and 
Aharoni(12), Abraham(124), Hilzinger(125), based on micromagnetic 

theory, which was originally developed by Brown(126). In this analysis an 

energy minimization approach will be adopted and the micromagnetic 
analysis will not be resorted to. Although this method is a simplification 

over the micromagnetic approach, it is useful in understanding the origin 

of the changes in the magnetic properties due to changes in the 
microstructure(117 -120). 

A grain in the polycrystalline magnet, is considered, which has been 
"technically" saturated in the positive direction, i.e., point "L" in Fig.lll.45. 

In this condition, the grain is fully saturated, with no domain walls 
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remam1ng. Now let the reversing field act on the magnet, and specifically 

on the particular grain in question. Due to the finite activation required 

to nucleate a domain wall, the magnet will be in a metastable state when 

the field is reduced,to zero, i.e., point M in Rg.lll.45. The energy of the 

particle can be expressed in terms of the magnetization energy, the 

demagnetization energy and the domain wall energy. For a particle of 

diameter "d" this is given by : 

E = -2.Ms.Ha.(xld) + (1/2).D.(2x.Msfd)2 + F(x)/d {1} 

where : E = the total magnetic energy of the particle in question ; Ms= the 

saturation magnetization of the grairi ; Ha • the applied field ; X= the 

instantaneous position of the domain wall (when it does exist) ; D= the 

particle demagnetization factor; F(x) .. the position dependent domain 

wall energy. 

The first term in eqn.(1) is the magnetization energy, the second is the 

demagnetization energy and the third is the position dependent domain 

wall energy. The term "x/d" gives the instantaneous position of the 

domain wall as a fraction of the particle diameter. Minimizing the energy, 

with respect to the position parameter, x: 

dE!dx,. 0 .. -2.(1/d).Ms.Ha + 4.D.Ms2.x.1/d2 + (1/d). dF(x)/dx {2) 

The instantaneous magnetization can be written as m=x.Msfd. Thus, for 

example, when the domain wall traverses the width of the grain, x=-d and 

m--M (since the direction of magnetization has been reversed). 

At the minimum condition : 

2(1/d).Ms.Ha = 4(1/d).D.Ms.m + dF(x)/dx 

i.e., Ha ,. D.m + (1/2Ms}.dF(x)/dx 

At the condition of instability, when the domain wall moves 

instantaneously and reverses the magnetization of the grain, m=-M and 

{3) 

{4) 

-D.Ms =- Ha - (1/2M).dF(x)/dx (5} 

i.e., Ha + D.Ms - (1/2Ms).dF(x)/dx {6} 
At this condition of instability, Ha- iHc, the intrinsic coercivity, i.e., the 

value of the external field at which the reversal occurs. The left hand 

side of equation (6) is the total field on the grain at reversal, i.e., the 

nucleation field, which is defined as the value of total field on the grain 

at which reversal occurs. Here, dF(x)/dx is the gradient in the domain 

wall energy. For the sake of simplicity, a linear increase in the wall 
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energy will be assumed, as was the done by Aharoni(11). Hence, in the 

first approximation, dF(x)/dx = D.F/ilx. 

ilF = Fmatrix - Ffcc, and since Ffcc is zero in this model ( and very low in 

the case of grain boundary with oxygen impurities), ilF = Fmatrix· 
Fmatrix can be written as 4(AK1)112, where A is the exchange constant 
and K1 is the first order magnetocrystalline anisotropy constant. (This 
relationship is derived in Appendix 1). 

ilx is the region over which the wall energy increases from almost zero to 

its value in the bulk. This can be expressed in terms of the wall 

width,o=7t(AIK1)112. Thus the width ilx will be written as: ilx = c.a, 
where Cis a constant, which is close to unity. 

One aspect which emerges from this line of argument is that the 

nucleation field which has been derived in equation (6) is actually an 
unpinning field to push a domain wall from the grain boundary region or 

the fcc-matrix interface region, into the matrix. However, this cannot be 
considered a true pinning mechanism, since the pinning does not occur in 

the bulk of the magnet. In addition, this "unpinning" process cannot be 

distinguished experimentally from a true nucleation process, wherein a 

wall is nucleated in the grain boundary region. Alternatively, it can be 

considered that the wall does indeed nucleate at the grain boundary or 
two-phase interface, but soon gets pinned close to the interface. The 

nucleation field will then be the field required to push the wall from this 

position. 
Therefore ilx,. C.a and Ha+D.Ms. Hn. (1/2Ms).4(AK)112JC.1t.(A/K)112 (7) 

This simplifies to Hn • nucleation field • (2K!Ms)/C.1t (8) 

However, 2K1/Ms- the anisotropy field for a uniaxial magnet (the 
derivation of this relationship is presented in Appendix I), when the 
contribution due to the second order magnetocrystalline anisotropy 

constant, K2, is small enough to be neglected. 

Therefore Hn - Ha + D.M5 - HAIC.1t, which for c .. unity, reduces to 

Ha• iHc • HAht- D.Ms. (9) 

DISCUSSION : Before presenting the experimental results pertaining to 

this model, some aspects of this model will be elaborated. As was 

mentioned earlier, this model can be considered as an "unpinning" model 
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although this cannot be experimentally distinguished from a conventional 

nucleation process. Thus, such a model will be, for all practical purposes, 

equivalent to a nucleation model. The inherent simplicity of the model and 
its obvious likeness to the practically observed microstructure of the 

magnet makes the model appealing. The iHc calculated using this model 

(from equation (9)), is dependent upon the following parameters : (1) the 

nature of interaction between oxygen and Nd, or in general, the nature of 
the influence of the specific defect; (2) the anisotropy field of the matrix 

phase : any change in the anisotropy field of the matrix RE2Fe14B phase, 

either by alloying , by heat treatment or by varying the temperature of 

measurement, will effect a change in the calculated value of this iHc ; (3) 
the demagnetizing field : This is dependent on the demagnetizing constant 
D, which is geometry dependent, and the value of the saturation 

magnetization, Ms. It may be pointed out that this is not a localized 

demagnetization factor but a bulk value. This may be determined by two 

methods: (a) from the slope of the virgin curve, the demagnetizing 

constant is determined and the product of this with the saturation 
magnetization gives the bulk demagnetizing field; {b) the demagnetizing 

field can also be determined from a plot of iHc versus Happlied { such as 
in Rg.lll.23), in which the demagnetizing field is the value of the applied 

field for a point half way to the top of the curve. Both the methods yield 

similar values of the demagnetizing field of about 12.5kGauss. 

The model suggests that if the temperature dependence of the 

anisotropy field, iHc and the saturation magnetization are measured for 

the same magnet, then a linear relationship between the nucleation field 
(given as the sum of the iHc and Ms) and the anisotropy field {given by 

2K1/Ms) should be observed, as per equation (9). In addition, the slope of 
the straight line plot of nucleation field against anisotropy field must be 
equal to 117t or about 0.32, within the limits of the assumptions mC!_de. So 

also, if the HA of the matrix is varied by- changing the composition, for 

example, by adding Dy to increase the anisotropy field, there should be a 

corresponding increase in the iHc. These two dependences were, thus, 

used to verify the model. The results are detailed below, for magnets 

with the same overall composition, i.e., the total rare earth content and 

the boron content of the alloy was kept the same. In addition, the grain 

59 



size of the alloys was also kept roughly the same. The magnets were 
given the same thermal treatment and the magnetic properties were 

measured for the same value of applied field. 

The effect of temperature on the iHc and anisotropy field could not be 

experimentally measured due to equipmentallimitations. Therefore, data 
published by Hirosawa et. al.(127) has been used. Fig.lll.46 shows the plot 

of nucleation field versus anisotropy field, measured at different 
temperatures. Within the experimental errors, a linear fit is obtained, 

with a slope of 0.38. This value is very close to that predicted by the 
model (0.32). In another experiment, different amounts of Dy were added 

to the alloy during casting to obtain alloys with different amounts of Dy 
in the matrix phase. The anisotropy field of the matrix phase increases 
with increase in the amount of Dy in it. (Results of these experiments will 

be described in detail in section 111.6). Fig.lll.47 shows the effective 
anisotropy field plotted against the nucleation field. Again, a linear fit is 

obtained, with a slope of 0.38. 

Thus, a reasonably good fit between the the experimental data 

(Fig.lll.46 and Fig.lll.47)and the prediction of the model is obtained, 

considering the approximations made. The slope of the straight line, 0.38, 

is an estimate of the nature of the nucleation sites. The value of this 

slope can be increased ( as one would like to do to achieve higher intrinsic 

coercivities) if : (1) the oxygen content of the interface can be reduced-

a very arduous task, considering the strong affinity of the rare earth for 

oxygen; (2) structural defects can be reduced: this may indicate why the 

water quenched magnet has a lower iHc, since in this case more structural 
defects than the slow cooled magnet can be envisaged; (3) if the local 

composition, especially, the nature of the rare earth (e.g., replacing Nd by 

Dy or Tb) can be varied; (4) if the amount of the Nd in the alloy can be 

increased, thus providing better isolation of the magnetic grains through 
the non-magnetic grain boundary phase. Adler and Hamann(1 02) and also 

Herzer et.a1(128) have developed similar equations based on empirical 

grounds. The value of the slope of the straight line in their case was 0.55, 

since the composition was richer in Nd. However, the significant point is 
the similarity in the nature of the relationships derived in this 

investigation and by other investigators. 
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The value of the slope is sensitive to overall changes in the 

microstructural and microanalytical details of the magnet. Thus, as will 

be shown later in this section, the grain size of the magnet can wield a 

marked influence upon the iHc of the magnet. So also, the total amount of 

Nd in the alloy will have a significant on the iHc and Br. as was 

experimantally shown by Sagawa et.ai(S). Hence, comparisons of magnetic 

properties should be carried out at comparable average grain size of the 

polycrystalline magnet. The model suggests, indirectly, that it is not 

necessary to increase the bulk magnetocrystalline anisotropy of the 

matrix phase in order to improve the iHc of the magnet. (This is because, 

once nucleation occurs at the grain boundaries and interfaces, the wall 

traverses almost instantaneously across the grain, to reverse the 

magnetization.) Instead, it is sufficient if the magnetocrystalline 

anisotropy of a local region of about a few hundred angstroms, near the 

grain boundaries and two-phase interfaces, is increased by suitable 

alloying additions. Such a specific "doping" of the grain boundaries and 

two-phase interfaces is discussed in section 111.6. 

Although the nature of magnetization reversal can be examined by 

using any of the methods employed in section 111.2, one of the most 

striking evidences of a nucleation type magnet is the effect of grain size 

and distribution on the iHc and the distribution in iHc. In the model 

described in section 111.4, it was illustrated that domain wall nucleation 

occurs, in general, due to the existence of regions of lowered 

magnetocrystalline anisotropy and/or enhanced demagnetizing fields. 

Such regions exist, for example, at the interface of the matrix with the 

oxygen stabilized grain boundary phase. Here, the interaction of oxygen 

with the Nd atom in Nd2Fe14B was assumed to cause the decrease of 

anisotropy of Nd2Fe14B, although the calculations have been carried out 

for a general defect. Thus, in general, defects exist all over the surface of 

the polyhedral grains. The larger the number of defects, the greater the 

probability that one such defect will nucleate a domain wall. Thus, in 

general, a definite influence of the grain size on the iHc ( or nucleation 

field} should be found, especially for nucleation type magnets, since in 

general, the number of defects will increase with grain size. 

In general, there is an inverse relationship between the average grain 
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size and the iHc, although the exact nature of the dependence is not clear. 
In the case of other permanent magnetic materials, attempts were made 

to correlate the average grain size to the iHc. The earliest efforts were 
made by Guillaud(129) who examined MnBi particles and showed that the 

iHc was inversely proportional to the size of the particle, although the 

relationship was not hyperbolic. A similar relationship was predicted by 
Carey et. al(98). 8rown(94) suggested that the dependence of iHc on the 

particle size could be related to the density of surface defects, which 

could act as nucleation sites for domain walls, thus leading to iHc being 
lower than the anisotropy field and the consequent particle size 
dependence (Brown's paradox). Brown(94) has also shown that if the 

density of surface defects has a Poisson distribution, then the number of 

defects will decrease rapidly with decrease in the particle diameter. 
McCurrie(96) demonstrated that in the case of Sm-Co magnets, iHc is 

inversely proportional to the particle size, with a sharp increase in iHc 
for particle sizes below about 45 micrometers. However, he did not find a 

simple relationship between the particle size and grain size distributions. 

This strong dependence of iHc on the grain size is probably one of the 

best evidences for a nucleation magnet. This dependence can be 

qualitatively explained as being due to an increase in the number of 

defects at the grain boundaries and surfaces. This leads to a greater 
probability of domain wall nucleation. However, analytical correlation of 

the defect statistics to the iHc distribution has still eluded theorists. In 

powder processed permanent magnets, such as Fe-Nd-8, the grain size 

distribution follows a log-normal distribution with a positive skew ( 

more fines than coarse particles), as was shown by the analysis of 
Kolmogoroff on comminution of brittle materials(130). A typical grain 

size distribution plot is shown in Fig.lll.48., illustrating the positively 

skewed nature of the distribution. This plot is for the optimally cooled 

Fe-Nd-Pr-Ce-8 magnets examined in section 111.1 &2. Corresponding to 

this grain size distribution, there exists a coercivity distribution, which 

can be determined from the slope of the demagnetization curve. Fig.lll.49 

illustrates the iHc distribution for the sample with grain size distribution 

shown in Fig.lll.48. This plot has been obtained by taking the slope of the 

demagnetizing curve, at each point on the curve. This method has been 
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suggested by McCurrie(96). The plot indicates that the iHc distribution is 

almost a normal distribution. If the particle size distribution is narrow, 
the iHc distribution will also have a sharp peak and vice versa. On the 

other hand, if coarse grains and fine grains co-exist, such as a bi-modal 

grain size distribution, then discrete steps in the second quadrant of the 

hysteresis loops will be observed, corresponding to the iHc ( or nucleation 
field) of the coarse grains(131). Thus, in general, a one-to-one 

correspondence exists between the grain size (and its distribution )and 

the iHc( and its distribution). It is also true, in general, that if the 

average grain size of the magnet increases, the iHc will decrease, thus 

validating the inverse relationship between grain size and iHc. This 

functionality comes about because of the dependence of the number of 

defects on the size of the particles and the dependence of the nucleation 
field on the number of defects. 

To establish a relationship between iHc and grain size distributions, 

the following steps have to be undertaken : 

(1) The first step is to define the morphology of the grains: this can be 

accomplished by assuming a tetrakaidecahedral shape of the grains, in 

which case the surface area of the grain is given by S·26.78xl2, where "I" 

is the edge length of the grain( i.e., the grain size measured from optical 
micrographs)(132). 

(2) The second step is to establish the relationship between the total 

surface area of the grain and the number of defects on its surface, with no 
distinction as to the nature of the defects. This can be accomplished 

using the idea that the probability of finding one defect in an area ~S is 

L.~S. where L is a constant; the probability of finding more than one 

defect is of the order of (~52); the defects act independent of each other. 
Thus the probability that there are "n" defects is(94) : 

P(n/S)=- e-L.S.(L.S)n/n! -- (10} -a Poisson distribution. The average 

number of defects is L.S- L.x.26.78.12. Thus, for L being a constant, the 

average number of defects in a grain of length "I" is proportional to 12. 

(3) The next step is to determine the value of the constant L : this has 

been accomplished by the following method : the critical particle size for 
single domain behaviour in the case of Nd2Fe14B is 0.3Jlm(1 00, 133). This 

suggests that the magnetization of a particle of this diameter will not 
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reverse by domain wall nucleation, but by coherent rotation. This further 

suggests that the probability of finding a defect, which can potentially 

nucleate a domain wall, is negligible. This probability, e-L.S, has been 

arbitrarily assumed, as was by 8rown(94), as 10-2 (i.e., 1o/o probability of 

finding a defect). Since S for a tetrakaidecahedral particle of this 

diameter is known (26. 78xl2= .6025JJ.m2) the value of "L" can be 

calculated. This is found to be 7.64 J.J.m-2. Thus, the average number of 

defects as a function of grain size can be determined. The assumption 

here is that the constant "L" is independent of grain size. 

(4) The next step is to establish the relationship between the average 

number of defects and the nucleation field( or iHc) : this has been 

accomplished by adopting a modification of the model proposed by 

Brown(94). The probability of finding "n" defects is, as was shown before, 

a Poisson distribution. That is: P(n/S) = e-(L.S).(L.S)n/n!, (11) 

where the notation P(A/8) denotes the probability of the occurrence of the 

event A, given the event 8(95). 

Let the nucleation field (or coercive field) be "X", with a distribution 

function denoted by F(X). In a sample with a distribution of nucleation 

fields, the event "at least one nucleation field less than X" is exclusive to 

the event "all nucleation fields greater than X". This means that 

nucleation of a domain wall will occur at the site with the lowest 

nucleation field required and also that once this nucleation event has 

occurred, the other potential nucleation sites will not activate. This can 

be represented as : 

P(Xi<X)-F(X) and P(Xi>X)-1-F(X). 

For "n" nucleation sites : P(all Xi>XIn)- {1-F(X)}n 

and, P(iHc<XIn) - 1-{1-F(X)}n 

(12} 

(13) 

(14) 

This is because reversal nucleates when the reverse field exceeds the 

lowest of the various nucleation fields. 

If 8j are mutually exclusive events, then : P(A) - LiP(A/8i).P(Bi) (15) 

Hence : P(iHc<X) - :rnP(iHc<XIn).P(n). This is the distribution function of 

iHc and is denoted as: 

0(X) - L[1 ~{1-F(X)}n].exp-L.S .(L.S)n/n! .. 1-e-(L.S.F(X) 

where F(X) is the distribution function of the nucleation field, X (or the 

intrinsic coercivity). The probability density function is given by 

(16) 
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~(X) = d(0(X)/dx. 

This function is characteristic of a sigmoidal distribution, which is 

common in nucleation and growth transformations. In the above equation , 

the unknown is the form of the function F(X) or F(iHc), as a function of the 

particle size, or in other words, the number of defects on the surface of 

the particle. This can be determined from the plot in Fig.lll.49, which is 

actually the iHc distribution. The cumulative fraction versus iHc plot 

corresponding to Fig.lll.49 is shown in Fig.III.SO. This plot has a sigmoidal 
shape and corresponds to the distribution function 0(X). To determine the 

nature of the function F(X), the above distribution function can be 

re-written as follows: 
1-0(X) =- e-L.S.F(X) and hence ln(1-0(X) .. -L.S.F(X). (17) 
Upon taking logarithms again, after cancelling the negative signs which 
appear upon taking logarithms the first time, the following is obtained: 

ln[ln{1-0(X)}] .. ln(L.S) + lnF(X). (18) 

Thus a plot of lnpn{1-0(X)}] against lnF(X) should give a straight line 
with intercept of ln(L.S) and slope corresponding to the nature of the 

function F(X). In Fig.III.St, ln[ln{1-0(X)}] is plotted against iHc. A straight 

line fit is obtained, with a regression coefficient of 0.99, although in the 

intermediate regions, the plot shows deviations from linearity. In spite 

of this, the linear fit is significant in that it gives an indication of the 

nature of the function F(X). From the above equation and the nature of the 
plot in Fig.lll.51, it can be seen that lnF(iHc) .. 0.3427(iHc) . Therefore, 
F(iHc} =- (exp(iHc)]0.3427 or to the first approximation, 

F(iHc}=[exp(iHc)]113. Thus, in this approximation, the distribution 

function of iHc (or nucleation field) is given by : 
0(X) .. 1-exp(-L.S.[exp{iHc}]113) (19} 

In the case of a polycrystalline magnet, the expected value of 

coercivity is given by the median value of the distribution of coercivities. 

This value i~ given by : J~(X).dx =- 1/2. Upon substituting this in equation 
(19}, the following result is obtained : F(iHc} .. (ln2}/(L.S). Since the 

nature of F(iHc} is already known from Fig.lll.51 as F(iHc}=- [exp(iHc)]113 

the relationship between iHc and the average number of defects, L.S. and 
hence the grain size, "1", can be established. From the above equation : 
[exp(iHc)]113,. (ln2}/L.S; i.e.,[exp(iHc)]113. (ln2}/L.(26.78xl2) (20) 



Upon taking logarithms : iHc/3 = ln(ln2/L.S). (21) 
Thus, a plot of iHc against ln(L.S) should be linear. That is, a plot of iHc 

versus ln((grain size)2] must be linear. 

In order to test this model, polycrystalline magnets with different 

average grain sizes were prepared by using starting particles from 

different sieve fractions. The iHc in this case corresponds to the median 

value, i.e., the value of applied field for which the effective magnetization 
is zero ( i.e., when the demagnetization curve crosses the x-axis) and the 

grain sizes correspond to the average obtained from plots similar to that 

shown in Fig.lll.48. In order to maintain other microstructural factors 

such as the amount of the fcc phase, the oxygen content, etc. constant, all 

the magnets were prepared under identical conditions, with the same 

overall composition of Fe-34.5 wt.o/oNd-1 wt. 0/o 8, at the same sintering 
temperature of 1 0400C. However, in the case of the large grain size 

magnets, especially above 1 OOJ.!m, the sintering temperature had to be 
raised to about 1080-11 oooc in order to obtain densification. The 

magnetic properties were obtained under the same applied field 
conditions. Fig.lll.52 shows the effect of grain size on iHc. In this plot, 

iHc is plotted against ln[(grain size)2], where the grain size is expressed 

in micrometers. The linear fit is reasonably good, considering the nature 
of the approximations made in the derivation of the inter-relationships. 

DISCUSSION : The model presented here is simplistic in the following 

respects : (1) the physics has been simplified, ostensibly so, in order to 

highlight the statistical effects which are evidently important in 

considering the nucleation process. The dependence of the nucleation field 

(or iHc) on non-statistical factors, such as composition, heat-treatment, 
etc. have been minimized by adopting the same composition and 
heat-treatment. One of the main aspects here is the nature of the 
dependence of the intrinsic coercivity on the number of defects ( and 

hence the grain size). The dependence of number of defects on the size of 

each particle has been established by assuming a Poisson distribution for 

the number of defects ( i.e., no interaction of the defects with one 
another). However, the unknown physical relation between the number of 

defects and the resulting iHc has been evaluated using the iHc distribution 
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data for a typical magnet. The implicit assumption that this relationship 

obtained for a typical furnace cooled magnet is valid for magnets with 

different grain sizes is reasonable since the hysteresis loops of the 

magnets with the large grains as well as fine grains have the same shape. 

(2) The statistics of the problem has been simplified to a certain extent. 

However, one of the positive aspects of this model is that the nature of 

the function F(X) =[ exp(iHc)]113 has been obtained by a linear fit to the 

experimental data, while Brown(94) had assumed the same functional 

dependence on purely intuitive grounds. On the other hand, Mcintyre 

derived the same equation, but used a different functional form of F(X), 

which was equal to (iHciHA)2, where HA is the anisotropy field of the 

magnet. This form, however, has no theoretical or experimental 

justification. 

Another positive feature of the model is that the inverse linear 

dependence of iHc on Ln [(grain size)2], i.e., In( number of defects), is 

intuitively and metallurgically pleasing. Thus, as the number of defects 

increase, either due to an increase in the grain size or due to thermal 

treatments such as water quenching, the iHc decreases as the logarithm of 

the (grain size)2 or the logarithm of the number of defects. The fact that 

the iHc (or nucleation field) decreases with increase in grain size (and 

hence the number of defects), should be taken as an indicator that the 

larger the number of defects, the greater is the probability of finding a 

more potent defect, as compared to a grain with smaller number of 

defects. Finally, the results are quite significant since they suggest that 

the statistical aspects of nucleation need to be considered in addition to 

the physical causes for nucleation of domain walls. This is more so in the 

case of polycrystalline magnets that are processed by conventional 

powder processing methods, wherein surface defects can be readily 

introduced. These defects can be introduced not only due to the powdering 

process, but also by the thermal treatments which follow the sintering 

step. One typical example is the water quenching treatment, which lowers 

the iHc, presumabiX due to the introduction of defects on the surface of 

the grains or the two-phase interfaces. Thus, in the next section, the 

effect of stresses due to quenching (thereby introducing defects) will be 

examined. 
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Effect of post-sintering treatments: 
"No part of our subject is more interesting than that which deals with the 

effects of mechanical stress in altering the susceptibility, the 
retentiveness and other qualities of the three magnetic 

metals"---J.A.Ewing (1900). 
This statement cannot be more valid in any magnetic material than in 

Fe-Nd-8 magnets. One of the most intriguing aspects of this investigation 

is the observation of a strong dependence of the intrinsic coercivity on 

the cooling rate from sintering temperature. As suggested in section 111.3, 

this dependence could arise due to the effect of quenching rate on 
quenching stresses, which in turn could impose local elastic deformation, 

near the grain boundaries and two phase interfaces. This local 

deformation could in turn lower the magnetocrystalline anisotropy of the 

Nd2Fe148 phase, locally. 
Upon quenching, stresses could arise due to the following reasons : (1) 

random orientation of anisotropic grains leading to localized thermal 

expansion anisotropy across the interfaces- in the case of Fe-Nd-8 

magnets, since the tetragonal Nd2Fe148 grains are pre-aligned with the 
c-axis along the axis of the sample, stresses due to random orientation of 

the c-axis may be considered to be negligible. However, the thermal 

expansivity of Nd2Fe148 itself is anisotropic along the a-axis and the 

c-axis. (2) presence of two phases with a difference in thermal 
expansivity, leading to localized stresses at the interface(114) ; (3) 

thermal shock due to thermal gradients in the solid(116). However, since 

the magnet is metallic and high thermal conductivity can be expected, 
stresses due to thremal shock are bound to be minimal, as compared to the 

stresses that can arise due to the different thermal expansivities of 

Nd2Fe148 and the grain boundary fcc phase. The high cooling rate of a 

water quench exacerbates the situation by not permitting relaxation of 

the stresses by diffusive creep. Hence, in the following analysis, stresses 

due to the inability to accomodate constrained thermal expansions of the 

two phases will be considered to be the main cause for the lowering of the 

local magnetocrystalline anisotropy of Nd2Fe148 near the grain 
boundaries and two-phase interfaces. 
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In elastic solids , the local stresses due to difference in thermal 
expansion differences is given by: L = Lla.LlT/Seff(114), {22) 

where ila= the difference in thermal expansions of the two phases; Ll T =the 

temperature difference between the sintering temperature and room 

temperature; Seff= the effective material compliance. In the case when 

the difference in thermal expansions is due to the grain boundary phase 

the stress, L becomes : L= Lla.Ll T/(Sa+Sfcc). where Sa is the compliance of 
the matrix phase along the a-axis and Sfcc is the compliance of the fcc 

phase. The model is schematically illustrated in Fig.lll.53. It shows the 

interface between the matrix and the grain boundary fcc phase. Nd2Fe14B 

exhibits exhibits anisotropy in thermal expansions along the c-axis and 

the a-axis. According to published data of Andreev et. al(134), aa=12.4 x 

1 o-6/0K, ac= 9.3 X 1 o-6/0K, while av- 34.1 X 1 o-6fOK. There is no 

published data at the present time for the thermal expansion properties of 

the grain boundary fcc phase. However, room temperature thermal 

expansivity data for polycrystalline commercial purity Nd ( with some 

oxygen impurity) is available(135). Although this may not be an accurate 

value for the grain boundary phase, it will be used to obtain an estimate of 

the magnitude of the stresses due to quenching. The coefficient of linear 

thermal expansion of polycrystalline Nd is 9.6 X 1 o-6fOK. Thus, in 

addition to the anisotropy in thermal expansion along the c-axis and 

a-axis of the RE2Fe14B, there is, concievably, a difference in thermal 

expansivity of the a-direction and that of the fcc phase. This difference 

can lead to tensile stresses at the interface, since the matrix contracts 

more than the fcc phase, on quenching. Hence for a sintering temperature 

of 11 oooc, with a quench temperature of 2soc. AT ... 1 0750C. 

Lla=- (12.4-9.6)x1 o-6fOK, along the a-direction. 1/Seff is the effective 

Young's modulus of the magnet. This has been determined as a function of 

temperature for the sintered magnet of similar composition as in this 

investigation, by Yang et.al(136). At room temperature, tht3 Young's 

modulus is 15x1 o11 dynes/cm2, while at the sintering temperature it is 

only 1 0.3x1 011 dynes/cm2. It was shown by Yang et.al(136) that there is a 

sharp rise in the Young's modulus around 500-SOOOC. In addition, the 

anisotropy in the Young's modulus( i.e., along the c-direction and normal to 

it) reaches a maximum of about 12°/o at the same temperature. These 
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observations suggest the following inferences : (1) the magnet is 

mechanically stiffer at room temperature than at a temperature higher 
than 6QQOC; (2) the largest increase in the Young's modulus is at the same 

temperature as the optimum annealing temperature, to obtain the highest 

iHc. This is indicative that the magnetic properties and the changes in the 

iHc due to quenching may be related to the changes in the mechanical 

properties, i.e., the ability of the material to deform elastically. This 

experimentally determined value of Young's modulus, has been used for 

determining Sa of the matrix, while for the grain boundary phase, Sfcc , 

has been assumed to be similar to that of commercial purity Nd, for which 

the stiffness constants are available in literature. From this, the 

maximum value of thermal stress, AI, is calculated to be : 
A T.Aa.E/2 ~ 1 075x2.8x1 o-6x3.28x1 Q1 01 ~ 0.98x1 o8 Pa. (24) 

The contribution of stress to the overall anisotropy is then calculated 

by using the relation KL, ~ (3/2.La.AL.), (25) 

where La is the room temperature spontaneous magnetostriction constant 

along the a-axis for Nd2Fe14B. This value has been obtained from the 
paper of Andreev et.aiC134) and is 7.5x1 o-3. From the above relationship, 

KI_= 1.11 x1 o6Jouleslm3. This is a significant fraction of the room 

temperature magnetocrystalline anisotropy constant of Nd2Fe14B , which 
is 4.5x1o6 Jouleslm3 (100). Therefore, the effective anisotropy, in the 

presence of the above-mentioned stress, is (4.5-1.11 )x1 o6 Jouleslm3 at 

room temperature. 

This value of effective anisotropy constant can now be substituted into 
equation (9) (i.e., using the same model as for the optimally cooled 

magnet) and the effective local anisotropy field can be arrived at. This 
can be calculated to be 2x(4.5-1.11 )x1 0611.61,. 52.64k0e, where the 

saturation magnetization of the grain is taken to be 1.61 Teslas at room 
temperature. The intrinsic coercivity calculated using equation (9) is 

52.6417t-Nd.Ms. where the second term is the demagnetizing field. The 
demagnetizing field has been assumed to be the same as in the earlier 

calculation, i.e., 12.5kG. The iHc calculated is thus equal to 4.25k0e. 

DISCUSSION: In the above approximate calculation, the effect of water 
quenching has been considered. The main inference from such an 
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approximate calculation is that the effect of quenching stresses can be 

quite significant in reducing the magnetocrystalline anisotropy of the 

RE2Fe14B phase. The main contributions to this are : (1) the presence of 
two phases with different thermal expansivities; (2) the large value of 

spontaneous magnetostriction constant of the matrix phase---this value 
is much higher than other magnetic materials. Andreev et. al(134) have 

attributed this large value to the isotropic "exchange" contribution of the 
Fe sub-lattices rather than to the anisotropic contribution of the rare 

earth sub-lattices ; (3) the high cooling rates during a water quench. It is 

also possible to include the effect of different cooling rates into the 

calculation. Such a model, incorporating the effect of cooling rate into 

the calculation of thermal expansion stresses, has been carried out for 
anisotropic ceramics such as AI203 by Blendell and Coble(114). In their 

model, stress relaxation is accounted for by diffusional creep, a 

phenomenon which could very well occur in the Fe-Nd-8 system. In their 

model, AI203 has been considered as a linear visco-elastic solid. The 
application of such a model to the Fe-Nd-8 system must await knowledge 

of the deformation characteristics of the magnet. One of the conclusions 

of their investigation, which is of great relevance in this work is that 

there exists a critical temperature, TR, below which a quenched sample 

cannot relax the stresses due to thermal expansion differences. This 

temperature is about 0.6-0.7 TM, where TM is the melting point of the 

sample (in their case AI203). This temperature is dependent upon the 
cooling rate and the grain size of the sample. Of greater importance is the 

deduction that stresses due to thermal expansion differences can be 

avoided if the sample is cooled slowly to below TR, after which the 
cooling rate has no effect on the stress and thermal expansion anisotropy 
stresses will not develop to a significant extent. In general, in the case 

of metals and alloys, it is known that the minimum temperature to which 

a sample must be heated in order to effect stress relieving is about 

0.6TM, where TM is the melting point of the solid. In the case of 

Nd2Fe14B, with a melting point of 11aooc(S) ( 14530K), 0.6TMiS about 

soooc. Thus, the temperature TR corresponds to the temperature to which 

a sample must be heated after quenching in order to relieve the quenching 

stresses. On the other hand, TR ( =0.6TM) is the minimum temperature to 
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which a sample should be cooled slowly, in order to avoid stresses due to 
thermal expansion. As was shown in Fig.ll1.25, the annealing temperature 

corresponding to the highest iHc is also around soo-eoooc. 

The above observation that the sample must be cooled slowly to below 

TR ( which in the case of Nd2Fe14B is around 6QQOC) in order to avoid the 

influence of thermal expansion stresses, is authenticated by the results 
of step quench experiments, which are presented below. In this 

experiment, the magnet was slowly cooled to a temperature T a. followed 

by rapidly quenching into water. This is schematically illustrated in 

Fig.lll.54. In this figure, the cooling curve for the slow furnace cooled 

sample 
( SQOC/hour) is depicted, with the superimposition of the step quench 

treatments. The samples were Fe-Nd-Ce-Pr-8 magnets of the same 
composition as the samples used in the quench rate experiments (section 

111.3). The various step quench temperatures were 108QOC ( sintering 
temperature), 9QQOC, 7QQOC, soooc and 3QQOC. Specifically, 7oooc and 

soooc were chosen in order that the critical temperature of eoooc could 

be straddled. Samples were quenched into water after slow cooling to the 

quench temperature. Based on the results presented above, it could be 

expected that in the case of samples quenched from above TR( about 
6QQOC), the iHc would be low, while in the case of all the samples 
quenched from below this temperature, the iHc would be high. 

Fig.III.SS shows the iHc as a function of the quench temperature, TQ. 
This figure shows exactly what would be expected from the inferences of 

the quenching stress argument. For samples which were quenched from a 

temperature higher than 6QQOC, the iHc is low, although in the case of the 

7QQOC sample, the iHc already shows signs of increasing from that of the 
quenched sample. However, when the quench temperature is just 2QQOC 

lower, i.e., soooc, the iHc jumps to a large value of 9.5k0e. So, in the case 

of samples quenched from a temperature higher than TR( i.e., 6QQOC), 

quenching stresses due to the thermal expansion difference between 

Nd2Fe14B and the grain boundary phase are indeed significant in reducing 

the iHc. Fig.ll1.56, which depicts virgin curves and hysteresis loops for 

the different step quenched samples, also confirms the above conclusion. 

It shows that the virgin curves in all the samples are similar. The 
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hysteresis loops, although of the same shape, widen as the quench 

temperature is lowered. This again, as in the case of the different cooling 

rate samples,( Figs.lll.35(a-d)), indicates that the only difference is that 

nucleation of domain walls occurs at lower fields, as the quench 

temperature is increased. It must be pointed out that there are no 

significant differences in the microstructural and micro-analytical 

details of the magnet. Thus the overall microstructure is similar to that 

shown in Figs.lll.3(a&b). M!croanalyticalline profiling did not show any 

differences in the different quench temperature samples. Figs.lll.57(a-e) 

show typical line profiles across the matrix-triple junction fcc phase 

interface. The line profiles indicate no significant differences in the 

microanalytical details for the different step quench temperatures. Thus, 
the changes in iHc due to the step quench treatment can indeed be 

attributed to the effect of stresses caused by thermal expansion 
difference between the matrix and the grain boundary phase. 

In summary, in this section, two different aspects of nucleation of 

domain walls have been examined. One of them is the physical causes for 

wall nucleation, i.e., the existence of regions with lowered 
magnetocrystalline anisotropy, leading to domain wall gradients in the 

magnet. The extent of lowering of the magnetocrystalline anisotropy can 

be influenced by the cooling rate from sintering temperature (i.e., thermal 
treatments following sintering ), the composition of the alloy, especially, 

near grain boundaries and two-phase interfaces, which are the most 

potent sites for wall nucleation. The other aspect is the statistical 

nature of the nucleation sites and hence the statistical nature of wall 

nucleation. Specifically, the effect of the number of defects, through the 
effect of grain size, on the iHc has been demonstrated through an 

analytical model, which was also verified experimentally, with a 

reasonably good correlation of the experimental data to the theoretical 
prediction. In the next section, the results of interaction of domain walls 

with microstructural features will be presented. The results will 

highlight the effect of grain boundaries, grain boundary fcc phase and 
inclusions on the movement of domain walls. 
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5. LORENTZ MICROSCOPY : MICROSTRUCTURE-DOMAIN WALL 
INTERACTIONS 

In the earlier sections the plausible mechanisms of domain wall 
nucleation have been discussed, in order to understand the causes for the 
low iHc, compared to the anisotropy field of the magnets. In addition, the 
effects of thermal treatments have also been discussed. However, in all 
the cases, nucleation of domain wall and its prevention was the only 
concern, at least in the case of Fe-Nd-8 magnets. Thus, once the wall 
nucleates, it inevitably traverses the grain to reverse the magnetization 

of the grain. If the movement of the wall can be resisted by some method, 
the iHc and some of the temperature dependent properties could be 
improved. Thus, if the nature of interaction of domain walls with the 
microstructural features could be observed, the microstructure could be 
suitably altered to try to prevent the motion of the walls. This can be 
accomplished by several techniques. Domain walls can be observed by the 
Bitter technique, Kerr optical method, Faraday method, Lorentz electron 
microscopy (LEM), differential phase contrast LEM, or by holographic 
techniques(?). Of all these techniques, LEM has reasonably high resolution 

( about 50-1 OOA) and can be accomplished on conventional microscopes. 
Thus the interaction of domain walls with microstructural features 

were examined by Lorentz microscopy. In this mode of TEM, the objective 
lens is defocussed to observe the contrast due to domain walls by using 
the Lorentz effect. Thus, alternate domain walls appear bright and dark 
respectively. Although it was not possible to directly observe nucleation 
of domain walls in a saturated magnet, these experiments were helpful in 
qualitatively understanding the effect of grain boundaries and second 
phase regions on the movement of domain walls. This was made possible 
by using the goniometer tilt stage. By tilting the sample, the in-plane 
magnetic field of the objective lens could be changed. This was sufficient 
to move the walls in samples with the walls in the plane of the foil. By 
this technique, it was possible to observe the interaction of walls with 

the above mentioned microstructural features. The results of such 
experiments must, however, be considered qualitative since : (1) the 
magnitude of the in-plane field could not be precisely evaluated ; (2) the 
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experiments were carried out using thin foils, whose domain structure 
will differ from that of a bulk magnet ; (3) the process of ion milling 

could modify the nature of the microstructure, which consequently could 

alter the nature of interaction. In spite of these limitations, useful 

qualitative information can be derived from these experiments. All the 

experiments were carried out on samples with the optimum thermal 

treatment. 
Samples were examined with the c-axis in the plane of the foil, since 

in this orientation the walls could be easily moved. Figs.III.SS(a-c) shows 
a sequence of images for the case of a domain wall normal to the grain 

boundary, indicated by arrows in the in-focus image in (a). The walls 
move rapidly along the grain boundary, upon tilting the foil. No pinning 

was observed in this case, as was expected, since the displacement of the 

wall from its original position does not involve an increase in energy. 

This can be explained by a model similar to that illustrated in Fig.lll.43. 

In this model, the domain wall energy varies with the position of the wall. 

Thus, the wall tends to remain anchored at positions of low energy, i.e., 
regions of low magnetocrystalline anisotropy or low exchange interaction, 

since these are the two parameters that influence the wall energy. In the 

case of Fig.III.SS, where the wall is normal to the heterogeneity, i.e., the 
grain boundary ( close to which the wall energy would be lower due to the 

disorder of the grain boundary lowering the anisotropy), the displacement 

of the wall normal to its length does not place the wall in a higher or 

lower energy configuration, with respect to its original position. Thus, 

depending upon the overall energy of the magnetic thin foil and the 

direction of the field applied, the wall displaces to the right or left 

without any resistance. This appears to be valid even when the wall is at 

an angle to the grain boundary. Fig.lll.59(b) shows two domain walls at an 

·angle to the grain boundary, shown in the in-focus image in (a). The 

mutual mis-orientation between the grains is indicated in the diffraction 

pattern shown in (c). The walls in this case also can be moved easily by 
tilting the foil. Similar observations have been made by Lin et.al(137). 

When the wall was parallel to the grain boundary or to the two-phase 

interface, strong interaction was observed. This is illustrated in the 

sequence of images in Figs.lll.60(a-d). Fig.lll.60(a) is the in-focus image 
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showing a triple junction fcc phase at the left top corner of the 
micrograph. This triple junction extends into the two-grain region to a 
certain extent. This is schematically represented in Fig.lll.61. In the 
Fresnel image in (b) the domain wall can be observed (and is indicated by 
the arrows). Upon tilting the foil, the wall progressively moves toward 
the two-grain interface. However, the wall is not driven out of the 
crystal on continued tilting. On the other·hand, the wall is stuck to the 
two-grain boundary , as can be seen from the micrograph in (d). This 
progressive movement of the domain wall with tilting is shown 
schematically in Fig.lll.61. This may be indicative of the type I nucleation 
site described by Becker(21), wherein, due to insufficient saturation, 

pinned residual domains or "nuclei" already exist in the grain boundary or 
two-phase interface regions. On reversal of the field direction, these 
walls reverse the magnetization of the grains, as soon as the field is 
sufficient to un-pin the wall from this type I site. In the case of the 
example in Rg.III.SO, tilting the sample in the opposite direction did not 
reversibly move the walls, indicating that the wall was pinned to the site. 
This behaviour of the domain wall can be explained using the same model 
that was used to explain the case of a domain wall normal to the grain 
boundary, i.e., Rg.lll.43. In this case, as the domain wall comes very close 
to the grain boundary, its energy is lowered compared to that in the 
matrix, since the grain boundary ( or the two -phase interface) is a region 
of lowered magnetocrystalline anisotropy and thus lowered wall energy. 

A very interesting observation was made in one of the experiments, 
wherein the interaction of walls with the fcc phase was examined. In this 
experiment, the fcc phase at the two grain boundaries was tapered, with a 
maximum width of about sooA and a minimum of about soA, before the fcc 
phase merged into a grain boundary. This tapering fcc phase is depicted in 
Rg.lll.62(a) and also in Fig.lll.63(a). Fig.lll.63 is a continuation of the 
region depicted in Rg.lll.62. In Fig.lll.62(b-d) the domain wall, indicated 
by arrows, is progressively moved inwards by tilting the foil. It is 

noteworthy that the wall is not continuous across the fcc phase, i.e., the 
wall corresponding to that in the lower grain, is not observed. In 
Fig.lll.63(b-d) the subsequent positions of the wall are depicted. The main 
feature in the images in Fig.lll.63 is that at a particular stage, between 
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(b) and (c), the wall becomes continuous across the fcc phase. The 
thickness of the fcc phase at this point is about 50-1 ooA. Beyond this, 
the wall is continuous across the interface. These observations are 

schematically illustrated in Fig.lll.64. It thus appears that a particular 

critical thickness of the fcc phase is required so that the walls do not 

interact across the interface. Below this critical thickness of the 

inter-granular fcc phase, it is possible that there is significant 

interaction between the two adjacent grains, leading to nucleation of a 

wall in one grain due to the presence of a wall in the neighbouring grain. 

This may also explain the increase in iHc with Nd content above that of 

the stoichiometry of Nd2Fe14B. A higher Nd content means that the 
number of grain boundaries that are "laced" with the Nd-rich fcc phase 

will increase. So also, the width of the fcc phase at the boundaries will 

increase with Nd content. 
Domain walls were found to interact strongly with inclusions whose 

size was within an order of magnitude of the wall width. It has been 
shown that the most effective wall pinning can be achieved when the 

extent of the pinning site is of the order of the wall width. However, 

significant wall pinning can be observed even if the size of the pinning 

site is within an order of magnitude of the wall width. In Rg.lll.65(a-d) a 

sequence of images is shown, showing the different positions of the wall 
for different angles of foil tilt. This sequence shows the interaction of 

the wall with an oxide inclusion, whose diameter is about 500A. The wall 

width is about 50-60A. The strong interaction of the wall with the 

particle can be observed in (c), where a sharp deflection of the wall near 

the particle can be seen. The wall did not move out of this "pinned" 

configuration until the foil is tilted by about 250 from the original 

position. Similar observations were made in the case of other similar 

sized inclusions. However, if the inclusion size was much larger than the 

wall width, no such pinning was observed. This "pinning" suggests that if 

non-magnetic particles( or even magnetic particles such as zc-Fe203) of 
this size are uniformly dispersed throughout the matrix, the domain walls 

can be effectively pinned. Consequently, this may be one of the methods 

by which the temperature dependence of iHc and Br could be improved. 
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DISCUSSION : The results presented in this section, although 
qualitative, suggest the following : (1} grain boundaries are weak pinning 

sites for domain walls, when the wall is non-parallel to the boundary. 

When the wall is parallel to the grain boundary, the pinning strength 

appears to be enhanced, an observation which has been verified in the case 

of other magnets. Otherwise, in the matrix phase the walls are very 

mobile, an observation that corroborates the large permeabilities 

observed in the virgin curves of the magnets. This is so in the case of the 

quenched magnets also. It must be pointed out that although the tilting 

experiments were carried out on the quenched magnets also, no significant 

difference was observable. This does not indicate that there are no 

differences in the reversal behaviour between the quenched magnet and 

the slow cooled magnet, but only indicates that the difference may lie in 

the nucleation behaviour, an aspect that could not be examined by these 
experiments. (2} Another observation has been that of strong pinning of 

walls by small inclusions. This also has to be qualified by the fact that 
the observations are on a thin foil, in which the interaction of walls with 

the microstructural features may be very different from that in bulk 
magnets. Thus, observation of pinning must be corroborated by supporting 

observations of the nature of the hysteresis loop and the virgin curve. 

Notwithstanding this qualification, this observation suggests that a 

dispersion of fine inclusions could cause domain wall pinning. Thus, if, in 

addition to "strengthening" the grain boundaries and two-phase interfaces 

against wall nucleation, either by alloying additions or by suitable 

heat-treatments, such pinning sites are introduced in the matrix phase, 

the overall behaviour of the magnet could be improved. This would be 

especially true of the temperature dependence of iHc and Br. 

Recapitulation: In this chapter, so far, various aspects of the 

microstructure and magnetization reversal of Fe-Nd-8 magnets was 

discussed. It was shown that the magnetization reversal is controlled by 

the nucleation of domain walls at grain boundaries and two-phase 

interfaces. Nucleation was shown to be easier in magnets which were 

quenched into water, compared to slowly cooled magnets. The role of 

oxygen in the grain boundary fcc phase was highlighted in explaining the 
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physical aspects of initiation of magnetization reversal. In the case of 

the quenched magnets, it was shown that the thermal expansion stresses 

are the main reason for lowering the overall magnetocrystalline 

anisotropy, at least locally. The importance of the statistical aspects of 

nucleation was also emphasised by developing a model which could explain 

the grain size dependence of iHc. It was also briefly illustrated that 

domain walls are very mobile inside the grains and interact with grain 

boundaries only when they are parallel to the boundaries. It was also 

indicated that the walls could potentially be pinned by fine inclusions. 

The next section will describe how the results and inferences of the 

earlier five sections have been used to suitably modify the composition of 

the ternary Fe-Nd-8 alloy in order to achieve certain combinations of 

magnetic properties. These results and inferences have been augmented 

by the knowledge of existing data on the effect of alloying substitutions 

on the magnetic properties of the RE2Fe14B phase, which was discussed in 

section 1.4. 
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6. ALLOY DESIGN IMPLICATIONS 

In section 1.4, the effects of various additions on the magnetic 

properties of Nd2Fe14B were outlined. The salient aspects will be 

summarized here to put this section in perspective. Alloying elements are 

added with the following in mind : (1) improve the overall performance of 

the magnet, i.e., increase the iHc and/or the 8r. which consequently will 

increase the (8H)max of the magnet. This would mean that for a given 

volume of the magnet, the energy provided to the external circuit will be 

larger. A higher iHc also means that the magnet will resist larger 

demagnetizing fields. Conversely, a higher (8H)max will also mean that 

for the same amount of external energy required, a smaller volume of the 

magnet will be sufficient. This will, in turn, lead to a reduction in the 

size of the final product. 

(2) The second and more pressing reason for examining the effect of 

alloying additions to Fe-Nd-8 is that the temperature dependence of iHc 
for the ternary Fe-Nd-8 magnet is very high(1 07). This rapid fall of iHc 

with temperature allows normal demagnetizing fields to produce 

substantial irreversible losses of magnetization. The low Curie 

temperature of Nd2Fe148 produces an undesirably high reversible 

temperature coefficient of remanence. The adverse effect of a high 

temperature coefficient of iHc can be substantially offset by additions of 

Dy or Tb, both of which increase the overall anisotropy field and thus the 
overall iHc(66-70). However, both of them lower the remanence due to 

their anti-parallel coupling to the Fe sub-lattice spins.' The major 

approach to improve the Curie temperature is by adding Co, which, 
however, decreases the iHd54-58,75-80). Full compensation of the 

reversible temperature coefficient of remanence can be achieved by 

alloying with Ho(72). On the other hand if the economy of the process is 

of importance, Nd can be partially or fully replaced by mischmetal (an 

alloy of La-Ce-Pr-Nd), which, however, has inferior magnetic properties 
compared to Nd(83-85). 

A totally different, although still untried method, is that of pinning the 

domain walls. Since magnetization reversal occurs by wall nucleation and 

movement, the iHc and its temperature dependence can be favourably 
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altered by introducing inclusions ( magnetic or non-magnetic) which can 
hinder the movement of the walls(138). This idea is further augmented by 

the Lorentz microscopy results presented in section 111.5. Since the 

RE2Fe14B phase tolerates no deviations from stoichiometry and is also 

very resistant to solid state phase transformations, introduction of 

second phase particles by a solid state transformation is not feasible. 

Thus, second phase particles have to be deliberately included in the 
matrix. There have been,a few attempts to execute this idea 

experimentally. However, this aspect will not be addressed in this 

investigation. 

From the magnetization reversal model presented in section 111.4 it 
was inferred that any changes in the anisotropy field of the matrix phase 

will affect the nucleation field of the magnet. This, however, may lead to 

certain disadvantages, as will be discussed for the case of Dy additions. 

It was also suggested that large changes in the iHc ( or nucleation field) 

could be potentially brought about by modifying the composition locally, 

near the grain boundaries and two-phase interfaces, where wall 

nucleation is most likely to occur. Another important inference was that 

if the oxygen content around the grain boundaries and at the two-phase 

interfaces could be reduced or avoided altogether, significant increases in 

iHc could be produced. However, considering the strong interaction of the 

rare earths with oxygen and the difficulty in maintaining high vacuum 

conditions at high temperatures, this has not been attempted. It has 

already been shown, both theoretically and experimentally,in section 111.4, 
that from the statistical point of view of wall nucleation, higher iHc 

values can be obtained if the grain size is refined. Refining the grain size 

leads to a reduction in the number of structural defects. Thus, in this 

section, attention will be focussed on two aspects. The first is the effect 

of Dy additions to the matrix on the magnetic properties and 

microstructure of the magnets. In this set of experiments, Dy was added 

to the alloy in the ingot casting stage. Results of these experiments will 

be presented and will be discussed in terms of the model presented in 

section 111.4. The drawbacks of such an addition will then be discussed 

which will lead to the second aspect, i.e., a brief discussion of other 

methods of alloying additions to improve, primarily, the iHc. 
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Effect of Dy additions : It is well established that addition of Dy ( 
either as Dy or as Dy203) to Fe-Nd-8 magnets can increase the iHc of the 
sintered magnets(81 ,105,139-141). Intuitively this has been attributed 

to the large anisotropy of Dy ( anisotropy field of Dy2Fe14B is =155k0e 

compared to that of Nd2Fe14B, which is 71 kOe). However, it has not been 
shown whether this increase in iHc was due to the preferential 
partitioning of Dy to the Re2Fe14B phase or due to segregation to the 
interfaces and grain boundaries. As was shown earlier, both these 
mechanisms could increase the iHc. Thus, in order to clarify this and 
understand the role of Dy in the evolution of the magnetic properties, 
increasing amounts of Dy were added to a ternary Fe-Nd-8 alloy, keeping 
the total rare earth content of the alloy constant. So also, the grain size 
and post-sintering treatments were maintained the same. The magnetic 
properties were measured under the same conditions. 

Fig.lll.66 shows the remanence plotted against the Dy content of the 
alloy, which is expressed as a fraction of the total rare earth content of 
35.1 wt. o/o. The linear decrease in remanence can be explained in terms of 
the ferrimagnetic coupling of the Dy spins to the Fe spins. The intrinsic 

coercivity, on the other hand, increases sharply for small additions of Dy, 
Fig.lll.67. However, for Dy contents greater than 1 Oo/o of the rare earth 
content (about 3.5 wt.0/o), the rate of increase in iHc drops, although the 
iHc still increases. Thus, for a 12 wt.o/o Dy addition, the iHc can be raised 
to about 25k0e although the remanence is quite low. This leads to a low 

energy product. Since the anisotropy field of the RE2Fe148 phase also 
increases with Dy content. a correlation between the effective anisotropy 
field of the RE2Fe148 phase and the iHc could be expected. The effective 
anisotropy field has been calculated using a linear rule of mixtures 

method: HA(eff) - XNd·HANd + Xoy.HADY, where XNd and Xoy are the 
relative atom fractions of Nd and Dy in a total rare earth content of 35.1 
Wt. 0/o; HANd and HADy are the room temperature anisotropy fields of 

Nd2Fe148 and Dy2Fe148 respectively. In Fig.ll1.68, the iHc is plotted 
against the effective anisotropy field, calculated using the above 
equation. For low Dy contents, the relationship is linear, as was observed 
by Hirosawa et. al. ( 127), but for Dy contents above about 3-4 wt. o/o the 
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plot is non-linear. Since the assumption behind this plot was that Dy 

enters the RE2Fe14B lattice and homogeneously replaces Nd, this 
non-linearity may indicate that some changes in the microstructure may 

be occurring, leading to the non-linearity. Thus microstructural and 

microanalytical analyses of the magnets were carried out to understand 
the cause of this non-linearity. 

Microstructure and Microanalysis : The general microstructure of 

the magnets does not differ significantly from that described in section 

111.1. A typical bright field TEM micrograph is shown in Fig.lll.69, 

consisting of the matrix phase with the grain boundary fcc phase. In the 
case of the high Dy content magnets, however, spherical inclusions were 

observed inside the matrix grains, Fig.lll.70 Microanalysis was carried 

out with two main objectives : (1) examination of partitioning of Dy 

between the RE2Fe14B phase and the fcc phase; (2) determination of 
whether the inclusions observed in the high Dy content magnets were rich 

in Dy. Specifically, a correlation between the appearance of the 

inclusions and the deviation from linearity in Fig.68 was sought. Hence 

xray microanalysis was carried out for magnets marked A and B 

(Fig.lll.67). For Dy compositions below that of B, detection and 

quantification becomes practically impossible. The distribution of Dy was 

examined by line-profiling, Fig.lll.14, which is illustrated in Fig.lll.71, for 
the reader's convenience. Fig.lll.72(a) shows a typical profile from sample 

(A). For clarity, the Dy profile is shown in Fig.lll.72(b) which shows that, 

within the limits of EDXS analysis there is no partitioning of Dy to the 

grain boundary phase, although one might expect Dy, as with the other rare 

earth elements, to be associated with the oxygen stabilized rare earth 
rich grain boundary phase. It is also clear that there is no segregation of 

Dy to the interfaces. This means that the increase in iHc is mainly due to 

the Dy content of the matrix, which raises the effective anisotropy field 

of the RE2Fe14B phase. However, in sample (A) the Dy content of the 

matrix (3.7-4.0 at.0/o) was consistently found to be lower than the nominal 

alloy composition, i.e., 5 at.0/o. This indicated that some of the Dy could 

exist in the inclusions found in these high-Dy magnets. Indeed, the 

inclusions did contain significant amount of Dy, as indicated by the EDX 
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microanalysis from one such inclusion. Quantification yielded a 

composition of 59 at.0/o Nd and 41 at.o/oOy. Since the spectrum was obtained 
using a Be window detector, the possible presence of oxygen in the 

inclusions was not revealed. However, it is very likely that they are 

oxides. The presence of such Dy-rich inclusions justifies the drop in iHc 

observed in the case of sample (A), since it not only reduces the Dy 

available for the matrix ( thereby reducing the effective anisotropy field ) 
but also provides sites for the nucleation of reverse domains, due to the 

demagnetizing field around the inclusion. In Fig.lll.73(a &b), 

microanalytical line profile for sample (B) is plotted. As in the case of 

the higher Dy content magnet, in this magnet also Dy partitions almost 

fully into the matrix phase, without any segregation to the interfaces. 

Thus, if Dy is added to the alloy in the induction melting stage itself, it 

partitions almost completely into the matrix. 

One of the interesting aspects of the microanalysis data is that in the 
case of sample (A), the Dy content of the matrix is only about 3.7-4.0 at.o/o, 

while the nominal content in the alloy is 5 at.o/o. Thus, if the effective 
anisotropy field is calculated with this experimentally determined Dy 

content, it is lower than that calculated from the nominal composition. In 

Fig.lll.74, the iHc is plotted against the effective anisotropy field 

calculated from the experimental determination (EDXS) of Dy content of 

the matrix. In this case, a linear fit can be easily obtained. It is 

noteworthy that the slope of this linear fit is 0.38, a value which is very 

close to that predicted by the theoretical model in section 111.4 (i.e., 1ht). 

This again strongly supports the physical basis of the model outlined in 
section 111.4. 

DISCUSSION : In this section, it has been illustrated that the iHc of 

Fe-Nd-8 magnets can be increased by small additions of Dy, as has been 

shown by other workers also. If the Dy addition is made in the induction 

melting stage, Dy partitions almost fully into the RE2Fe148 phase. This 

causes an increase in the effective anisotropy field of the matrix, leading 

to the increase in iHc. However, one of the main drawbacks of this method 

is that the remanence drops monotonically with increasing Dy content, 

Fig.lll.66. Consequently, the (BH)max also drops sharply. For instance, the 
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(BH)max for the highest Dy content magnet is only about 15MG0e, as 
compared to that of the ternary Fe-Nd-8 alloy of the same rare earth 

content, which is about 36MGOe. This can be a serious drawback, since, in 
this case, a magnet of twice the volume is required to produce the same 

field as produced by the Fe-Nd-8 magnet. Thus, the main problem in the 

case of Dy addition is that it is distributed uniformly in the RE2Fe14B 

phase, leading to a reduction in the saturation magnetization, remanence 

and (BH)max· However, as was suggested by the results in section 111.4, it 
is not necessary to uniformly increase the magnetocrystalline anisotropy 

of the RE2Fe14B phase in order to achieve high iHc and improve the 
magnetic properties of the magnet. Large iHc values can be obtained if the 

composition close to the grain boundaries and two-phase interfaces can be 
modified, such as segregating Dy to these interfaces. This idea is shown 

schematically in Fig.lll.75, in which a hypothetical composition profile 
across the matrix-fcc phase interface is illustrated. The plot shows the 

strong segregation of an alloying element close to the interfaces, with the 
concentration of the added element dropping to zero (or to a very low 

value) after a short distance into the matrix. The depth to which this 

"doping" is required can be very small, since the primary motive in this 

type of "doping" is to make wall nucleation more difficult than in the case 

of the "undoped" magnet. The purpose in adding the "dopant", which for 

example could be Dy, Tb or Al,(all of which enhance the anisotropy field of 

RE2Fe14B), is to locally enhance the anisotropy field so that the effective 
anisotropy field that is used in equation (9) in section 111.4, i.e., iHc,. 

HA(eff}ht- D.Ms. is higher. By this method, the bulk of the magnet is still 

made up of Nd2Fe14B, with a thin shell at the interfaces that is enriched 

in a high anisotropy species. In essence, the grain boundaries and 

inter-phase interfaces can be suitably engineered to obtain the right 

combination of particle surface properties and bulk characteristics. 

However, to obtain this type of microstructure can be an arduous task. 

The first step is to device a method' by which magnets could be processed 

to obtain such a microstructure. If such a method is available, then the 

next step is to control the depth of penetration of the "dopant". 

One of the possible methods is to use the "dopant" in the form of a 

liquid phase, during sintering. Thus, during sintering, if the additive 
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liquified and redistributed by grain boundary diffusion as is likely to 

occur, it might be possible to achieve the desired composition profile. 

Another method of achieving this composition profile could be by vapour 
deposition of the required "dopant" onto the surface of the particles 

before aligning, pressing and sintering. In this case, by controlling the 

vapour pressure and time of deposition, the amount of the dopant"( or the 
thickness of the layer) can be controlled. However, such experiments have 

not been reported in the literature. In what follows, the effect of one 
such typical liquid phase sintering additive will be briefly discussed. The 

results of pilot experiments presented here are not exhaustive in detail, 

but do indicate that such sintering additives can be used to successfully 
achieve selective modification of the composition around grain boundaries 

and two-phase interfaces. 
The main purpose behind the addition of the sintering additive was to 

improve the iHc of the magnets, without debilitating the remanence or the 

energy product. As was shown in the earlier part of this section, 

improvement in the iHc would require the addition of Dy and/or AI to 
increase the anisotropy field, either locally or throughout the matrix. 

Thus, low melting, Dy-based compounds were searched for. The main 

condition was that this additive compound must melt during the sintering 
of the magnet, thus enabling it to diffuse rapidly along the grain 

boundaries rather than by bulk diffusion. Examination of the phase 

diagram of Dy-based alloys indicated that in the case of Dy-AI alloys, an 

eutectic composition of 20 at.0/o AI (about 4 wt.o/o AI) exists. The eutectic 

melting temperature was around 93QOC, ensuring the full melting of the 

sintering additive during sintering. Thus, a base Fe-33 wt.0/o Nd-1 wt.o/o 8 

alloy was made up and 21J.m powders were mixed with different amounts 

of the Dy-AI alloy, which was also in the form of powders ( 1.6-4~m). The 

magnets were sintered under conditions identical to that used in the 

earlier sections of this chapter. The samples were given a post-sintering 
anneal at 62SOC for three hours. 

Fig.lll.76 shows the effect of different amounts of Dy-AI on the Br. iHc 

and (BH) max of the magnets. As expected, the remanence decreases with 
increasing amounts of the sintering additive, but not significantly enough 

that the energy product should be low. As can be seen, the energy product 

8E 

.. 



.. 

for the magnet with 8 wt.0/o of Dy-AI is still high enough( =27MG0e), that 

the magnet can be used for most applications. However, the enormous iHc 

of this magnet, >25k0e, means that even at higher temperatures with the 

drop in iHc with temperature, it will be high enough to resist serious 

irreversible magnetization losses due to demagnetization effects. 

· Scanning electron microscopy was carried out on the 8wt.0/o Dy-AI magnet 
to examine the general distribution of Dy and AI. Fig.lll.77(a) is a 
secondary electron image of the polished and etched surface of the 

magnet, and shows grains of the RE2Fe14B phase typically of about 
1 0-15J,lm grain size. The back-scattered electron image shown in (b) is 

interesting. It shows bright regions around the grain boundaries. Since 
contrast in the back-scattered image arises due to a difference in atomic 
numbers, this contrast observed in Fig.lll.n(b) can be interpreted in 

terms of segregation of a high atomic number element, which, for 

example, could be Dy, to the grain boundaries. TEM and AEM were carried 

out to examine the microstructural features as well as the distribution of 

the sintering additives in the matrix phase. The focus of the 

microanalysis experiments was on the interface between the grain 
boundary fcc phase and the matrix phase, in order to examine for 

segregation of Dy and/or AI to these interfaces as well as the grain -
boundaries, as was suggested by the back-scattered SEM image in 
Fig.lll.77(b). 

The overall microstructure of the magnets was found to be similar to 

that of the ternary alloys described earlier in this chapter. Dy-rich 

inclusions were observed infrequently. Microanalytical line profile across 
the fcc phase-matrix interface proved to be interesting. Fig.lll.78(a) 

shows a typical profile, obtained by using a line profiling computer 

program to carry out the STEM line profiling automatically. The 

concentration profiles for Fe and Nd are as expected. In the case of Dy 

there appears to be a small amount of segregation to the interface, 

although Dy appears to partition preferentially to the matrix. However, 

the most interesting aspect is the AI- line profile, shown for clarity in 

Fig.lll.78(b). A well defined segregation profile can be observed, with the 

peak value much higher than the statistical fluctuation in the value in the 

matrix of in the fcc phase. Subsequently, AI segregation was detected in 
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almost all the interfaces from which microanalytical information was 

collected. Average compositions of the matrix, the fcc grain boundary 

phase, the interface between the two phases, as well as grain boundaries 

is tabulated in Table VI. This segregation of AI to the interface is 

uniform along the length of the interface as seen clearly from the x-ray 

map in Fig.lll.79. In this figure, x-ray maps corresponding to Fe, Nd, Dy 

and AI are presented for a region including the grain boundary fcc phase as 

well as the two interfaces between the matrix and the fcc phase. As is 

presented in Table VI, grain boundaries also exhibit small amounts of AI 

segregation compared to the matrix. In the case of the two grain boundary 

fcc phase also AI segregation was definitely observed. This was 

determined by microanalysis at various points along the two-grain 

boundary fcc region using a STEM probe of 300A. Results of this 

experiment are presented in Rg.III.SO. The bright field image at the top of 

this figure depicts the triple junction region tapering into a thin 

two-grain boundary region of about 200A width. Microanalysis was 

carried out at five points denoted as Points 1-5. Data for point 1 was 

acquired from a very thin region, with the 300A probe consequently 

overlapping a considerable portion of the matrix on either side. The 

analysis reflects this. However, what is more important is the 

significantly higher AI concentration in this region compared to the 

matrix, point 5. On the other hand, point 3, which is well within the fcc 

phase, contains no AI and very little of Dy. Thus, it appears that AI 

segregates preferentially to the interfaces. Dy, on the other hand, tends 

to partition preferentially to the matrix, thus explaining, at least in part, 

the large iHc values obtained for this magnet. 

These preliminary results suggest that it is indeed possible to achieve 

preferential segregation of one or more alloying elements to the two 

phase interfaces and grain boundaries by a suitable modification of the 

standard processing route. Although the preliminary results indicate 

insignificant Dy segregation to the two phase interfaces, it should be 

pointed out that these are but results of the first such experiments 

carried out to attempt to achieve the concentration profile shown in 

Fig.lll.75. Thus upon optimization of the amount of the sintering additive, 

the processing conditions, the relative particle size distributions, it is 
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quite likely that the required concentration profile will be achieved. That 

it has already been achieved, to a certain extent in the case of AI must be 

taken as a sign of encouragement to try and further optimize the 

processing parameters. 
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CHAPTER IV 
OVERALL SUMMARY 

During the course of this thesis, the microstructural and 

microanalytical details of sintered Fe-RE-8 magnets have been 

established. In addition to the matrix Nd2Fe148 phase, several other 

phases have been observed. Main among them and the most important is a 

grain boundary Nd-rich, oxygen stabilized fcc phase. This phase is 

generally found at the triple junctions of the matrix grains, but frequently 

extends into the two-grain boundaries. This provides adequate magnetic 

isolation of the Nd2Fe148 grains. More importantly, the oxygen in the 

grain boundary phase has been shown to be of significance in aiding the 

nucleation of domain walls at the two-phase interfaces and grain 

boundaries. Although defects, in general, have been attributed to be the 

cause for the nucleation of domain walls in high anisotropy magnets such 

as Sm-Co and Fe-Nd-8, the role of oxygen and its strong interaction with 

the rare earths has not been considered as a possible cause for wall 

nucleation. In this thesis, this aspect has. been identified as one of the 

most plausible causes for wall nucleation. The main evidences for such a 

conclusion have been derived from the microanalytical experiments. 

Based on the microstructural observations, a magnetization reversal 

model has been developed, that has been used to calculate the iHc in the 

case of the optimally quenched magnet. This model predicts that the 

nucleation field, made up of the iHc and the demagnetizing field is linearly 

related to the anisotropy field. The slope of the linear plot was predicted 

to be 1/rc =-0.32. The validity of the model has been checked by two 

methods, both of which support the inferences of the model vey well. As a 

first check for the validity of the model, data on the temperature 

dependence of the nucleation field and anisotropy field, available in the 

literature, has been used. A linear relationship between the nucleation 

field and anisotropy field was shown to exist experimentally, with the 

slope of the linear plot being 0.38. This value is quite close to that 

predicted by the model, indicating that the model is valid, within the 

limits of the assumptions made. To counter-check the validity of the 

model, the effect of changes in the room temperature anisotropy field on 
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the nucleation field has been examined by varying the composition of the 

matrix phase. In this case also, within statistical limits, a linear fit was 

observed, with a slope of 0.38, thus providing sound experimental backing 
for the model. 

The effect of post-sintering heat-treatments has also been 

investigated in detail. This has been a point of controversy in the 

literature. It has been shown that the easy reversal in water quenched 

magnets as compared to the slowly cooled ( optimally cooled) magnet, is 

not due to the presence of soft-magnetic bee platelets in side the matrix 

phase. The main cause for the decrease in iHc, upon water quenching, has 

been shown to be the thermal expansion stresses at the matrix -fcc phase 
interface, during quenching from sintering temperature. The quench rate 

dependence arises directly from the effect of quench rate on the thermal 

stresses. The presence of such quenching stresses is also related to the 
ideal post-water-quench annealing temperature of 500-6QQOC. In the 

case of Nd2Fe14B, the minimum temperature (T ciT melting =0.6) for 
recovery of stresses is about soooc. Thus the ideal annealing 
temperature is that at which stress relief occurs. Starting from an 

approximate model for estimating the stresses, the change in anisotropy 

due to the stresses and the consequent decrease in iHc have been 
calculated. This model, although approximate, does provide insight into 

the causes for the stresses and the corresponding decrease in iHc. The 

changes in the anisotropy due to quenching have been incorporated into the 

magnetization reversal model to compute an effective anisotropy field in 

the presence of stresses. It has been demonstrated that the iHc so 

obtained is close to that obtained experimentally for a water quenched 

·magnet. The fact that the same magnetization reversal model, that was 

proposed for the optimally quenched magnets, is valid for the water 

quenched magnets lends additional support for the generality of the model. 

These results are also supported by the fact that the hysteresis loops for 

the magnets with different quenching treatments are similar in shape and 

only differ in their width. This indicates that the only difference is that 

nucleation occurs at different overall fields. 

The statistical aspects of wall nucleation have also been analysed, to 

provide support for the wall nucleation mechanism. The defect model 
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proposed by 8rown(94) has been used to examine the effect of grain size 

on the intrinsic coercivity of magnets prepared under identical conditions. 

Using the model and experimental results of iHc distributions observed in 

the magnets under study, an inverse dependence of iHc on In[( average 

grain size)2] was predicted. This dependence was experimentally verified 

to be valid, in the case of sintered Fe-Nd-8 magnets. 

Using the inferences derived from the microstructural investigation as 
well as the magnetization reversal model, alloying modifications were 

proposed and experimental magnets were prepared based on these ideas. 
It was shown that controlled additions of Dy to the matrix could raise the 
iHc by increasing the anisotropy field of the matrix phase. It was also 

shown that this led to a decrease in the remanence and energy product of 
the magnet due to the anti-ferromagnetic coupling of the Dy spins with 

the Fe spins. To overcome this problem, it was suggested that a Dy-AI 

liquid phase sintering addditive be added to a ternary Fe-Nd-8 magnet to 

enhance the nucleation field by preferential segregation of either Dy or AI 
to the two-phase interfaces and grain boundaries. Results of preliminary 
experiments indicate that magnets with iHc greater than 25 kOe and 

energy products of about 28 MGOe can be prepared by this approach. The 

results of preliminary microanalytical experiments on the magnets 
suggest that there is significant AI segregation to the fcc phase-matrix 

interface, while Dy appears to partition preferentially into the matrix 

RE2Fe148 phase. Although it would have been preferable to have Dy 
segregate to the two phase interfaces and grain boundaries, it must be 

pointed out that the above results have been obtained from pilot 

experiments. Hence there is much scope for improving the concentration 

profile (and the magnetic properties) by further modifications in the 

processing conditions. 

Although considerable research has already been carried out on this 
alloy system, several aspects are still unanswered. For example, the 

phase diagram of the Fe-Nd-8 alloy system is not well understood. Thus, it 

is quite likely that a systematic investigation of the ternary phase 

diagram will lead to the discovery of other phases of interest as potential 

permanent magnet materials. Novel processing routes such as vapour 

deposition of thin multi-layered films have not been fully examined. 
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Vapour phase coating of the Fe-Nd-8 particles with Dy or AI prior to 

sintering could be another method by which the composition of the 
particles could be altered specifically near the grain boundaries and 

interfaces. It is clear that one of the main goals of further research in 
this system should be to improve the temperature dependence of the 

magnetic properties, especially iHc and Br. Thus consideration should be 

given to methods by which the domain walls can be pinned. Since the 

RE2Fe14B phase is thermally stable and stoichiometric, decomposition of 
this phase appears to be out of question. However, it is quite possible 
that pinning sites can be introduced artificially inside the matrix phase. 

Such pinning sites could be magnetic or non-magnetic second phase 

particles, an example of which was presented in Fig.lll.65. If the cost of 

the product is of prime concern, then one can resort to additions of 

elements such as Ce, Pr, La or an alloy of all of them, which is easier to 

obtain than the pure elements. Thus, there are several aspects of the 
system that require further investigation in order to improve the 

properties. In addition, it must be pointed out that not much work has 
been carried out to elucidate the details of phase equilibria in this 

system. This is another area of focus for future research. It is very 

likely that a thorough investigation of the phase equilibria in this ternary 

alloy system could lead to the discovery of new and magnetically 

interesting phases . 
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APPENDIX I 

COERCIVITY FOR MAGNETIZATION REVERSAL BY COHERENT 

ROTATION 

In the case when magnetization reversal does nd't occur by wall 
nucleation but by a coherent rotation of the magnetization vectors, the 
intrinsic coercivity is given by the anisotropy field. The derivation of the 

anisotropy field is given below. 
Consider a single crystal sphere of a material with uniaxial magnetic 

anisotropy, uniformly magnetized to saturation parallel to the easy axis 
of magnetization. For such a magnet the anisotropy energy is given by: 

wk ,. K1.sin2e (A.1) 

where 6 is the angle between the easy axis and the magnetization 

direction and K 1 is the first anisotropy constant. 
In the presence of a field H along the easy axis, the magnetization 
direction is rotated by an angle e. In this state the total energy of the 

system is given by: W == 1/6Ms2 + K1sin2e + H.Ms(1-cos6) (A.2) 
The first term is the magnetostatic term for the magnetized sphere with 

a demagnetizing factor of 1/3, the second term is the anisotropy energy 

and the third is the magnetic energy. For a minimum of energy W 

corresponding to the stable position of the magnetization direction : 
dW/d6 =0 and d2W/de2 > o. (A.3) 

Hence, 6=0 is a stable position of the magnetization Ms when H > -2K 1 /Ms. 

This value of His the coercivity of the magnet and is called the anisotropy 

field of the magnet. In the case when reversal does not occur by wall 

processes, the magnetization becomes unstable when the absolute value of 
His more than 2K1/Ms and the magnetization reverses discontinuously 

from 6=0 to 6=7t. The anisotropy field is the upper limit of the coercivity 

attainable in any magnet. The hysteresis loop, in the case when 

magnetization reversal does occur by coherent rotation, is rectangular, as 

shown in Fig.l.2(c). 
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FIGURE CAPTIONS 

Figure 1.1 : A typical virgin curve and hysteresis loop for a permanent 

magnet showing various features of practical interest.. At the bottom of 

the figure the magnetization and demagnetization by domain wall 

processes is also illustrated. 

Figure L2(a) : (i) Typical 11irgin curve and hysteresis loop of a nucleation 

controlled permanent magnet depicting the steep rise in the virgin curve ( 

high initial permeability) and the square second quadrant loop ; (ii) typical 

virgin curve and hysteresis loop of a pinning controlled magnet depicting 

the low initial permeability and the step in the second quadrant loop. 

Figure 1.2(b) : (i) Typical microstructure of a nucleation controlled 

magnet depicting the absence of any significant bulk pinning sites ; (ii) 

typical microstructure of a pinning controlled magnet illustrating the 

uniform dispersion of pinning sites. 
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Figure L2(c) : Schematic model for magnetization reversal by coherent 

rotation of the magnetic moments along with the corresponding hysteresis 

loop of a magnet reversing by coherent rotation. 

Figure L3 : Schematic representation of the two main types of layers 

found in transition metal alloys. (a) the primary layer, comprising of 

tessellations of triangles and hexagons (3.6.3.6); (b) the secondary layer 

comprising of tessellations of squares and triangles(32.4.3.4). 

Figure lA: (a) Schematic representation of the crystal structure of the 

phase Nd2Fe148 ; (b) the boron coordination in this structure. 

Figure L5 : Spatial relationships among the several layers in the 

Nd2Fe14B structure. (a) the mirror plane at Z=O, depicting the triangular 

nets formed by the Nd(1), Nd(2), Fe(1) and 8 atoms; (b) atoms in the 

planes z ... 1/8, 3/8 and 1/4, depicting the 3.6.3.6, 62.32 and 32.4.3.4. 

tessellations of the iron atoms ; (c) the mirror plane at Z=1 /2. 



Figure I .6 : Schematic illustration of the crystal structure of NdzFe17, to 
compare and contrast the structure with that of NdzFe14B. 

Figure 11.1 : Schematic illustration of the various steps involved in the 

production of sintered Fe-Nd-B magnets. 

Figure 111.1 : A typical xray diffraction spectra from a sintered and 

optimally treated Fe-Nd-Pr-Ce-B magnet, showing the prominent peaks 
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for the matrix REzFe14B phase: Note that the presence of other phases is 
not indicated. 

Figure 111.2: A secondary electron scanning electron micrograph of a 

metallographically polished section of the sintered magnet with optimum 

properties, depicting the matrix grains as well as a second phase at the 
grain boundaries. 

Figure 111.3 : (a) Bright field transmission electron micrograph of the 

triple junction region showing the presence of a second phase in bright 
contrast; this is schematically illustrated in (c) ; (b) bright field TEM · 

image of the two grain boundary showing the presence of a thin layer of 

the second phase, schematically depicted in (d). The sample is one with 

the optimum treatment and the best properties. 

Figure lilA : A tableau of microdiffraction patterns from the 
stereographic triangle, obtained from the triple junction grain boundary 

phase in the magnet with optimum treatment. The presence of the [1 00], 

[11 0] and [111] microdiffraction patterns proves that the structure is fcc. 

Figure 111.5 : Nano-probe (1 OOA) diffraction patterns from different 
points in the same triple junction region, showing that the structure and 

orientation is the same. 

Bgure 111.6 : Bright field image of a thin two-grain boundary region along 

with nano-probe diffraction patterns obtained from points 1 ,2 and 3. The 



[11 O]fcc type diffraction patterns illustrate that the two grain boundary 

region is also fcc. 

Figure Ill.?: A typical EDX spectrum from the matrix phase obtained 

using the Be-window EDX detector fitted onto the Philips 400. A TEM 

probe of diameter of 400A was used to acquire the spectrum. The 

spectrum was obtained from the magnet with the optimum treatment. 

Figure 111.8 : EDX spectra from the triple junction and two-grain boundary 

fcc phase, in the magnet with optimum treatment, obtained with a probe 

of 400A and a Be window EDX detector. Note the similarity in the two 

spectra. Quantification yielded the same composition, within the limits 

of the errors of quantitative microanalysis. 

Rgure IIL9 : A bright field TEM image of a rather wide two-grain 
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boundary region in a magnet that was optimally treated and possessed the 

best properties,from which the EDX spectrum shown in Fig.lll.8 was 

obtained. 

Figure IIL1 0 : (a) A typical EDX spectrum obtained from the grain boundary 

phase, in the magnet with the best properties, using an ultra-thin window 

EDX detector; (b) the low energy end of the above spectrum, showing the 

presence of oxygen in the phase. 

Figure IIL11 : (a) Fractograph of an in-situ fractured Auger sample, 

showing a mixed trans-granular and inter-granular fracture ; (b) Oxygen 

Auger map from the region depicted in (a), showing regions of enhanced 

oxygen concentration and regions of almost no oxygen concentration ; (c) 

Nd Auger map from the same region as in (a) showing the good 

correspondence between regions of enhanced oxygen content and enhanced 

Nd content. The sample in this case is also the optimally treated magnet. 

Figure IIL12: (a) Auger spectrum from a inter-granular fractured region, 

depicting the large oxygen peak-to-peak height ; (b) depth profiling of the 

region from which the spectrum in (a) was obtained, showing that the 



oxygen is not superficial but exists for sputtering times upto five 

minutes. This indicates that the oxygen is inherent to the system. The 

sample used was one with the optimum treatment and properties, i.e., 

slowly cooled from sintering temperature. 

Rgure 111.13 : (a) Auger spectrum from a trans-granular region of the 

fracture surface shown in Fig.lll.11, showing the Fe signal in addition to 

the oxygen signal ; (b) depth profiling of the above trans-granular region 

showing that the oxygen detected is only superficial (from the system). 

Figure 111.14 : Schematic illustration of microanalytical line profiling 

across the matrix-fcc phase interface. The diameter of the spots 
corresponds approximately to the diameter of the probe. 
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Figure 111.15 : A typical microanalytical line profile obtained from the 

Fe-Nd-Pr-Ce-8 magnet, across the matrix-fcc phase interface in a slowly 
cooled magnet. The experimental conditions consisted of a probe size of 

700A; 200kV accelerating voltage ( JEOL 200CX); ultra-thin window(UTW) 
EDX detector. 

Rgure 111.16 : A typical microanalytical line profile from a ternary 

Fe-Nd-B magnet obtained using the UTW detector, showing the similarity 

between the ternary magnet and the Ce-Pr-Nd magnet that was used 

extensively in this study. This magnet was also slowly cooled from 
sintering temperature. 

Figure IlL 17 : Bright field image of the Fe4Nd1 +xB4 phase along with the 
diffraction pattern. This phase is observed only to a very small extent in 

all magnets with the overall composition of Fe77Nd15Ba. 

Figure 111.18 : Bright field image of a rare earth sesqui-oxide that is 

observed in sintered magnet due to defective processing. The insets show 

the EDX spectra from this phase as well as from the matrix phase and 

also the diffraction pattern from this hexagonal oxide. 
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Fjgure 111.19: (a) A schematic hysteresis loop for a typical nucleation 

controlled magnet ; (b) a schematic hysteresis loop for a typical pinning 

controlled magnet showing the kink in the second quadrant of the loop. 

Figure 111.20 : (a) Applied field dependence of the nature of hysteresis 

loops in a single particle of a nucleation controlled magnet. The 

progressive increase in iHc with applied field is to be noted ; (b) applied 

field dependence of the nature of the hysteresis loops in a single particle 

of a pinning controlled magnet. The progressive increase in remanence 

with applied field is to be noted ; (c) and (d) depict the applied field 

dependence of the nature of the hysteresis loops in polycrystalline 

nucleation and pinning controlled magnets respectively. These results of 

the pioneering work of Becker can be used to identify the dominant 

reversal mechanism. 

8gure 111.21 : A typical virgin magnetization curve for the optimally 

treated magnet used in this study. The virgin curve shows a steep rise in 

low fields, indicating high initial permeability and thus easy wall 

movement in the bulk of the magnet. This indicates that there are no 

significant pinning sites in the bulk of the magnet. 
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Figure !!L22: Applied field dependence of the shape of hysteresis loops in 

the slowly cooled, sintered Fe-RE-8 magnets used in this study. (a) 

sheared loops at low fields indicating easy wall mobility at low fields and 

absence of saturation at such low fields ; (b) opening up of the loop at 

intermediate fields, with a significant increase in iHc and remanence ; (c) 

high field loop ( 21 kG) showing the square second quadrant and high iHc 

and remanence. The magnet is still not fully saturated, although it is 

close to saturation. 

Figure 111.23 : Applied field dependence of iHc and and remanence for a 

magnet that was slowly cooled from sintering temperature. The iHc and 

remanence are low until the applied field is at least higher than the 

demagnetizing fields of a small fraction of the grains. When the applied 

field is higher than the demagnetizing field of the magnet, significant 



increases in the iHc and remanence can be observed. 

Figure 111.24 : High resolution lattice fringe image of the matrix grains in 

a slowly cooled magnet, showing that there are no specific pinning sites 

inside the matrix. The misalignment of the c-axis in the two adjacent 

grains can be observed in this image. This image was obtained using the 

Philips 400 at 1 OOkV. 

Figure 111.25 : Effect of isochronal annealing at different temperatures, on 

the iHc of a water quenched magnet. The sharp increase in iHc upon 

annealing in the temperature range of 500-6000C can be observed. 

Figure 111.26 : (a) Bright field TEM image of the triple junction phase in 

the water quenched magnet. The large spherical grain at the top right 

corner is a rare earth oxide; (b) bright field image of the two-grain 

boundary phase in the water quenched magnet along with the 

microdiffraction pattern showing that the structure is still fcc. 

Figure 111.27 : (a) Fractograph of the in-situ fracture surface of a water 

quenched magnet showing mixed trans-granular and inter-granular 

fracture ; (b) oxygen Auger map from the region depicted in (a) ; (c) Nd 

Auger map from the region in (a). The inferences are similar to those 

arrived at in the case of Rglll.11. 

_Fjgure Ill 28 : Microanalytical line profile data across the fcc 
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phase-matrix interface. (a) in a furnace cooled magnet; (b) in a water 

quenched magnet; (c) in a water quenched and annealed magnet. The plots 

indicate that there is no significant difference between the different 

treatments, although the magnetic properties are different. 

Figure IIL29 : (a) Bright field TEM image of the triple junction fcc phase 

in a furnace cooled magnet showing recrystallized grains ; (b) 

recrystallized grains in the two-grain boundary fcc phase in a furnace 

cooled magnet. 



Figure 111.30 : High resolution lattice fringe image of the interface 

between the fcc triple junction phase and the matrix in the slowly cooled 

magnet, showing the absence of bee platelets near the interface. This 

image was obtained using the JEOL 200Cx at 200kV. 

Figure 111.31 : High resolution lattice fringe image of the interface 

between the triple junction phase and the matrix in a water quenched 
magnet, showing the absence of a third phase or platelets near the 

interface. This image was obtained using the JEOL 200Cx at 200kV. 
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Figure 111.32 : Effect of post-sintering cooling rate in the iHc and (8H)max 

of the Fe-RE-8 magnet used in this study. The coolong rate was assumed 

to be similar to that of alloy steels and are approximate values. 

Figure 111.33 : Effect of post-sintering cooling rate on the iHc, verified 

using magnets prepared by a different producer. This was a ternary 

Fe-Nd-8 magnet. The cooling rate was varied by using different cooling 

media as well as a computer controlled furnace wherein the cooling rate 

could be controlled accurately over certain ranges of cooling rates. 

Figure 111.34 : Remanence of the sintered Fe-RE-8 magnet used in this 

study as a function of cooling rate. The invariance of the remanence for 

different cooling rates is because the remanence is dependent only upon 

the composition and the degree of alignment of the individual grains. 

Figure Ill .35 : Virgin magnetization curve and hysteresis loops for 

magnets with different cooling rates. (a) furnace cooled ; (b) air cooled ; 

(c) .water quenched ; (d) oil quenched . (e) the effect of applied field on 

the iHc of the water quenched, water quenched and annealed (SOOOC, 1 

hour), and the furnace cooled magnets. The absence of any significant 

variation in the value of the applied field at which the iHc starts to rise 

indicates that the demagnetizing fields ( average ) is the same in all the 

cases. 

Figure Ill 36 : Seconday electron SEM images of the polished surfaces of 
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(a) the water quenched magnet and (b) the furnace cooled magnet. While 

the water quenched magnet shows the presence of several quench cracks, 

no such cracks are visible in the case of the furnace cooled magnet. 

Figure 111.37 : (a) Secondary electron SEM images of the fracture surface 

of the water quenched magnet showing totally inter-granular fracture, 

which is clearly illustrated in the high magnification image in (b). 

Figure 111.38 : A schematic model of the microstructure of the magnet 

near the two-grain boundary as proposed by Hi raga et.al. This shows, in 

addition to the fcc phase, a bee phase, along with the intrusion of bee 

platelets into the matrix phase. 

Figure 111,39 : A compound figure comprising of the bright field image, the 

diffraction pattern and the dark field image from the grain boundary 

region in a typical ion milled magnet showing the presence of surface ion 

milling artefacts. 

Figure 111.40 : Bright field image and diffraction pattern from the grain 

boundary region in a sample that was jet electro-polished. This shows 

that the bee phase observed is an artefact of ion milling and is not 

observed in a jet polished sample. 

Figure 111.41 : A schematic model to elucidate the mechanism by which 

bee phase can form by ion milling. (a) this shows the grain boundary 

region in a thin slab that is used for ion milling, before ion milling ; (b) 

the same slab after some time of ion milling, with the fcc phase being 

thinner than the matrix due to preferential thinning ; (c) the final thin foil 

in which the grain boundary region is thinner than the matrix (thus 

forming a valley), with the deposit of bee Fe due to the back-sputtering of 

the Fe milled away. 

Figure 111.42 : Schematic block diagram of the approach to section 111.4. 

Figure 111.43 : Schematic illustration of the possible interaction of the 
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oxygen in the grain boundary phase with the Nd in Nd2Fe14B. The figure 

shows a unit cell of Nd2Fe14B at the interface with the fcc phase, along 

with the oxygen atoms close to the Nd atoms. 

Rgure 111.44 : Schematic diagram of the variation of the domain wall 

energy with position in the sintered magnet. The wall energy, in the 

extreme case is zero at the interface, while in the case of a grain 

boundary it could attain a value much lower than that in the matrix given 

by Ymatrix· 

Figure 111.45 : Schematic hysteresis loop along with magnetization and 

demagnetization by wall processes in a typical permanent magnet. This 

figure is the same as Figure 1.1 and is reproduced for the sake of the 

reader's convenience. 

Figure !liAS : Plot of effective anisotropy field against nucleation field 

for a typical Fe77Nd15Ba ( a composition similar to that used in this 
study) magnet. The data points have been obtained for different 

temperatures. The plot is from a paper by Hirosawa et.al. 

Figure 111.47 : A plot of effective anisotropy field against nucleation field 

for Dy substituted magnets. The data points have been obtained at room 

temperature. The slope of the linear fit is the same as in the case of the 

plot in Fig.lll.46. 

Figure 111.48 :A typical grain size distribution plotter powder processed 

sintered magnets. The plot exhibits a positive skew due to the fact that 

during the powdering process, there are more fines produced than coarse 

particles. The overall distribution is similar in the case of all the 

magnets studied . 

Figure 111.49 : The iHc distribution for the sample with grain size 

distribution shown in Fig.lll.48. The distribution was determined by 

obtaining the slope of the demagnetizing curve at each point and 

converting it into a percentage. 



Figure 111.50 : Cumulative fraction of particles with iHc less than or equal 
to a particular value plotted against that value of iHc. Thus, this plot is 

the integral of the plot in Fig.lll.49. 

Figure 111.51 : A plot of ln(ln{1-cumulative fraction)}] versus the 

corresponding value of iHc. The fit is linear although in the intermediate 

regions it shows deviations from linearity. 

Figure 111.52 : Effect of grain size on the iHc of Fe-Nd-8 magnets. In the 
figure, the iHc is plotted against ln((grain size)2]. The average grain size 

was determined by plotting a grain size distribution similar to that shown 

in Fig.lll.48. The linear fit obtained is consistent with the prediction of 

the model. 

Figure IIL53 : A schematic illustration of the model to explain the 

presence of thermal expansion stresses at the matrix-fcc phase interface. 
The figure also shows the anisotropy in thermal expansions along the 

c-axis and a-axis of the Nd2Fe14B structure. 

Figure IlL 54 : A diagrammatic representation of the step quenching 

treatment given to study the effect of thermal expansion stresses. The 
quenching treatment was carried out from different temperatures along a 

furnace cooling route. 

Figure IlL 55 : Effect of water quench temperature on the iHc of the 

magnets under study. The sharp rise in iHc for quenching temperatures 
below soooc can be clearly observed. 

Rgure 111.56 : Virgin curves and hysteresis loops for magnets quenched 

from different temperatures TQ: (a) 10aooc; (b) 7oooc; (c) soooc; (d) 

3QQOC. The similarity in the shape of the hysteresis loops to that of the 

samples with different cooling rates can be observed here. The only 

difference between the four samples is the field at which nucleation 
occurs. 
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Figure 111.57 : Microanalytical line profiles across the fcc phase-matrix 

interface for the magnets with different water quench temperatures. (a) 
1 OSOOC ; (b) 9000C ; (c) ?OOOC ; (d) SOOOC ; (e) 3000C. The similarity in 

the plots demonstrates that there are no significant differences in the 

microanalytical details in the magnets with the five different quench 

temperatures, although the magnetic properties are quite different. The 

microanalysis was carried out using a Be-window EDX detector on a 

Philips 400 at 1 OOkV. 

Figure 111.58 : Interaction of magnetic domain walls with a grain boundary 

when the wall is normal to it in a sample with the c-axis in the plane of 

the foil. (a) the in-focus image depicting the grain boundary ; (b) the 

Fresnel defocus image showing domain walls in bright contrast; (c) 

position of the wall after the foil was tilted . The walls could move very 

easily upon tilting. 

Figure 111.59 : (a) in-focus bright field image of a grain boundary in a 

sample with the c-axis in the plane of the foil; (b) Fresnel image showing 

the domain wall in bright contrast, at an angle to the grain boundary ; (c) 

the corresponding diffraction pattern , showing the misorientation 

between the two grains. In this case also, the wall moved very easily 

upon tilting the foil, indicating no wall pinning. 

Figure 111.60 : Interaction of domain walls with grain boundary or two 

phase interface when the wall is parallel to the interface : (a) in-focus 

bright field TEM image showing the triple junction region at top left 
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corner and extending into the two-grain boundary region, across the image 

in (a) ; (b) Fresnel image showing a domain wall ( indicated by arrow) ; (c) 

position of domain wall after the foil was tilted by a small amount ; (d) 

position of the wall that has become pinned to the interface. 

Figure Ill 61 : Schematic illustration of the progressive movement of the 

wall for different values of foil tilt and also illustrating the pinned 

configuration of the wall. 



Figure I II .62 : Interaction of domain wall with grain boundary fcc phase : 

(a) in-focus bright field image depicting a tapered fcc phase whose 

maximum width was about sooA and minimum about soA : (b) Fresnel 

image depicting a domain wall at the end of the foil :(c) and {d) depict 

positions of the wall upon progressively tilting the foil. The wall is 

existent only on one of the grains. 

Figure 111.63 : Continuation of Figure 111.62. (a) the in-focus image ; (b) 
position of the wall after the foil was tilted from the position in 

Fig.lll.62(d) ; (b), (c) and (d) depict the positions of the wall for 

subsequent tilting. For a tilt value between (b) and (c) another wall is 
nucleated in the upper grain, corresponding to the wall in the lower grain. 

This occurs for a thickness of the fcc phase of about 50-1 ooA. 

Figure .111.64 : Schematic illustration of the events described in Rgs.lll.62 

and 63. 
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Figure 111.65: Pinning of domain walls by inclusions. (a) in focus image of 

inclusions of about sooA diameter: {b) Fresnel image of the wall at a 
distance from the inclusion : {c) domain wall pinned strongly at the 

inclusion {note the sharp bending of the wall close to the particle) ; (d) 

position of the wall after further tilting. 

Figure 111.66 : Effect of Dy addition on the remanence of FNd-8 magnet. 

The total rare earth composition was kept constant at 35.1 wt. 0/o and the 

grain size of the magnet was also kept approximately constant at about 

1 0 ~m. The magnets were all given the same sequence of 

heat-treatments. 

Figure IIL67 : Effect of Dy additions on the iHc of Fe-Nd-8 magnets. The 

magnets were prepared under the same conditions as described in 

Fig.lll.66. 

Figure Ill 68 : A plot of iHc against effective anisotropy field for the Dy 



substituted magnets. The effective anisotropy field was calculated using 

the overall composition of the alloy. 
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Figure 111.69 : General microstructure of the Dy substituted magnets. The 

overall microstructural features of the Dy substituted magnets are 

similar to each other and also to the Fe-RE-8 magnets used in the study of 

post-sintering heat-treatments. 

Figure 111.70 : Bright field TEM image of inclusions found in the 5 at.0/o Dy 

magnet, which also exhibited the strongest deviation from linearity 

(Fig .111.68). 

Figure 111.71 : Schematic illustration of line profiling across the fcc 

phase-matrix interface. 

Figure 111.72 : (a) Microanalytical line profile across the fcc phase-matrix 

interface in sample A (Fig.lll.67), showing almost complete partitioning of 

Dy to the matrix phase, shown clearly in (b). No segregation of Dy to the 

interfaces was observed. 

Figure 111.73 : Microanalytical line profile across the fcc phase-matrix 

interface for sample 8 ( Fig.ll1.67). As in the case of sample A, Dy 

partitions almost completely into the matrix. 

Figure 111.74 : Intrinsic coercivity versus effective anisotropy field, with 

the effective anisotropy field calculated from the EDX data for samples A 

and 8 only. The strong deviation from linearity is not observed in this 

case and a linear fit is obtained, with a slope of 0.38. 

6gure 111.75 : A hypothetical composition profile across the fcc 

phase-matrix interface, wherein the substitutional element segregated 

strongly to the interfaces. It is conceivable that high intrinsic coercivity 

can be obtained if such a concentration profile can be obtained for an 

element such as Dy. 



Figure 111.76 : Effect of Dy-AI sintering additive on the (a) the remanence 

; (b) the iHc ; (c) the (BH)max of Fe-Nd-8 magnets. 
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Figure 111.77: (a) Secondary electron SEM image of the metallographically 

polished section of an Fe-Nd-8 magnet with 8 wt.0/o of Dy-AI added as 

sintering additive ; (b) back-scattered image corresponding to the image 
in (a), indicating possible segregation of an element with atomic number 

different from that of the matrix. 

Figure 111.78 : Microanalytical line profile across the fcc phase-matrix 

interface in the 8 wt.o/o Dy-AI sample obtained by using a computer 

program to carry out automatic STEM line profiling. (a) concentration 

profiles for Fe,Nd,Dy and AI ; (b) concentration profile for AI showing 

significant AI segregation to the interface. 

Figure 111.79 : Fe, Nd, Dy, and AI x-ray maps illustrating the uniform 

segregation of AI to the interfaces. The intensity in the map corresponds 
to the concentration of a particular element. The map was acquired on the 

JEOL 200CX using a STEM probe of 300A. 

Figure 111.80 : (a) Bright field TEM image of a triple junction fcc phase 
penetrating into grain boundaries as a tapering region ; (b) point 

microanalysis data from the points marked 1-5 in the bright field image. 
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TABLE I 

ATOMIC SITES, OCCUPANCIES AND COORDINATES 

------------------------------------------------------------------
ATOM SITES OCCUPANCIES X v z 
------------------------------------------------------------------
Nd 4f 4 0.2679 0.2679 0.0000 

Nd 4g 4 0.1403 -0.1403 0.0000 

Fe 16k1 16 0.2234 0.5673 0.1274 

Fe 16k2 16 0.0375 0.3598 0.1758 

Fe 8j1 8 0.0979 0.0979 0.2045 

Fe 8j2 8 0.3167 0.3167 0.2464 

Fe 4e 4 0.5000 0.5000 0.1139 

Fe 4c 4 0.0000 0.5000 0.0000 

B 4g 4 0.3711 -o.3711 0.0000 

---~------------------------------~-------------------------------

*The coordinates are given as fractions of the lattice parameters of : 

a = a.aaA and c = 12.18A at room temperature. 
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TABLE II 

COORDINATIONS OF ATOMS IN THE Nd2Fe14B UNIT CELL 

SITE COORDINATION 

NUMBER 

4f 18+2B 

4g 20 

16k1 12 

16k2 12 

8j1 12 

8j2 14 

4e 12 + 1Fe(6) 

4c 12 

4g 7+2 

COORDINATION 

POLYGON 

hexagonal prism + 8 

hexagonal prism + 8 

icosahedron 

icosahedron 

icosahedron 

sigma phase type 

icosahedron + 1 

icosahedron 

trigonal prism + 1 + 2 
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SYSTEM 

Fe-Nd-8 

AlNiCo 

TABLE Ill 

MAGNETIC PROPERTIES OF SOME PERMANENT MAGNETS 

INTRINSIC 

COERCIVITY 

9-13 

10-15 

0.5-1.0 

REMANENCE 

12-13 

10-11 

5-7 

ENERGY 

PRODUCT 

35-40 

22-28 

1-5 
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TABLE IV 

MOMENTS OF DIFFERENT SITES IN Nd2Fe14s AT 4.2°K 

ATOM SITE MOMENT, Jls 

Nd 4f 2.30 

Nd 4g 2.25 

Fe 4e 2.10 

Fe 4c 2.75 

Fe 8j1 2.30 

Fe 8j2 2.85 

Fe 16k1 2.60 

Fe 16k2 2.60 
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TABLE V 

SATURATION MAGNETIZATION AND ANISOTROPY FIELD FOR 

VARIOUS RE2Fe14B COMPOUNDS AT ROOM TEMPERATURE 
.. 

RARE EARTH SATURATION ANISOTROPY 

ATOM. MAGNETIZATION,~B AELD,HA, kOe 

y 27.5 27.3 

La 27.4 27.0 

Ce 24.0 37.1 

Pr 31.0 79.3 

Nd 36.2 71.0 

Sm 28.6 

Gd 17.3 28.6 

Tb 12.2 >139.0 

Dy 14.1 >158.0 

Ho 13.9 71.0 

Er 19.6 

Tm 

Lu 15.7 26.0 
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TABLE VI 

MICROANALYSIS DATA FOR 8 wt.o/o DY-AI MAGNET 

LOCATION At.0/o Fe At.0/oNd At.%Dy At.0/oAI 

RE2Fe14e 84.92 9.68 4.61 0.79 

fcc phase 10.41 88.97 0.61 0.00 

interface 64.39 29.24 2.42 3.65 

grain boundary 83.86 10.54 4.23 1.37 
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CH. 111, Fig. 5 XBB865-363 7 
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CH. 111. Fig. 6 XBB865-3634 
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CH. 111, Fig. 17, XBB856-4860 
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CR. 111, Fig. 18, XBB856-4525A 
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CH. 111, Fig. 26(a ) XBB862-ll34 
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CH. 111, Fig . 26(b), XBB862 -1 269 
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CH 111, Fig . 29(a) XBB874-2618 
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CH. 111, Fig. 29(b), XBB874-2621 
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CH. 111, Fig. 40, XBB865-4343 
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CH. 111, Fig. 58, XXB 869-7524 
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CR. 111, Fig. 59, XBB869 -7530 
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CR. 111, Fig . 62, XBB860-9222 
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CH. 111, Fig. 63, XBB 860-9221 
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CH. 111, Fig. 69, XBB 874-2615 
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CH. 111, Fg. 70, XBB 874-2616 
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Nominal Probe Size = 200A 
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y = 12.9658 - 0.332x R = 0.99 
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CH. 111, Fig . . 77, XBB 877-5711 
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POINT ANALYSES 

POSITION At.% Fe At~% Nd At.% Dy At.% AI 

POINT 1 82.01 13.57 3.00 1.43 

POINT·2 47.56 49.18 1.92 1.34 

POINT 3 10.41 88.97 0.61 0.00 

POINT4 81.37 13.55 3.80 1.27 

POINT 5 84.14 10.43 4.62 0.81 

CH. 111, Fig. 80. XBB 877-6402 
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