LBL-24758
UC-403 <
r

Lawrence Berkeley Laboratory

UNIVERSITY OF CALIFORNIA

EARTH SCIENCES DIVISION

RECEIVE C
- LAWRENCE
BERK <] EY LAE‘ORATORY
- . . I3 ’\JO
Geotechnical Support and Topical Studies for NOV1 8 1988
Nuclear Waste Geologic Repositories: .. LIBRARY AND
Annual Report, Fiscal Year 1987 - 'ENTS SECTION
January 1988

Prepared for the U.S. Department of Energy under Contract Number DE-AC03-76SF00098.

9

2ol te-191



DISCLAIMER

This document was prepared as an account of work sponsored by the United States
Government. While this document is believed to contain correct information, neither the
United States Government nor any agency thereof, nor the Regents of the University of
California, nor any of their employees, makes any warranty, express or implied, or
assumes any legal responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by its trade name, trademark, manufacturer, or otherwise, does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the
United States Government or any agency thereof, or the Regents of the University of
California. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof or the Regents of the

University of California.



LBL-24758

GEOTECHNICAL SUPPORT AND TOPICAL STUDIES
FOR NUCLEAR WASTE GEOLOGIC REPOSITORIES

Annual Report, Fiscal Year 1987

Earth Sciences Division
Lawrence Berkeley Laboratory
1 Cyclotron Road
Berkeley, California 94720

Prepared for

Engineering and Geotechnology Division
Office of Geologic Repositories
Office of Civilian Radioactive Waste Management
U.S. Department of Energy

January 1988

This work was prepared for the U.S. Department of Energy under Contract No.
DE-AC03-76SF00098.



Table of Contents

EXECUTIVE SUMMARY, C.F. TSANG ....ccococuiiiiiiiriiiiceiiiiccniccrieieee e

v

GEOSCIENCE TECHNICAL SUPPORT FOR NUCLEAR WASTE
v GEOLOGIC REPOSITORIES, D.C. Mangold and C.F. Tsang .....................

FRACTURE STUDIES
Geochemical and Geomechanical Investigations of
Fractured, Heated Rock, H A. Wollenberg, L.R. Myer, .
S. Flexser, and J. SCREINMET ......cccooooveoeeeeeeeeeeeeeeeeeeeeeeeee e

Fracture Stiffness and Aperture as a Function of Applied Stress,
D.L. Hopkins, L.R. Myer, and N.G.W. Co0k ........ccoevevvvvvevenrnnannn...

Channeling Characteristics of Flow and Solute Transport
through a Rough-Surfaced Fracture, Y. W. Tsang,
C.F. Tsang, F.V. Hale, L. Moreno, and I. Neretnieks .......................

Tracer Transport in Fractured Media—A Variable-Aperture
Channel Approach, Y. W. Tsang and C.F. Tsang ............cccccerevrvuennn....

A Scheme for Calculating Flow in Fractures Using Numerical Grid

Generation in Three-Dimensional Domains of Complex Shapes,
J.C.S. Long, P.A. Witherspoon, and K. Muralidhar .............................

Studies Relating to the Stress Corrosion of Minerals
in Radioactive Waste Repositories, J.A. Apps and A. Meike ..............

Investigation of Seismic Imaging for Fracture Characterization,
E.L. Majer and T.V. MCEVIIY ..o

Wellbore Breakout and Applications, v
Z. Zheng and INN.G. W. CO0Fk .......ccc.coooeeeeeeeeeeeeeeeeeeeeeeeeeeeee e

Deformation, Fracture and Failure around Single Underground
Openings, R.T. Ewy, N.G.W. Cook, and L.R. Myer .......cc.cooeueevn.......

, Fracture Mechanics Applied to Faulting and Earthquake Rupture,
~ J.M. Kemeny and N.G.W. Cook ...................... et e



Executive Summary

 Chin-Fu Tsang

This multidisciplinary project was initiated in fiscal year 1986. It comprises

two major interrelated tasks:

1. Technical Assistance. This part of the project includes: (a) reviewing
the progress of the major prOJects in the DOE Office of Civilian
Radioactive Waste Management (OCRWM) Program and advising the
Engineering and Geotechnology Division on significant technical issues
facing each project; (b) analyzing geotechnical data, reports, tests, sur-
veys and plans for the different projects; (¢) reviewing and commenting
on major technical repor{is and other prograﬁl documents such as Site
Characterization Plans (SCP) and Study Plans; and (d) providing

scientific and technical input at technical meetings.

2. Topical Studies. This activity comprises studies on scientiﬁc and
technical topics, and issues of significance to in-situ testing, test analysis
methods, and site characterization of nuclear waste geologic repositories.
The subjects of study were selected based on discussions with DOE
staff. One minor topic is a preliminary consideration and planning exer-
cise for postclosure monitoring studies. The majqr task, with subtasks
involving various geoscience disciplines, is a study of the mechanical,
-hydraulie, geophysical and geOchémical properties of fractures. in geolo-

gic rock masses.
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Two important features of this project should be pointed out here. First,
this project is multidisciplinary, in‘\idlw}ing LBL staff with expertise in a broad
range of earth science disciplines. As seen from the list of LBL personnel below
all major geoscience disciplines are represented. This group of scientists has
many years of combined experience in the nuclear waste geologic isolation prob-
lem. Many times, the major issues and results presented to DOE have undergone

multidisciplinary discussions and the scrutiny by the whole LBL team.

Name Principal Expertise
Chalon L. Carnahan Geochen;istry
Steven Flexser Geology
Harold A. Wollenberg  Geology
Neville G. W. Cook Geomechanics
John Kemeny Geomechanics
Larry R. Myer | Geomechanics
Ernest L. Majer Geophysics
Thomas V. McEvilly Geophysics

H. Frank Morrison Geophysics
Iraj Javandel Hydrogeology
Marcelo J. Lippmann  Hydrogeology
Chin-Fu Tsang - Hydrogeology
Paul A. Witherspoon Hydrogeology

Second, both parts of the project, the technical assistance and the topical
stvudies, are largely performed by the same personnel (with additional LBL staff
participating in some of the topical studies). This ensures the participation of

highly respected researchers working at the forefront of the state-of-the-art in
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1

providing DOE with comments and results relevant to the geotechnical aspects of
nuclear waste geologic repositories. Ofte'n,:?technical reviews influence the direc-
tion and emphasis of topical studies, and topical studies provide inputs to the

reviews.

The present report lists the technical reviews and comments made during

the fiscal year and summarizes the technical progress of the topical studies.

In the area of technical assistance, there were numerous activities detailed in
the next section. These included 45 geotechnical support activities, including
reviews of 25 SCP Chapters, 3 whole document SCP reviews, participation in 13
SCP Review Workshops,‘4 reviews of dispositions of former comments; the host-
ing of a DOE program review and a DOE-sponsored workshop on hydrologic
behavior of rock discontinuities; 12 trips to technical and planning meetings;
reviews related to 2 Study Plans, revieW of 2 NRC Generic Technical Position
(GTP) papers, review of 2 unsolicited proposals to DOE, 2 other kinds of reviews,
and one instance of technical assistance by giving answers to technical questions.
These activities are described in a Table in the following section entitled “‘Geosci-

ence Technical Support for Nuclear Waste Geologic Repositories.”

The project also included the consideration of postclosure' monitoring stu-
dies. The objective of these studies was to give a preliminary evaluation of key
parameters and issues in postclosure monitoring, and to prepare appropriate
plans and proposals for detailed investigations. A number of in-house meetings
were held and many ideas were discussed and incorporated into a draft report for
DOE. After its review by OCRWM it was revised based on their comments. A
draft ﬁnﬁl report entitled *“Critical Parameters and Measurement Methods for
Postclosure Monitoring’’ was prepared and. s.ent to DOE in May 1987, It provides

a summary of the available literature on postclosure monitoring, with attention

‘to special problems, critical parameters, measurement methods and suggestions



-4-

for the development of new monitoring methods using seismic, electrical and elec-
tromagnetic geophysical techniques. One key point that emerges from this study
is that it is important to begin postclosure ;Ilonitoring planning and execution at
an early stage of repdsitory design and construction. Some of the monitoring
methods may require special built-in features in the repository and all the moni-

toring methods require a properly established data baseline.

The subject of fracture studies forms the main part of the topical studies.

The problem was approached from many directions:

Solid Mechanbics,
- Fluid Dynamics,
Geology,
Geophysics, and

Geochemistry.

The progress of our fracture studies is. described ih this report, with the article
titles and authors listed in the Table of Contents. This multidisciplinary pro-
gram included laboratory experiments and theoretical analyses as well as numeri-
cal simulations. Some of the studies are of a fundamental nature, which we
expect will provide the basis for important practical geotechnical issues to be
addressed, clarified or resolved in the next two or three years. Other studies have
already yielded results that provide new insights and analysis techniques for
understanding the physics and chemistry of fractured repository rock systems.
The major accomplishments of the second year of this i)roject may be sum-
marized as follows:
e The mobility of uranium in response to fracturing and fluid movement in the

near field of the heater was studied in the laboratory with cores from close

to and away from a heater simulating a waste canister in granitic rock.
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Results indicate preponderance of U in the zone within =2 mm of the frac-
ture and evidence of disequilibrium in the U decay series. These imply a
- potential for U mobilization in mineral-filled fractures which may reopen in

response to thermally induced stresses in the near field (page 17).

Seismic velocity and attenuation characteristics of heated rock were meas-
‘ ured in the laboratory on cores from varying distance from a heater in grani-
tic rock. Results indicaté a degradation of mechanical properties in response
to long term high temperature heating as evidenced by low values of seismic
velocities, amplitudes and Q factors. However this effect may not be

significant for temperatures below 300° C (page 17).

An analytic study was performed to determine the important parameters
that control the mechanical stiffness of fractures. It is found that the spatial
geometry of the asperities and their dimension affect both the shape and
magnitude of the. stress-stiffness curve. The analytic model developed
yielded results that are consistent with thqse observed in the laboratory for

single fractures in natural rock (page 37).

A detailed analysis was made of fluid flow and tracer transport through a
two-dimensional fracture with variable apertures. The results show that
transport is expected to occur in preferred paths or channels so that point
measurements give very uncertain results depending on whether the point is
in a flow channel or not. It seems that line-averaged measurements are
required to overcome this problem. This may have important implications
in site characterization studies (page 52).

A new channel model was developed to describe tracer transport through a
fractured medium. It considers such transport to occur through a set of sta-

tistically generated variable-aperture channels between points. New parame-

ters to be measured that are important to characterize the transport
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properties of the fractured medium are identified and discussed (page 61).

A numerical method was developed to calculate fluid flow in a system of
irregular geometry, such as a fracture with a non-uniform distribution of
asperities. The numerical method consists of a three-dimensional grid gen-
eration procedure that transforms the complex geometry onto the interior of
a rectangular parallelepiped and a numerical solution method for solving the
flow equations in both 2-D and 3-D. Selected test cases were calculated
(page 69).

An experimental study was conducted to measure the enhanced dissolution
kinetics due to stress-induced defect formation in selected minerals. A criti-
cal review of the literature was made to determine the rate controlling
mechanisms involved in the dissolution and transport of chemical consti-

tuents away from stressed asperities (page 76).

Two codes for ray tracing in fractured anisotropic media were developed.
The first code was an adaptatioﬂ of BEAMS87, a code developed by V. Cer-
veny. This 2-D code calculates refractions, reflections full amplitudes at any
source receiver configuration. The second code, also developed by V. Cer-
veny is a full anisotropic ray-calculation (3-D) the seismic response. Both

codes are very useful for forward modeling of fractured anisotropic rocks for

tomographic VSP and crosshole applications (page 95).

Using an approach based on the micro-mechanics of rock in combination
with the displacement discontinuity numerical method, the generation and
growth of breakouts around boreholes and underground excavations was stu-
died. The method was successful in predicting the generation of stable exca-
vation shapes resulting from breakouts. A correlation between breakout

angle and breakout depth was observed (page 108).
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Laboratory experiments were performed on thick-walled hollow cylinders of
rock to simulate and observe deformation, fracture and failure around under-
ground opénings. A metal injection technique was u'éed to preserve the frac-
ture ‘geometry under load. Results showed | that opening geometry,
stresspath, and strain rate affect the strength, deformation and failure

processes or rock around underground openings (page 126).

The application of fracture mechanics to the mechanics of faulting and
éarthquake rupture. Theoretical and numerical models have been developed
to take into account heterogeneity of strength and stress along fault sur-
faces. These models predict seismic and aseismic behavior associated with
fault slip and also some new relationships between the source parameters

(moment, stress drop, energy release) for unstable events (page 137)..



Geoscience Technical Support

for Nuclear Waste Geologic Repositories

D. C. Mangold and C. F. Tsang

During FY87 the Geoscience Technical Support activities in the Geologic
Repository Project (GRP) at LBL covered a broad range of reports and reviews,
with particular emphasis on the review of Site Characterization Plans (SCP) of
the three potential repository sites and participating in their associated Review
Workshops. They also included hosting, at DOE’s request, a two-day workshop
on the Hydrologic Behavior of Rock Discontinuities. The accompanying table,
“Geotechnical Support Activities: Fiscal Year 1987,” listing the type of technical
review or other activities, the date when a report was sent to DOE, and a brief

description of the material reviewed or meeting attended.

The reviews were performed by a group of respected research scientists,
expert in a broad range of disciplines in the earth sciences. The individuals and
their specialities are listed in the table below. The diversity of backgrounds of
the participating scientists is representative of the multidisciplinary teamwork
that has characterized LBL’s effort in .this project. The participants have
developed a close working relationship in carrying out the topical studies
(reported in subsequent parts of this report) and thué were able to perform the
many different technical support tasks given by DOE in a timely and effective

manner.



Name - " Principal Expertise
Chalon L. Carnahan Geochemistry
Steven Flexser | Geology
Harold A. Wollenberg Geology -
Neville G. W. Cook Geomechanics
John Kemeny Geomechanics
Larry R. Myer Geomechanics
Ernest L. Majer Geophysics
Thomas V. McEvilly | Geophysics
H. Frank Mofrison Geophysics
Iraj Javandel Hydrogeology
Marcelo J. Lippmann _Hydrogeology
Chin-Fu Tsang .' Hydrogeology
Paul A. Witherspoon Hydrogeology

In total, under this task there were 45 geotechnical support activities,
described in Table at the end of this section. A brief summary of the various

activities is given below.

Site Characterization Plan (SCP) Reviews

Selected chapters of the Site Characterization Plan Reviews for NNWSI
(Nevada Nuclear Waste Storage Investigations Project), BWIP (Basalt Waste Iso-
lation Project) and SRP (Salt Repository Project) were reviewed by LBL scien-

tists expert in the areas of geology, geomechanics, geophysics, hydrology and geo-

chemistry. In general, the reviews were carried out by a few specialists in each
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area in order to cover the technical aspects in each chapter. Those who review
particular chapters or sections also participated in the overall review discussions
held at LBL. Many of the same scientists attended the SCP Review Workshops
where all comments on a given chapter were considered. There they worked with
the authors and DOE review leaders to suggest changes or revisions to improve
the technical content of the documents,. particularly by helping to clarify techni-
cal points in the plans. Later they also dealt with the dispositions of their com-

ments by others, so that a well-balanced review could be achieved.

Hosting DOE Workshops

LBL hosted two gatherings at DOE’s réquest. The first on April 21, 1987,
was a program review of this particular project and two other OCRWM-
sponsored LBL research projects on high-level waste management. The second
was the Workshop on Hydrologic Behavior of Rock Discontinuities held on April
22-23, chaired by Dr. C. Voss of DOE/HQ and attended by 38 persons. There
were representatives from DOE, the three project offices (NNWSI; BWIP, SRPO),
five other national laboratories (INEL, LANL, LLNL, PNL, SNL), other institu-
tions (Battelle/ONWI, USGS) and engineering consulting companies (Golder
Associates, SAIC). At this workshop LBL scientists gave four presentations
describing their research on laboratory studies of fracture properties and
behavior, fracture network modeling, multi-phase flow in fractured media, and
geophysical detection of fractures. Abstracts of these presentations were sent to

Dr. Voss for inclusion in the ‘meeting proceedings being prepared by him.

'Reviews of Study Plans, NRC Papers, and Other Reviews

In July 1987, LBL scientists attended the Study Plans Briefing/Review Coor-
dination Training held at DOE/HQ for reviewers of the draft SCP’s. These plans
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summarize the proposed investigations of the past and present conditions of the
site with regard to its geology, hydrology, geochemistry, geomechaniés, ete.; the
expected effects of site characterization activities; the regional and local effects of
locating a repository at the site; and an evaluation of the suitability of the site
for site characterization and for development as a repository. Two such reviews

were performed in a timely way as required by DOE.

~ Under this project LBL also reviewed the Generic Technical Position papers
of the US Nuclear Regulatory Commission. These documents establish 'gene'ric
guidelines on topics of technical interest related to nuclear waste storage. The
topics were concerning the extent of the disturbed zone around a repository and
ground water travel time. To provide comments on these documents LBL per-
sonnel expert in different fields often reviewed the same paper, bringing together

different perspectives to the review process.

‘From time to time, DOE received proposals from researchers to conduct stu-
dies on various ‘aspects of the potential sites or on the methodology used to
evaluate the technical aspects of the sites. A proposal on the isotopic and geo-
chronologic study of the Palo Duro Basin bedded evaporites was reviewed by
LBL. Also reviewed was methodology invesfigation proposal that addressed the
stochastic analysis of flow through fractured media and associated monitoring

network design as applied to a high-level waste repository.

Other technical assistance was rendered to DOE, such as answering technical
questions posed to DOE concerning the hydrological aspects of nuclear waste

disposal, and evaluating miscellaneous technical documents.

Other Meetings Attended

One of LBL’s hydrologists was asked to participate in the BWIP Hydrology

Task Group to assist BWIP in planning their well-testing program for the
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Hanford site. He attended meetings almost every month at either DOE/HQ or
Richland, Washington, and reviewed BWIP documents on the hydrology of the

site.

At DOE’s request another LBL staff member attended the October 7-9, 1986
NRC Symposium on Seismic and Geologic Siting Criteria for Nuclear Power
Plants at Rockville, Maryland. The purpose was to keep DOE up to date with
recent developments in NRC’s consideration of these criteria for siting, a nuclear
waste repository. Two representatives from LBL also participated in the
DOE/OCRWM Geosciences Coordination Committee held in Washington, DC on
January 14, 1987 to review the progress of this project and to make a presenta-

tion of proposed studies on postclosure monitoring of a nuclear waste repository.

Conclusion

LBL has been very active in meeting DOE’s need for technical review as part
of the geoscience tech'nical support for nuclear waste repositories. The ability of
LBL scientists to work as a multidisciplinary team was an important asset that
allowed LBL to provide timely, and balanced technical comments to meet DOE’s

requirements.




-13-

GEOTECHNICAL SUPPORT ACTIVITIES

FISCAL YEAR 1987

Activity ~ Delivery o Description ;

Review 10/1/86 NRC Generic Technical Position (GTP) “Interpre-

o tation and Identification of the Extent of the Dis-
turbed Zone in the High-Level Waste Rule (10 CFR
60"

SCP Review | 10/7/86 BWIP Chapter 8.3.1.3 (Site Characterization Pro-
gram, Hydrology) :

SCP Review | 10/7-8/86 BWIP Chapter 3 (Hydrology)

Trip 10/7—9/86 NRC Symposium on Seismic and Geologic Siting
Criteria for Nuclgar Power Plants, held in Rock-
ville, MD (no trip report required; recorded in
monthly report)

SCP Review | 10/13/86 BWIP Chapter 2 (Geomechanics)

SCP Review | 10/13/86 BWIP Chapter 8.3.3 (Repository Seals)

Review 10/23/86 NRC GTP “Ground Water Travel Time”

SCP Review | 10/24/86 BWIP Chapter 8.3.2 (Repository Program)

SCP Review | 10/29/86 BWIP Chapter 6 (Design of Repository)

SCP Review | 11/4/86 Dispositions of LBL’s earlier comments on BWIP

: ' Chapter 2 (Geomechanics) reviewed and signed

SCP Review | 11/6/86 BWIP Chapter 4 (Geochemistry)

SCP Review | 11/6/86 Dispositions of LBL’s earlier comments on BWIP
Chapter 4 (Geochemistry) reviewed and signed

|Review = | 11/13/86 BWIP “Plan for Multiple-Well Hydraulic Testing of
' Selected Hydrogeologic Units at the RRL-2 Site”

SCP Review | 11/24/86 Dispositions of LBL’s earlier comments on BWIP
Chapter 1 (Geology) reviewed and signed

SCP Review | 11/24/86 BWIP Chapter 1 (Geology)

SCP Review | 12/2/86 BWIP Chapter 2 (Geomechanics)

Review 12/24/86 Unsolicited proposal to DOE by Brookins, “Stron-
tium Isotopic and Rubidium-Strontium Geochrono-
logic Study of Palo Duro Basin Bedded Evaporites”

Trip . 1/14/87 DOE/OCRWM Geosciences Coordination Commit-

' tee meeting held in Washington, DC
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GEOTECHNICAL SUPPORT ACTIVITIES

FISCAL YEAR 1987 (Continued)

Activity Delivery Description
Review 1/21/87 Unsolicited proposal to DOE by Borgman et al.,
“Stochastic Analysis of Flow through Fractured
Media and Associated Monitoring Network Design
Applied to a High Level Waste Repository”
SCP Review | 1/23/87 BWIP Chapter 3 (Hydrology)
Assembled 2/10/87 Review of the NNWSI SCP, 23 portions by 9 techni-
Document cal reviewers in the areas of Geology, Tectonics, Geo-
Review engineering, Postclosure Performance Assessment,
' Hydrology, and Geochemistry
Trip Report | 3/9/87 BWIP hydrology characterization program meetings
: on proposed well-testing, held November 24 and
December 8 in Washington, DC and December 15-18
in Richland, WA
SCP Review | 3/13/87 Dispositions of LBL’s earlier comments on BWIP
Chapter 6 (Design of Repository) reviewed and
_ signed
Trip 3/31/87 BWIP hydrology characterization program for
4/1/87 well-testing, meetings held in Washington, DC
Review 4/87 Participation in BWIP License Assurance Review of
Chapter 2 (Geoengineering), Chapter 6 (Design of
Repository), and Chapter 8 (Site Characterization
Program) under an arrangement with BWIP with
approval of GRP program manager
Trip 4/7-9/87 BWIP hydrology characterization program meeting
’ ' held in Richland, WA (no trip report required; LBL
input was recorded in the BWIP Hydrology Task
Group report)
Hosted 4/21/87 At DOE’s request, LBL hosted a one-day program
DOE review of the GRP project and two other OCRWM-
Program “ T supported-research projects-on-high-level- waste-repo-_| . __
Review sitories
Hosted 4/22-23/87 At DOE'’s request, LBL hosted a two-day Workshop
DOE : on Hydrologic Behavior of Rock Discontinuities
Workshop attended by 38 persons from DOE, the three project

offices, and a number of national laboratories and

"engineering consulting firms; LBL scientists gave four

presentations of their research
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GEOTECHNICAL SUPPORT ACTIVITIES

FISCAL YEAR 1987 (Continued)

Activity Delivery Description
SCP Review | 4/26-30/87 Review of the BWIP SCP document by 6 technical -
5/4-7/87 reviewers and participation in BWIP SCP Review
workshops held in Washington, DC
| Trip 6/2-4/87 BWIP Hydrology Task Group meetlng held in

Richland, WA

Technical 6/5/87 A series of questions on various aspects of hydro- =

Assistance geology in nuclear waste disposal were received and -

, answers were sent the same day by telecopy

SCP Review | 6/19/87 Review of the whole document of the NNWSI SCP
by LBL technical reviewers

Trip 6/24-26/87 BWIP Hydrology Task Group meeting held in
Richland, WA

Trip 7/7/87 Study Plans Briefing/Review Coordination Training
held at DOE/HQ in Washington, DC

Trip 7/21-22/87 BWIP Hydrology Task Group meeting held in
Richland, WA

SP Review 7/29/87 SRP Study Plans for Water Resources and Land
Use

SCP Review | 8/87 SRP SCP Chapters 1 (Geology), 2 (Geoengineer-
ing), 3 (Hydrology), 4 (Geochemistry), 6 (Design of
Repository), and 8 (Site Characterization Program)
by 14 technical reviewers

SCP Review | 8/3-7/87 SRP SCP Review Workshops on Chapters 1 (Geol-

| Workshops ogy), 2 (Geoengineering), and 4 (Geochemistry) held

in Hereford, TX

SCP Review | 8/9-12/87 SRP SCP Review Workshop on Chapter 6 (Desxgn

Workshop of Repository) held in Hereford, TX

Trip 8/19-21/87 BWIP Hydrology Task Group meeting held in
Richland, WA

SCP Review | 8/24-27/87 SRP SCP Review Workshop on Chapter 3 (Hydrol-

Workshop ogy) held in Hereford, TX
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GEOTECHNICAL SUPPORT ACTIVITIES

FISCAL YEAR 1987 (Continued)

Activity Delivery Description
SCP Review | 9/87 BWIP SCP Chapters 1 (Geology), 2 (Geoengineer-
ing), 3 (Hydrology), 4 (Geochemistry), 6 (Design of
Repository), and 8 (Site Characterization Program),
and Issues 1.5 (Release Rate), 1.8 (Siting Criteria),
and 1.11 (Repository) by 14 technical reviewers
SCP Review | 9/20-25/87 BWIP SCP Review Workshops on Chapter 1 (Geol-
Workshops ogy), and various sections of Chapter 8 (Site Char-
acterization Program) held in Washington, DC
SCP Review | 9/22-28/87 BWIP SCP Review Workshops on Chapters 2
Workshops (Geoengineering), 6 (Design Workshops of Reposi-
tory), and various sections of Chapter 8 (Site Char-
acterization Program) held in Washington, DC
SCP Review | 9/27-30/87 SRP SCP Review Workshops on Chapters 1 (Geol-
Workshops ogy), 3 (Hydrology), and 4 (Geochemistry) held in

Amarillo, TX
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Geochemical and Geomechanical Investigations of

Fractured, Heated Rock

- H. Wollenberg, L. Myer, S. Flexser, and J. Scheiner

INTRODUCTION

In the near field of a nuclear waste canister, high temperatures will affect the
local geochemical - hydrological regime. It is important that these hydro.-geocherhical
processes be understood if the transport'of radionuclides away from a breached canis-
ter is to be modeled and predicted. The objective of these investigatiohs, then, is to
develop an understanding of the interaction under elevated temperatures, of radionu-
clides in the fracture-fluid system with the material lining the fractures. To accomplish
this, samples of core'from holes that have penetrated high-temperature zones are exam-
ined petrologically, geochemically, and geomechanically. Emphasis to date has been
on core samples of quartz monzonite, obtained by drilling back into rock previously -
subjected to a year-long heater experiment simulating high-level radioactive waste,
conducted at Stripa, Sweden (Chan et al., 1980 and Flexser, et al., 1982). Recently,
work has begun on core from a hole penetrating a fractured hydrothermal system in
rhyolitic tuff (Wollenberg et al., 1987). In both cases, properties of rock in elevated
temperature zones are compared with those of zones of lower and near-ambient tem-
perature. In this report we describe radioelement and geomechanical investigations of

core from the Stripa heater experiment and preliminary work on samples of tuff.
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A. RADIOELEMENT INVESTIGATIONS

The large-scale distribution of uranium, its daughter products and thorium in the
Stripa quartz monzonite and its fracture-controlled groundwater system has been
described by Wollenberg and Flexser (1985). At Stripa, U and Th, each at 30-40 ppm,
are concentrated considerably higher than in most granitic rocks, and contrary to most
granitics, the abundances of U and Th are nearly equal. Uranium is strongly associ-
ated with fracture-filling material, predominantly chlorite, but in some cases epidote
and sphene, enhancing the availability of U to the groundwater. Uranium is in rela-
tively high concentrations (up to 20 ppb) in groundwater in the upper portion of the
quartz monzonite, where Eh is also high (+200 to 500 mv), while considerably lower
concentrations (~ 1to 5 ppb) occur at lower Eh (0 to +200 mv) at depths below 400
m. Whole-rock gamma spectrometric measurements of U and Th in the heater drill-
back core show U concentrations of ~ 40 ppm within ~ 1m of the heater axis, decreas-
ing to 33 to 36 ppm in core more distant from the heater. There is no corresponding
change in Th over the same span. Initial alpha-track radiography suggested that U was
added to fracture-lining material in rock near the heater. This, together with the
whole-rock data suggested mobility of U in response to fracturing and fluid movement

in the near field of the heater.

Subsequently, detailed alpha- and fission-track radiographic examinations have
been made in core within 1 m of the heater where distributions of radioelements in and
adjacent to filled and open fractures have been measured. The zone of core investi-
gated is shown in the photograph, Figure 1, with the prominent opén fracture located 5
to 7 cm from the edge of the heater hole. The position of the open fracture near the
edge of the heater hole, in comparison with closed fractures farther away from the
heater, suggest that the fracture opened in response to heating (several kg of rock
spalled from the wall of the heater hole, 0.3 m in diameter, 2.6 m long, during heat-

ing). Nelson et al. (1981) reported that water flowed readily into the hole in the early
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stages of heating. Flow into monitoring holes within seyeral decimeters of the' heater
hole continued, but lessened throughout the experiment.v |

Both alpha- .and fission-track densities were measured, because alpha tracks are
from members of both the U and Th decay series, while fission tracks are essentially
from 23%U. Fission tracks are generated by bombarding rock thin sections, covered

with track detectors, by a flux of thermal neutrons that cause essentially only 35U to

fission. The resulting fission fragments impinge on the detectors, and their subsequent

etching reveals the damage pits or ‘‘tracks’’ that show the distribution and abundance
of U. Exposure of standards along with the thin sections permits determination of U

concentration.

By comparing alpha- and fission-track patterns and track densities, we
differentiate between cc_mtributions from the U and the Th decay series, because U
fission-track densities are directly quantifiable into U concentrations (Table 1). In Fig-
ure 2 alpha-track densities and U concentrations in fracture-lining minerals are plotted
with distance from the edge of the open fracture. Alpha track densities and U concen-
trations decrease in similar patterns away from the sides of the fracture. The similarity
in the profiles and the relatively high U concentrations (~ 0.2 to 1.6%) of the lining
material compared to 0.1 to 0.2% in filled fractures away from the heater and 0.003%
in the rock indicate that in this case U is the principal contributor to the alpha tracks.
The pattern of decreasing U and alpha tracks away from the open fracture was not
observed in a nearby fracture completgly filled with similar minerals, where track den-

sities are uniform and U concentrations ~ 0.2%.

The measured track densities and U concentration patterns associated with the
open fracture lead to consideration of evidence for mobility of U in response to pro-
longed heating of the rock. The U distribution pattern and evidence for disequilibrium
in the U decay series are examined in this respect. The relatively high concentrations

of U adjacent to the open fracture and its gradient in the lining material over the
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Table 1. Track Densities and Uranium Concentrations of Fracture-Filling
Material and Material Lining an Open Fracture

Distance from Edge  Alpha Track Density  Fission Track Density Uranium

of heater Hole (m) (T/mm?) (T/mm?) (%)

0.0052  Open- Mean 1560 Mean 1449 Mean 0.88
Fracture (Range 550 to 2250) (Range 254 to 2807) (Range 0.15 to 1.71)
Lining

0.15 438 + 36° 273 + 33 0.17 + 0.02

0.39 574 + 16 0.22°¢
Filling
of Closed

1.40 Fractures 562 =20 0.22

1.68 501 £ 20 0.19

This population illustrated on Figure 2.

b+ values represent counting statistics.

“Estimated by applying the observed to calculated alpha-track ratio of 1.7,
based on the (.15 m position data.
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adjacent 1.2 mm, in contrast to lower concentrations and no apparent gradients in filled
fractures of similar mineralogy, suggest that U was deposited frqm fluid moving
through the fracture. The higher concentrations of U on the right side of the fracture
and lower concentrations on the left side (Figure 2) might reflect a small offset along

the fracture. -

Evidence for disequilibrium in the U deéay series was ‘examihed by calculating
the alpha-track densities that would result from the U concentrations (based on track
densities of a U standard) observed from fission tracks, and comparing these calculated
track densities with observed alpha-track densities. This is illustrated in Figure 3,
where the ratio of observed to calculated track densities is plotted with distance from
the fracture’s edge. A ratio of 1 represents secular equilibrium and a ratio less than 1
represents the absence of some alpha-emitting daughters of the U decay series (dise-
quilibrium). Uncertainties in spatial resolution of alpha and fission-track populations,
abundances of U in standards, and track counting statistics cause uncertainties in the
determination of the ratios, perhaps by 10 to 20%. However, there is still strong indi-
cation of disequilibrium in that there are several values less than 0.8. These could
represent the recent addition of U to the fracture lining material, or the removal of one
or more U daughter elements. The excess of alpha tracks at sites of relatively low U
concentration where the ratios are well above 1 might be due the presence of thorium
and its daughters in significant abundance. This\ may also be the case in the filled
fracture ~ 15 cm from the heater hole, where U (by fission tracks) averages 0.17% and
the ratio of observed to calculatqd alpha tracks is 1.7. As shown in Table 1, alpha
- track densities associated with‘ filled-fracture material farther from the heater are some-
what greater than at the 15 cm position. Aséuming that the ratio 1.7 holds for these

populations, their U concentrations are also of the order of 0.2%.
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Indepeqdent evidence of the preponderance of U in the zone within ~ 2 mm of
the fracture was provided by secondary-ion mass spectrdmetric (SIMS) measurements.
Even though the resolution of SIMS is not high enough for direct comparison with the
sub-millimeter resolution of the track-radiographic methods, SIMS is capable of deter-
mining element ratios over relatively small zones. The concentration ratio U/Th by

this method is ~ 3, in contrast to approximate parity of U and Th in the rock matrix.

At this juncture the pattern of uranium distribution and evidence of disequilibrium
in the U-decay series suggest that U was mobilized and deposited in the localized
vapor-dominated fluid system in fractures adjacent to the heater. This implies that in a
repository environment close to the waste canisters, fractures that had been mineral-
filled might reopen in response to the thermally-induced stress caused by the introduc-
tion and long-term presence of the waste. The open fractures would permit a vapor-
dominated near-field thermal system to mobilize uranium leaking from a canister, but,
depending on fracture-lining mineralogy, a significant portion of the uranium could be

deposited on material lining the fractures in the near field of the canister.

When instrumentation becomes available in the new Center for Isotope Geosci-
ences, micron-scale analytical methods can be used independently to determine U con-
centrations, U-series isotope ratios, and oxygen-isotope ratios to provide the detail

necessary for more definitive examination of U mobility.

B. Studies of Tuff

To begin investigations of the effects of heating on tuff, core has been collected
from DOE hole RDO-8, penetrating rhyolitic tuff of the Long Valley caldera (Wollen-
berg et al., 1987). Samples covering the temperature range 60 to 200°C were selected
from megascopic examination of the core and from examination of the natural
gamma-ray log of the hole. The samples were analyzed preliminarily by gamma-ray

spectrometry to determine their uranium, thorium, and potassium concentrations and
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to screen them for more detailed study. Areas of primary interest are anomalous zones
where high-resolution gamma spectral measurements indicate that U is the predominant
readioelement and that there is indication of disequilibrium in the U decay series. Fig-
ure 4 is a composite diagram of the alteration mineralogy, temperature profile, and
gamma log of the hole, with U anomalies delineated. A principal zone for examina-
tion is at 915 — 950 ft., where temperatures are in the range 130 to 150°C, calcite first
appears, rhyolitic tuffaceous sediments in a fault zone are cemented by calcite, and
disequilibrium is indicated in the U decay series. Oxygen isotope ratios will be meas-
ured on the calcite and adjacent rhyolite, and the detailed distribution of U and Th will
be ekamined by radiography. Depending on downhole accessibility, an attempt will be
~ made to perforate the hole to obtain fluid samples from this zone for analyses of their
major- and radio-element concentrations and isotope ratios. These will be compared
with results of similar analyses of calcite and rhyolite of the core to determine the

extent of rock - fluid interaction.

Aﬁother suite of core with good potential for studies in unsaturated conditions is
that from DOE hole VC-2A, drilled through the vapor-dominated zone in tuff of the
Valles caldera, New Mexico (Goff et al., 1987). The gamma-ray log of this hole
shows anomalies in the upper 400 ft. of the ‘hovle, over the temperature range 40 —
_120°C, that indicate core intervals for investigation of U concentrations, distribution,

and possible U-series disequilibrium.

SEISMIC VELOCITY AND ATTENUATION MEASUREMENTS

The seismic velocity and attenuation characteristics of heated rock were investi-
gated in core from the vicinity of the Stripa heater experiment. In this experiment a 5
KW heater was operated fdr 200 days. Peripheral heaters were then turned on and all -
heaters operated for an additional 200 days. Figure 5 shows the measured and calcu-

lated temperature distribution in the rock surrounding the horizontal midplane of the
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heater in the A-10 area. Agreement was very good between calculations and actual

temperatures measured at various locations in the vicinity of the heater.

Figure 6 shows the configuration of the drillback holes through the heater experi-
ment and the general position of the core samples; Figure 7 shows the sample posi-
tions in greater detail. Though no temperature measurements were made at positions
corresponding to the exact sample locations, calculations show that the peak tempera-
tures at the locations were about 375°C, 325°C, and 200°C, from the sample closest to

the heater to the one farthest away.

The velocity and at_tenuation of compressional (P) and shear (S) waves through
the samples were measured in the laboratory by the pulse transmission method under
axial loads ranging from 4.1 to 62 MPa. The maximum axial stress was less than 1/3
the unconfined compressive strength of unheated intact Stripa quartz monzonite (Swan,
1978). The center frequency of the transmitted P and S waves was about 600 Hz. For
attenuation analysis and calculation of the seismic quality factor (Q), an aluminum
reference standard of the same configuration as the core samples was subjected to

similar experimental conditions.

As expected, the velocity, peak to peak amplitude, and Q for both P- and S-
waves increased with pressure in all samples. Figures 8 and 9 show the P- and S-
wave amplitude data. The rate of change in amplitudes and velocities with increasing
pressure was also similar, in that the most rapid change was observed at low axial
stresses, followed by a more gradual increase at higher stresses. The observed trends
reflect the closure of microfractures as the axial stress is increased. The increase in
velocity reflects the increase in effective modulus in response to this microcrack clo-
sure. Microcrack closure also reduces energy loss in the traveling wave and hence

results in the observed increases in amplitude.
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The rate of change in Q with pressure differed from that of the other parameters:
in most cases Q increased with increased pressure in nearly a linear manner. How-
ever, sample 3, of intefmediate distance from the heater showed a nearly exponential
increase in Q with pressure. It is not clear why the trend of Q with pressure should be-

different for the one sample.

The effect of proximity of the heater to sample locations is clear in the P wave
data. The sample closest to the heater (2) had the lowest P- wave velocity, amplitude,
and Q; the calculated maximum temperature at this location was approximately 375°C.
P-wave parameter values for samples 1 and 3, farther from the heater, were similar
even though the maximum temperatures were quite different (calculated ~ 325°C vs ~
200°C). Paulsson (1983) measured P-wave velocities and Q values from unheated
core in the H-10 area and found values similar to those obtained for samples 1 and 3.
It is believed that the observed behavior of the sample closest to the heater was due to
increased microcracking in response to long term heating at high temperatures.
Results also indicate, however, that changes in properties are minimal below about

300°C.

Results of the S-wave measurements also indicated that close proximity to the
heater resulted in low S-wave parameter values. However, in contrast to the P-wave
results, the amplitude and Q values for the sample experiencing the intermediate tem-
peratufe 3) were similar to those of the hottest sample (see Fig. 9). Surprisingly, the
S-wave velocity of the coolest sample was low (similar to that of the hottest sample)
while its S-wave amplitude and Q were high. Results of S-wave velocity measure-
mcnts.on unheated core from the H-10 area and elsewhere (Paulsson 1983) exhibited a
range with minimum values similar to those of the hottest sample (2). One possible
reason for this variability is the presence of a preferred orientation of the microcracks.
The experimental configuration of polarized shear waves propagating along the axis of

the core is sensitive to anisotropy induced by microcracks oriented in planes parallel to
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the drill core axis. If such a preferred microcrack orientation is present, polarized
shear waves will have different velocities and amplitudes depending upon the angle
between the direction of particle motion of the wave and the plane of preferred orien-

tation.

In summary, degredations of mechanical properties in response to long term high
temperarure heating was indicated by low values of seismic wave velocities, ampli-
tudes and Q factors. Significant dégredation may not have occurred at temperatures
below 300°C. At higher temperatures the heating apparently caused increases in
microcracking. Detailed microscopic studies of the samples tested are in progress to

evaluate microcrack densities and possible anisotropy in microcrack orientations.
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Figure 4. Alteration mineralogy, temperature profile, and natural gamma-ray log of
DOE hole RDO-8 in tuff. Double vertical lines indicate the strong pres-
ence of a mineral, single lines a moderate presence, and dashed lines a
weak presence. KA = kaolinite, SM = smectite, IL = illite, CH = chlor-
ite, CR = cristobalite/tridymite, AF = alkali feldspar, ZE = zeolites, and
CA = calcite. Lithologic units: MR = moat rhyolite, ER = early rhyol-
ite, BT = Bishop Tuff. The cross pattern on the left margin indicates the
intensity of fracturing. The hached pattern between portions of the SM
and IL columns indicate the presence of both minerals.



Figure 5.

-32-~

260 T T

320t 4

280+

n
D
O

Temperature (°C)
ny
o)
(@]
o
®
L

H-10 AREA

L 1
| 0 _ 100
Time (days)

400 T T T T v

300

oo
Temperature (°C)

n

o

S)

100

O i 1 A 1
¢ 100 200 300 400 500 600

Time (days)
XB8L 829-2389

(A) Measured temperatures following turn-on of the peripheral heaters, at
varying distances from the H-10 heater hole along heater midplane (from
Javandel and Witherspoon, 1981).

(B) Projected temperature fields in rock surrounding the H-10 heater
array along heater midplane (from Chan et al., 1980).
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Figure 8. Variation of peak-to-peak amplitude of P-wave signals through the core

samples as a function of pressure. Sample 2 was nearest the heater, sam-
ple 3 the furthest.
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Fracture Stiffness and Aperture as a Function of Applied Stress

D.L. Hopkins, L.R. Myer, and N.G.W. Cook

Understanding how single fractures deform under stress has important appli-
cations in a number of fields. For example, being able to predict how fluids move
through rock is a fundamental concern in ensuring the stability of underground
engineering structures, maximizing petroleum and geothermal energy recovery,
and controlling toxic wastes. Since fractures are the major conduits of fluid flow
in many rocks, it is necessary to be able to describe changes in fracture aperture

with changes in stress to predict fluid low through fractured rock.

Another area of application is geophysics where it is important to understand
how fractures influence the physical quantities being measured. One property of a
single fracture of particular interest is specific stiffness which defines the relation-
ship between applied stress and fracture deformation. A theory has been
developed Vi'hich completely specifies the reﬁectioh, refraction, and transmission of

seismic waves incident upon a fracture based on its stiffness (Schoenberg, 1980).

Most laboratory experiments provide information about the average resbonse
of a fracture; e.g. average displacement as a function of stress. However, to
understand phenomena such as fluid flow and seismic wave transmission through
fractured rock requires more detailed information about such attributes as contact
area and aperture and knowledge of how they change under load. To that end,
an analytical model has been developed and implemented numerically to study the
deformation of a single fracture" subjected to a normal stress. The model has been

used to calculate aperture profiles and specific stiffness for specified fracture
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geometries. '

THE MODEL

A typical rock fracture can be envisioned as a number of areas of contact sur-
rounded by voids. The geometry of the voids and the aperture are likely to be
quite variable. A common approach to mode]ing the mechanical deformation of
fractures has been to represent the fracture'surfaces as parallel planes separated
by asperities of varying height. Greenwood and Williamson (1966) modeled the
contact between a plane and a nominally flat surface covered by a large number of
~ asperities with heights described by a specified statistical distribution. The asper-
ity tips were taken to be spherical and their deformation calculated from the Hert-
zian solution for an elastic sphere in contact with a plane. Their model was
extended by Greenwood and Tripp (1971) to the case of two rough surfaces in
contact. Gangi (1978) used what he termed a bed of nails model to describe the
permeability of a fractured porous rock as a function of confining pressure. The
asperities were modeled as rods with equal spring constants and heights following
a power law distribution. Brown and Scholz (1985, 1986), like Greenwood and
Williamson, assumed the asperity tips to be spherical and modeled their deforma-
tion using the Hertzian solution. Howevef, they also in;:luded a term for tangen-
tial stresses arising from the oblique contact of spheres so that the stresses at the
contacts are not restricted to be normal. Implicit in all the asperity models dis-
cussed above is the assumption that the contacts are sufficiently far apart so that
they do not interact mechanically. Further, the closure of the fracture is based

solely on the deformation of the asperities between the opposing fracture surfaces.

The model developed for the studies discussed here is also an asperity model
but differs from those described above in two important ways. First, the con-

straint that the deformation at a contact point is independent of the other asperi-

-
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ties is removed. Secondly, the deformation of the half-spaces defining the fracture
is accounted for in addition to the deformation of the asperities. This formulation
can lead to significant changes in void geometry with increasing stress that are
not observed when only the deformation of the asperities is considered. An accu-
rate description of the void geometry is important in predicting fluid flow through
the fractures because of the highly nonlinear relationship between fluid flow and

aperture (Iwai, 1976; Witherspoon, et al., 1980; and Pyrak-Nolte et al., 1987).

For the results presented here, the asperities are modeled as circular disks of
varying height. The model was originally developed to calculate the specific
stiffness of idealized fractures created in the laboratory to study seismic wave pro-
pagation. The model has been extended so that a distribution of heights can be
assigned to the asperities (Hopkins et al., 1987). The asperities are not assumed
to be mechanically independent. Rather, the force carried by each asperity.
depends on its height and the heights and proximity of neighboring asperities.
The deformation of the asperities is calculated from the elastic compression of the
disks. The deformation of the half-spaces defining the fracture is calculated ﬁsing
the Boussinesq solution for displacement beneath a loaded circle assuming a con-
stant stress boundary condition. The deformation at any point on the half-planes
is assumed to be a linear combination of the displacements caused by the forces
acting on all asperities in the region. The calculation of specific stiffness is based

on the average deformation of the fracture surfaces and asperities.

CHANGES IN FRACTURE APERTURE WITH STRESS

An important area of research in recent years has been the investigation of
the conditions under which flow through a fracture can be described by the cubic
law for laminar flow; i.e. flow is proportional to the cube of the fracture aperture.

If the adjacent sides of a fracture are not in contact, experiments indicate that the
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cubic relationship holds (e.g. Snow, 1965 and Iwai, 1976). In reality, rock frac-
tures are not usually open; rather, they are better described as two rough surfaces
in contact at a number of asperities. The number of contact points increases with
increasing normal stress across the fracture (Goodman, 1976 and Pyrak-Nolte et
al., 1987). However, fractures in rock are sufficiently rough so that even under
high stresses, the area of contact between the fracture surfaces may be less than
60 percent (Pyrak-Nolte et al., 1987). Thus, even‘ deep below the Earth’s surface,

fractures may be important conduits for fluid flow.

Deviations from the cubic law have been observed by a number of researchers
who have analyzed data from laboratory experiments using both induced and
natural fractures (e.g. Iwai, 1976; Witherspoon et al., 1980; Engelder and Scholz,
1981; and Raven and Gale, 1985). For natural fraétures, departures from the
cubic law are seen even at relatively low stress levels on the order of 10 MPa. The

divergence increases with increasing stress.

A possible explanation for the divergence from the cubic law is the change in
fracture topography that occurs with increasing stress. The change in aperture
geometry can be illustratéd in two-dimensions. Figure 1a shows a two-
dimensional slice through an idealized fracture with the dotted lines representing
reference planes. If only the deformation of the asperities is considered, and a
normal stress is applied, the reference lines remain parallel and come together by
an amount that depends on the deformation of the contacts. For the case of a
simple interpenetration model, the surfaces come together in a manner equivalent
to allowing the top and bottom fracture surfaces to overlap as illustrated in Fig-
ures 1b-1d. If instead, the asperity tips are modeled as spheres and the Hertzian
solution is used to calculate the deformation of the tips, the referénce planes still
remain parallel and come together an amount equal to the deformation of the

asperities. For both cases, the dimensions of the asperities themselves are impor-
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tant,vbut their spatial location on the fracture surface is not.

For comparison, the model described herein was used to calculate the dis-
placément, across phe same idealized fracture pictured in Figure la. To apply the
model, the fracture surface is first discretized as shown in Figure 2a. When a nor-
‘mal force is applied, the reference lines no longer remain parallel because the
asperities indent the half-spaces defining the fracture. This is illustrated in Fig-
“ures 2¢ and 2d where the dashed lines show the calculated deformation of the

reference planes.

Adding in. the deformation of the half-plane results in much greater changes
in fracture aperture than would occur if just the deformation of the asperities
were considered. To see this, compare Figure 2d to Figure 1c. In I, the reference
lines have come together 22.6% compared to their original position under zero
load. In 2d, the average displacement of the two reference planes is 25.7%. Even
though the displacement of the refere,nce-planes is roughly equal, Figure 2d shows

a greater reduction in aperture and appreciable changes in void geometry.

This change in geometry has important implications for fluid flow through
the fracture. The asperities have the effect of propping the fracture open while
more than average closure occurs in open areas. To illustrate, consider the ideal-
ized case of a single circular asperity between two parallel fracture surfaces as pic-
tured in cross-section in Figure 3a. Under zero load, the fracture aperture b is
everywhere equal and fluid flow is proportional to b® (Snow, 1965). As the load is
increased, the fractul;e surfaces deform as illustrated in Figure 3b. ‘The aperture
at the asperity is b —6 where 6 is the deformation of the asperity. The high aper-
ture pockets formed aroundvthe asperity are everywhere surrounded by a region of
smaller aperture (a). Under stress, the large voids formed around asperities will
affect the storativity of the fracture whereas the permeability will be largely con-

trolled by the smaller aperture regions adjacent to the voids.
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The change in fracture topography that occurs can be seen by looking at
aperture contours for a three-dimensional arfay of disks. Figure 4 shows aperture
contours and the displacement of the fracture surface for an array of 10 disks for
two different stress levels. Under low stress, the aperture is relatively uniform as
shown in Figure 4a. At higher stresses, the asperities begin to indent the fracture
surfaces creating high aperture pockets and steep gradients as indicated in Figure
4b. Work will continue to study the relationship between this change in fracture
geometry and fluid flow. Deviations from the cubic law that are observed in
laboratory experiments are likely due, at least in part, to these changes in fracture

topography with increasing stress.

'SPECIFIC STIFFNESS

Specific stiffness is a property that defines the relationship between épplied
stress and fracture deformation. More formally, specific stiffness is defined as the
average applied stress divided by the avérage displacement across the fracture
interface in éxcess of the displacement that would occur if the fracture were not
present. Laboratory experiments on single fractures in rock indicate that specific
stiffness is initially a sharply rising function with stress that levels off and

approaches a constant value (e.g., Goodman, 1976; Bandis et al., 1983; and

Pyrak-Nolte et al., 1987).

To begin to understand what properties of the fracture surface are important

in determining specific stiffness, the model described previously was used to per-

form a parameter sensitivity study. In particular, the effect of the asperity height
distribution was studied. It is the distribution of heights that determines the rate
at which asperities come into contact with increasing stress. The values of specific

stiffness calculated using the model were compared with laboratory measurements.

In developing realistic fracture models, it is important to consider the spatial
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correlation of the asperity locations and heights. . Nonetheless, as a first step in
demonstrating the model, we have considered disks of equal diameter (1 mm) dis-
tributed randomly across a planar surface. In reality, fracture surfaces are irregu-
lar rather than planar and parallel. However, the deformations calculated for the
idealized parallel surfaces can be superposed on the actual irregular surfaces to

obtain the true profile.

Curves of specific stiffness were generated using 100 disks distributed in an
area of 3.14 cm?® as shown in .Figure 5. The maximum contact area in this case is
925% when all disks are in contact. Using this spatial distribution, specific
stiffness as a function of ‘applied stress was calculated for a variety of height dis-
tributions. The resulting curves, and histograms of the height densities, are plét-
ted in Figure 6. The results show that for a fixed spaﬁial geometry, a wide range
of vbehavior can be obtained by varying the distribution of heights of the aspgri-
ties. In all cases, the stiffness curve rises sharply as increasihg numbers of asperi-
ties come into contact and then begins to level off as the r'ate at which asperities
come into contact diminishes. Eventually, the curve will asymptote when there is

no increase in contact area with increasing stress.

For comparison, the specific stiffnesses calculated using the niodel are com-
pared to a curve obtained by L. Pyrak-Nolte et al. (1987) in the laboratory for a
granite core sample with a fracture oriented perpendicular to the axis of the core.
In making the model calculations, a Young’s Modulus of 50.0 GPa and a
Poisson’s ratio of 0.2 was used to coincide with the values of the g_ranite used in
the laboratory experiment, For the l_a.boratory data, specific stiffness was 'ca.lcu-
lated by taking the inverse of the tangent ’slope to the stress vs. displacement
curve. The curve obtained from.thevlé,boratbry data is plotted in Figure 6 as the
.bold line. As can be seen from the ﬁgure, the curves obtained using the model,

assuming a maximum contact area of 259 and asperity heights distributed
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between zero and 100 microns, bracket the results obtained in the laboratory for
this particular specimen. The best matches are with curves 3 and 4 which have
height distributions that are more tightly cltﬁstered than those used to generate

curves 1 and 2.

The horizontal lines in Figure 6 show the maximum stiffness that can be
achieved using the particular spatial configuration shown in Figure 5. The curves
represent the limiting case that occurs when all asperities are of equal height;
Curves 5, 6, and 7 correspond to asperity heights of 30, 50, and 80 microns,
respectivély. .The difference between the lines is due to the difference in the
compressibility of the asperities; the shorter asperities are less compressible and
thus create a stiffer interface. The small difference between the lines indicates that

the absolute asperity height is not as important as the distribution of heights.

CONCLUSIONS

In modeling the behavior of‘ a single ffacture'with an aspe;ity model, it ha,é
been shown that accounting for the deformation 6f the half-spaces defining the
fracture leads to greater reductions in aperture than would be calculated if only
the deformation of the asperities were considered. In addition, the spatial
geometry of the asperities becomes important leading to differential deformation
of the fracture surfaces that can result in.signiﬁcantv changes in void geometry.
This change in aperture geometry with stress has particularly important implica-

tions for fluid flow calculations.

In previous work it was demonstrated that the spatial geometry of the asper-
ities and their dimension are important pai'ameters in determining fracture
stiffness (Hopkins et al., 1987). For a constant contact area, small, dispersed con-
tact points form a stiffer interface than large or clustered contact areas. Results

discussed here show that the distribution of asperity heights affects both the shape
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and magnitude of the stress-stiffness curve. The more nearly equal the heights,
the stiffer the fracture is. The distribution of heights is found to be more impor-
tant than the absolute height. Finally, the analytical model presented here has
been shown to yield values for specific stiffness that are consistent with those

observed in the laboratory for single fractures in natural rock.
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Zero Load

Figure 1. Schematic diagram of the change
in aperture with increasing stress for a
cross-section through an idealized fracture
assuming a simple interpenetration model.
The reference lines have come together 13%,
23%, and 32% in Figures 1b, ¢, and 1d, .
respectively. :

22

DISCRETIZED FRACTURE SURFACE

as

Figure 2. Calculated change in aperture with
increasing stress using the model described

in Section 2 for the same idealized fracture
pictured in Figure 1a. The reference lines
have come together 17% and 26% in Figures
2c and 2d, respectively. ‘
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3a

Figure 3. Cross-section of aperture for a single asperity between parallel plates under
zero load (a) and after a load is applied (b).
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Aperture contours and the displacement of the fracture surface at two

Figure 4.
stress levels. Under low stress (16.6 MPa), the aperture is relatively uniform (4a).
At higher stresses (50 MPa), the asperities begin to indent the fracture surfaces

creating high aperture pockets and steep gradients as indicated in 4b.
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Figure 5. Spatial orientation of disks used to generate the curves of stress vs.
specific stiffness plotted in Figure 6. Disk diameter is 1mm. '
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Figure 6. Curves (1-4) of stress vs. specific stiffness for the spatial geometry
shown in Figure 5 and different height distributions (plotted as histograms). The
bold line is a curve obtained from laboratory data for a granite core specimen con-
taining a single fracture. Lines 5-7 are the values of stiffness calculated assuming
the asperities to be of equal height (heights of 30, 50 and 80 microns, respec-

tively).
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Channeling Characteristics of Flow and Solute Transport

through a Rough-Surfaced Fracture

Y. W. Tsang, C. F. Tsang, F. V. Hale,
L. Moreno™, and I. Neretnieks*

INTRODUCTION

There are experimental evidences (both on the laboratory scale and in the field)
that fluid flow in a single fracture does not occur evenly in a fracture plane, but that
majority of the flow takes place in a limited number of preferred paths. We present
here our investigations of flow in two dimensions, corresponding to the physical situa-
tion of flow in single fractures. By solving for the flow using the Laplace eqﬁation in
two-dimensions, we would like to understand the flow characteristics in single frac-
tures and to identify the key parameters that control the channeling flow pattern, thus
affording a way to interpret single fracture field and laboratory experiments which

exhibit channeling behavior.

METHOD AND RESULTS

Here we outline the numerical model to calculate the fluid flow and solute tran-
sport through a single fracture with variable apertures. The fracture plane is partitioned
by grids with different aperture values assigned to each square_enclosed by gridv lines.
The spatially varying apertures in the, single fractures are generated using geostatistical

method, based on a given aperture 'dehsity distribution and a specified spatial

+ Department of Chemical Engineering Royal Institute Of Technology S-100 44 Stockholm, Sweden
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correlation length. Figure 1 shows two realizaiions of statisticaliy generated apertures
with identical mean and variance of the log-normal éper‘ture density distribution. Fig-
ure la différs from Figure 1b only in the spatial correlation length of the apertures.
The correlation length is expressed in terms of a fraction of the linear extent of the
square generated region, it is 0.1 in Figure la and 0.4 in Figure 1b. The variation of
the apertures is represented by the different shading of the mesh, the darker the shad-

ing, the smaller the aperture.

The squafe region of.unit area of Figure 1 therefore represents a single fracture
with spatially correlated variable apertures as a flow region. Constant head boundary
conditions were assumed for the left and right boundaries, no flow conditions were
assumed for the other two boundaries. The local resistance to the fluid flow was
assumed to vary inversely as the cube of the local aperture. The fluid potential at each
mesh intersection was computed and the steady state flow rates between all adjacent
nodes were obtained. The flow rates between the nodes vary over several orders of
magnitudes. To display the variation of the large range of flow rates over the entire
fracture, the volumetric flow rates are plotted in Figure 2, where the thickness of the
lines joining nodes varies as the square root of the flow rate. We have cmﬁéd out this
kind of simulation for many realizations of the aperture variation (Tsang et al., 1987,
Moreno et al., 1987). We found that the flow patterns always display the preferred
paths of large volumetric flow rates that are formed because of the variation of the
apertures within the single fracture plane; and that there is a tendency for all the flow
paths of large flow rates to coalesce into a ‘‘channel’’ on the order of one spatial
correlation length in width, and the spacing between these large flow rate ‘‘channels”

also is on the order of the spatial correlation length of the fracture apertures.

Solute transport phenomena are investigated by tracking the particles advected
through the fracture. Particles are let in at the left hand (higher constant head) boun-

dary in Figure 1 and collected at the right hand (lower constant head) boundary. A plot
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of the number of particles collected at all the outlets on the right hand boundary at
different arrival times constitutes the breakthrough curve. In general, the breakthrough
curves of tracer transport in two dimensions through these variable-aperture fractures
have a fast rise at early times, since the majority of particles take the fast flow paths;
Vthen there is a long tail in the breakthrough curve due to a small fraction of particles
meandering through the fracture, including in their flowpaths many sections with
extremely small volumetric flow rates. Our results show that the dispersion divsplayed
by these breakthrough curves, as measured by the ratio of the differeﬁce of 90% and
10% concentration arrival times to the mean arrival time, do not vary significantly with
different statistical realizations of apertures nor with different correlation lengths. This
follows from the fact that these breakthrough curves involve the residence times of all
possible flow paths which originate from the injection line on the left 'boundary and
terminate on the exit line of the right boundary, and both boundaries cover several
correlation lengths. So the information contained in the breakthrough curves is an
average over several correlation lengths, hence the insensitivity to statistical realization

and correlation length value.

.

On the other hand, the spatial pattern of tracer breakthrough seems to depend
very much on the spatial correlation length of the aperture variation in the single frac-
ture. The tracer breakthrough characteristics as a function of space are shown in the
contour plot of the number of particles in Figures 3 and 4. The x axis represents the
spatial axis of the left hand boundary in Figure 1, which is the boundary for inlets.
The y axis represents the spatial axis of the right hand boundary, which is the boun-
dary for outlets. In experimental measurements, information as to the position of the
outcoming tracer are represented by the y coordinate of the tracer concentration in Fig-
ures 3 and 4. The position from which the outcoming tracer originates is contained in
the x coordinates; this information ‘can be obtained experimentally only when different

tracers (e.g., different dyes) are introduced at different locations at the input boundary.
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The contours denote the particle number that enter or exit the single fracture. These
figures show that the fast ﬁbw paths for tracer transport tend to ‘coales»c‘:e into ‘‘chan-
nels” with width and spacing on the order of one spatial correlation length, A com-
parison of Figure 3 with Figure 4 shows the difference of flow pattern between the
cases with correlation 0.1 and 0.4. This kind of plot of measurable data may be a pos-
sible means to estimate the spatial correlation lengths of the systerh. More work is

needed to develop this further.

CONCLUSION

The variable-aperture character of a fracturelcaus'es its fluid flow and tracer tran-
sport properties to be quite different from those derivable from the parallel-plate model
of the fracture. To understand the character of fracture flow and transport requires
new measurements and analysis methods. In this report, the channeling of fluid flow
and tracer transport in a single fracture has been demonstrated. Based on our calcula-
tions in two-dimensions here, we recommend point injection measurements such as
Figures 3 and 4 which probe the spatial correlation length of the aperture hetero-
geneities in the single fracture. Ouf calculations also show that if one employs line
injection and line collection of tracers, where the measurement line lengths cover a
few correlation lengths, then the resultant breakthrough curves tends to be more stable
and not so sensitive to the local heterogeneities, and therefore may be analyzed to elu-

cidate the dispersivity of the system.
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Figure 1.  Statistically generated apertures in the plane of a single fracture of
linear dimension 1.0, with a spatial correlation length of 0.1 (a) and
0.4 (b) respectively.



-58-

2 b

-0 [___I ] 1.0
=
ﬂ
: -

J i

05 L~—1 0.5
' Jd
—-J
- I

i J [ a
0+— , 0 ]

0 0.5 1.0 0 05 k
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Contours of particle number as a function of tracer entrance location
and collection location, for a fracture with aperture variation as
shown in Figure la.
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Contours of particle number as a function of tracer entrance location
and collection location, for a fracture with aperture variation as
shown in Figure 1b.
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Tracer Transport in Fractu_réd Media—a Variable-Aperture

Channel Approach

Y. W. Tsang and C .F. Tsang

INTRODUCTION

There .are field evidences that fluid flow in fractured crystalline rock mass is very
uneyenly distributed and takes place in selected preferred paths. This is the flow chan-
neling phenomenon, which seems to be present in both three-dimensions for a network
of fractures and in two-dimensions in a single fracture. We have developed (Tsang
and Tsang, 1987) a theoretical approach to treat the ﬂuid_ﬂow as through a.system of
statistically equivalent one-dimensional flow channels. Each channel has variable aper-
- tures along its length which conform to a given aperture density distribution and a spa-
tial correlation length. By including only the essential physics of flow through a tight
medium in this conceptual model, we seek to analyze flow and tran'spon data in two
and three dimensions in a highlif heterogeneous medium by a system of independent
one-dimensional channels, thus simplifying the computation effort enormously. In this
report, we shall apply the one-dimensional channel model to the two-dimensional flow
and tracer transport in a single fracture. Based on the insight gained, we shall discuss

the implications of flow channeling to field measurements and data interpretations.
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Interpretation of 2-D Tracer Transport by the Channel Model

Results are presented in the previous article in this report for flow and transport

in two-dimensions in a single fracture with spatially correlated variable apertures. The

flow through such a heterogeneous system is obtained by solving the Laplace equation

for the fluid potentials within the fracture, and the tracer breakthrough is obtained by

tracking particles in the steady state flow field. To analyze the two-dimensional results

with the one-dimensional variable-aperture channel approach involves:

1)

()

3

determination of the apertures on the particle flow paths from the two-
dimensional simulation. Figure 1 shows a typical normalized aperture density
distribution for all the apertures in a fracture (broken curve), and for the subset of
apertures specifically along the particle flow paths (solid curve). The figure illus-
trates clearly that the smallest apertures are avoided in two-dimensional flow

through a fracture.

employing the aperture density distribution that characterizes the apertures on the
particle flow paths, derived from the previous step, to generate one-dimensional
statistically equivalent channels. A breakthrough curve is then derived from the

residence times of the set of channels.

comparing the breakthrough curve derived from the channel model to that of the
two-dimensional simulation as shown in Figure 2. The solid curve shows the
results for the average of the two-dimensional simulations for eight realizations of
aperture variations. The long-dash broken curve is for the average of the one-
dimensional channel model calculations using the aperture density distributions as
derived in step (2). The horizontal bars give the limits of the spread of values for
eight realizations. We also construct a system of constant-aperture channels using
the aperture density distribution from step (2). The resultant breakthrough is
shown as the short-dash broken curve in Figure 2. Finally, if the entire fracture

has only one constant aperture, then the plot in Figure 2 would be a step with
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tracer concentration equal to 0 before vt =1 and 100% thereafter, implying a pis-
ton flow with zero dispersivity. The resultant breakthrough through of such a
parallel plate representation of a single fracture is shown ‘as the dot-and-dash

curve in the figure.

Figure 2 is plotted with time on the horizontal axis normalized to the mean
residence time t,, in order to compare the dispersivity predicted from different models.
The actual values of mean residence times from the different models are presented in
Table 1. The second column gives the expected values obtained by dividing total frac-
~ ture volume by the calculated total flow rates in two-dimensions. The third column
gives the mean particle residence times from the breakthrough curves‘ derived from
particle tracking in two-dimensions. These agree within a few percent of the values in
column 2. The fourth column gives the mean residence time from the breakthrough
curves derived from the one-dimensional variable aperture channel model. We note
that the mean residence times are within a factor of two of those derived from the
actual two-dimensional transport. The last column gives the mean residence times
obtained from the breakthrough curves derived from a system of constant aperture
channels. The mean residence timés in this last column are typically two to three ord-
ers of magnitude smaller than those predicted from both the two-dimensional and one-
dimensional variable-aperture channel representations. This is easy to understand since
in the constant-aperture channel representation, the larger the aperture, the shorter the
residence time, therefore the average is heavily weighted by the residence times of the

largest constant aperture channels.

The qualitative agreement between the results from the one-dimensional variable-
aperture channel model and the two-dimensional simulations in both Figure 2 and
Table 1 is good. Calculations (Tsang et al., 1987) show that if in tracking the particles
in the two-dimensional simulations we group the particles in quartiles according to

their residence times within the fracture, and if the aperture parameters of the fastest
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quartile of particles are used to generate the variable-aperture channels, then the resul-
tant breakthrough curves agree even better with those from two-dimensional simula-
tions. This paved the way (Tsang et al., 1987) for an invérse calculation to be carried
out, in which we determine the aperture parameters which characterize the most con-

ductive flow channels from the two-dimensional fracture breakthrough data.

CONCLUSIONS

In analyzing tracer breakthrough data from transport in a two-dimensional single
fracture in terms of statistically equivalent one-dimensional channels, we could back
out the coefficient 'of variance for the aperture distribution along the most conductive
flow channels (Tsang et al.,, 1987). Furthermore, in the variable-aperture channel
model the mean residence time, t;, from tracer measurements reflects the mean aper-

ture of the actual flow channels.

The breakthrough data referred to in this report are comprised of a sum of meas-
urements over a line covering a few correlation lengths. Channeling, by its very
definition, implies that flow is very uneven spatially and there may be large areas
where the flow and transport is zero. No existing theoretical approach can predict
deterministically the tracer flow paths and the tracer breakthrough curve at one particu-
lar observation point. Point measurements are hard to interpret in heterogeneous sys-
tems. However, for tracer transport which sums over data from multiple-point measure-
ments spanning a few correlation lengths, many channels will be involved and we may
be able to use the present model to predict the total tracer breakthrough curve. This
underlines the usefulness and importance of making tracer measurements with line

tracer injection and line observation of tracer emergence.

-
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Table 1. Mean residence times calculated from (a) fracture volume divided by
total calculated flow rate, (b) mean particle travel times from 2-D cal-
culations, (c) mean residence times from a system of statistically
equivalent 1-D variable-aperture channels and (d) mean residence
times from a system of constant-aperture channels.

Mean Residence Time (arbitrary units)
Run

Fracture Volume 2-D Variable- Constant-

Aperture Aperture
2-D Flow Rate Particle Tracking  1-D Channels 1-D Channels

0.59 0.59 0.82 0.004
1.46 1.49 1.6 0.012
0.35 0.31 0.39 0.007
0.33 0.33 0.11 0.006
0.07 0.07 0.06 0.0005
2.29 2.30 3.10 0.007
0.86 0.85 1.15 0.0047

0.30 0.30 0.35 0.003
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A Scheme for Calculating Flow in Fractures Using
Numerical Grid Generation in Three-Dimensional

Domains of Complex Shapes

J.C.S. Long, P. A. Witherspoon and K. Muralidhar

The science of fracture hydrology is a relatively new field. It is a separate
endeavor from classical porous media ground water hydrology' because analysis tech-
niques developed for porous media do not work well for fractured rock. Basic research
is needed to understand how the features of fractures control flow in‘ the rock. To that

end, we are interested in how the features of individual fractures control flow.

Fractures in general have rough sides and these sides are held apart through the
contact of asperities on the surfaces. The area of contact, ‘‘contact area’’, is irregular
as is the aperture of the fracture where it is bpen. Thus from the point of view of fluid
mechanics, a fracture is an irregular three-dimensional channel with irregulg.rly spaced

and sized obstacles.

To characterize the geometry of such a channel is a problem in itself. On going
research is focussed on the quantification of void geometry in a fracfure. Several
laboratory and analytical techniques are under investigation. Casts of the fracture can
be made by injecting a low melting point metal into the fracture (Pyrak-Nolte et al.,
1987). The fracture can then be taken apart and both sides photographed. In such a

- photo, the contact area shows up as the color of the rock and the open area show up as
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the color of the metal. Both photographs and profile data can be used in a conditional
geostatistical simulation which provides an estimate of the aperture as a function of
location in the fracture plane. Alternatively, it may be possible to quantify the
geometry of the fracture directly using parallax photography. This task has been con—.
cerned with how we can proceed to analyze flow through the channel once the

geometry is defined.

The problem of fluid flow in an irregular geometry can be solved theoretically
only if a numerical approach is adopted. Further, any such scheme must have a
definite capability to handle boundary shapes which do not coincide with coordinate
lines. In the present work, a three-dimensional grid generation procedure is described,
which maps the interior of a complex region onto the interior of a rectangular paral-
lelepiped. Thfs also guarantees that the boundaries of the transformed region represent
constant values in terms of the new system of coordinates. The flow computation is
performed in the newly defined region, and an inverse transformation rule extracts
values of flow velocities and pressure in the geometry of interest. This two-step pro-
cedure of grid generation followed by flow calculation is described in detail in the final

report for this task (Muralidhar and Long, 1987).

Mesh generatiori is useful to the numerical solution of partial differential equa-
tions in a fracture because the profile of the flow boundary is usually different from
that of any of the fundamental coordinate systems. This leads to interpolation errors in
boundary conditions which in turn could significantly deteriorate the overall accuracy.
There are alternative methods, such as the finite element method (FEM), where boun-
dary shape can be included in the formulation of the physical problem, through the use
of higher order elements. Whether FEM results in more or less algebraic complexity
than the approach presented here remains as yet unresolved. Considerable gain in
accuracy can be accrued through grid generation by selectively relocating nodal points

to represent critical portions of the flow region while keeping the total number of
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nodes fixed. A skewed mesh also causes a larger truncation error compared to an
orthogonal system. The mesh generation procedure described in this report provides a
systematic way to reduce the skewness both in the interior of the physical space, as

well as the manner in which the grid line intersects the boundary.

In: this work, the emphasis is on grid generation which can, (1) be acconiplished
via differential equations, (2) handle complex l;oundary shapes, and (3) impose a
pre-determined degree of orthogonality on the grid lines. The formulation is presented
in three dimensions, suitable for flow analysis in a single rock fracture. It is géneral
enough to be extended to include other mesh properties such as concentration of nodes
near a point or line, where severe gradients in the ﬁeld variable are likely to occur.
The governing equations for grid transformation are written with respect to the Carte-
sian coordinates and the solution for the grid points in the physical space constitutes a
transformation law. This procedure falls in the class of tcchniqués‘ which employ
boundary transformation to accommodate complex domains. The mapping function is
implicit in the differential equations required folr the transformation and has only a
point wise definition. The rectangular geometry which arises after transformation can
be advantageously used for performing computation of the physical problem. This is
because the regular boundary shapes \permit easy application of boundary conditions.
Further, the nodal points in this space are placed at equal intervals, making discretiza-
tion rules algebraically simple. The whole process of transformation is accommodated

in the mathematical model by viewing it as a change of coordinates.

The actual differential equétions chosen to déﬁne the mapping function depend
ultimately on the physical problem prevailing on the flow domain. The interest in this
study is restricted to low Reynolds nunibcr steady flow in rock fractures, and the
respecti?c equations and boundary conditions are known to form an elliptic problem.
The grid generated from such a system of equations has built-in smoothing properties,

as is observed in related diffusion-dominated problems. Little modification is required
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to extend this to time-dependent cases. However, in high speed flows, it is necessary

to permit the formation of boundary layers, and special treatment is usually required.

The oldest and the simplest method of transforming a given shape to another con-
venient one is Conformal Mapping (Churchill, 1960), arising from complex variable
theory'. If an analytical mapping function can be found for the boundary shape at hand,
then.the grid is generated with littie effort, and is naturally orthogonal everywhere in
the domain. Further, in many linear problems the governing equations are fully
preserved. However, the analytical procedure cannot be generalized and is definitely
1irnifed to two-dimensional regions. A related type of mapping based on algebraic for-
mulas and which can be extended to three dimensions has been described by Eisman
(1985). It has been found to be useful in the aeronautics industry, where smooth aero-
foil shapes are frequently encountered. The approach utilizing differential equations
" (as opposed to ;algebraic expressions) is quite recent, and a summary of the procedure
involved has been provided by Thompson et al. (1982). The motivation to use
differential equations comes from Conformal Mapping Theory, where the real and the
imaginary parts of the mapping function must be harmonic, i.e., satisfy Laplace equa-
tion. Thompson et al. (1982) also describe the use of Poisson equations for grid gen-
eration, where, by a proper choice of source terms, the desired grid control can be
accomplished. Brackbill and Saltzmann (1982) have extended this minimization prin-
ciple to include various measures of grid quality, such as orthogonality and concentra-
tion as constraints. The variational method appears to be the most general of all tech-

niques and has been used in our work.

Grid generation viewed as a numerical procedure for coordinate transformation
has been recently used in the solution of two-dimensional continuum problems in both
fluid and solid mechanics. Altus and Bar-Yoseph (1983) have studied stress distribu-
tion in orthotropic, laminated composites using this method. Projan, Rieger and Beer

(1981) have studied free convective movement of a fluid in the gap between eccentric
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cylinders, by mapping it into a rectangular strip. Goldman and Kao (1981) have
described their experience with this technique, applied to heat conduction problems in
multiply-connected domains. Napolitano and Orlandi (1985) have published results of
a comparison study of laminar flow in a complex geometry, using different numerical
schemes. Those employing coordinate transformation are seen to be the most accurate

simulations.

The final report (Muralidhar and Long, 1987) consists of two parts. First, the
equations governing grid generation in three dimensions, including a method to
improve orthogonality of the generated coordinates are fully derived. These equations
are valid for both simply and multiply connected domains. It is usually simpler to
solve for the flow field in a multiply-connected domain where the “‘holes’ overlap the
coordinate lines, rather than convert it to one which is simply connected, by use of
branch surfaces. This approach could however fail, if the stiffness matrix to be
inverted is singular due to these holes in the matrix structure. Secondly, the equations
and boundary conditions governing flow are presented in both Cartesian and the
transformed coordinates in both twb dimensions and three dimensions. The numerical
procedure for the solution of these equations is developed in each case and this is fol-

lowed by results of selected test cases.
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Studies Relating to the Stress Corrosion of

Minerals in Radioactive Waste Repositories

J.A. Apps and A. Meike

Introduction

Pressure solution is a widely observed phenomehon in nature and is the prin-
‘ cipal means through which water saf,urated rocks compact and deform at tem-
peratures below 400° C, [Tada and Siever (1987); Elliott (1973)]. Pressure solu-
tion is often a controlling mechanism for slip along faults (e.g., see Lehner and
Battaille, 1984) and for the formation of slickenslides commonly observed on fault
faces. The actual mechanisms involved are not clearly understood, .and differing
hypotheses have been advanced over the years to explain field observations, c.f.,

Weyl (1959), Ostapenko (1968), Elliott (1973), Rutter (1976), Lehner and Bat-

taille (1984), and Tada et al. (1987)..

| Recent high voltage electron microscopic studies of the micromechanics of
deformation‘ in limestone (Meike, 1986)‘have providéd convincing evidence of
several processes that have not been adequately recognized in past studies, but .
which may be of widespread applicability to many rock types and mineral phases.
Meike observed that localized stress had induced stress corrosion cracking in the
constituent calcite crystals of thé lirhestone, and that this cracking had pro-
pagated through concurrent dissolution at the crack tips. The dissolved calcite
had precipitated elsewhere in the rock, mainly in voids and distensional cracks.
"Of note was the tendency for»phyllosilica_tes to grow in the voids of the develop-

ing cracks.
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N. G. W. Cook (personai communication, 1986) also concluded from
independent arguments relating to the ‘deformation of rocks, that localized
stresses could exceed that necessary to induce dislocations in individual crystal
grains. Furthermore, cracks in certain orientations in a stress field could induce
exceedingly high localized stresses at their tips, Which would also cause defect for-

mation.

Preliminary calculations using normalized deformation maps from Ashby
(1972) indicate that for those minerals where appropriate data .is available, all
will be éubject to crystal .dislocations_.under the stresses anci temperatures
expected in the near field of all three potential high-level repository sites. Field
observations showing manifestations of ‘pressure solution phenomena are presently 'v
known only at the chada Test Site, where slickensiding on faults, is observed to
have affected secondary zeolites (Carlos, 1985). Although no pressure soluticn
~ phenomena have been described in Permian evaporites of thc Palo Duro Basin,
owingv to the lack of observed faulting, studies by Urai (1983) on polycrystalline,
carnallite and bischofite and by Baes et al. (1983) indicate that pressure solution
is avdominant deformation mechanism operating in evaporite minerals. In basalts
of the Pasco Basin, field studies of faulﬁ plane mineralogy and the occurrence of
pressure solution phenomené héwe not been ‘made. However, the high regional
stresses and the metastable conditicﬁ of the glaés suggest that a form of pressure

solution is highly likely in the near field region of the repository.

After excavation of a reposito;‘y, localized stresses sucr_'ounding waste con-
tainer wells, and even drifts and crosécuts, would, when resaturated and sub-
jected to elevated temperatures due vto the decay of radionuclides in the waste,
induce pressuré solution along cracks and fractures iﬁ the host rock. This will
lead to supersaturation wi{;h respect; to both primary and secondary minerals.

Local recrystallization and precipitation of secondary minerals will occur in voids
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and adjacent i'gck pores with potentially dramatic changes in rock porosity and
permeability. The secondary minerals in the Pasco .Basin or the Nevada Test
Site host rocks would be cliay,ys and zeolites. Both mineral classes are potential

hosts for a variety of toxic radioelements.

Information to quantify the pressure solution mechanism is sparse. Labora-
tory studies between 200-350°C (de Boer et al., 1977; Sprunt and Nur, 1977)
shdw that pressure solution can be very rapid and lead to significant changes in
porosity and permeability of unconsolidated sands within weeks. Calculations
with assumed empirical activation energies at repository temperatures suggest
that pressure solution phenomena would be significant for the expected repository

temperatures and host rock mineralogies at all three potential repository sites.

Pressure solution is a phenomenological process. The objectives of the
present research- are to elucidate the mechanisms involved, and establish their
importance or otherwise in modifying the hydrologic, geochemical and mechanical
properties of the near field host rocks.- From our review of the literature, and
knowledge of geochemistry and rock mechanics, we hypothesize that pressure

solution occurs as follows:

1. High localized stresses induce the formation of crystal defects at the

asperities of mineral grains, and at the tips of microfractures.

2. The resulting high defect densities will enhance dissolution kinetics

leading to supersaturation with respect to the affected minerals.

3. Dissolved chemical constituents will migrate away from asperities or
crack tips into adjacent voids wher_g precipitation ma&voccur, or advect-
ing fluid mayvvcarry them: away af'tve,r mixing and dilution. Diffusion of
dissolved mineral constitl'-ierit'{s aiway from asperities may be retarded by

visco-electric forces in the aqueous surface boundary layer (Rutter,

1976; Tada et al., 1987), or it may be enhanced through some surface
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diffusion phenomenon (Jensen and Radke, 1986), or diffusion may also
take place through a layer of water thick enough to be only slightly
affected by interfacial forces (Lehner and Bataille, 1984).

We are conducting a research program to resolve the major uncertainties.

This program includes:

(1) An experimental study to measure enhanced dissolution kinetics due to

©)

(3)

(4)

stress-induced defect formation in selected minerals.

Studies to evaluate the stresses required to induce defect formation, -
using a high voltage transmission electron microscope (HVEM).

HVEM and high resolution electron microscopy (HREM) of naturally
deformed chert to clarify the micromechanical details of stress-induced

dissolution and reprecipitation in silica.

A critical review of the literature to determine the rate-controlling
mechanisms involved in the dissolution and transport of chemical con-

stituents away from stressed asperities.

Progress during FY 1987

1. Experimental Study to Measure Enhanced Dissolution Kinetics in

Minerals Due to Stress

After discussions with Professor Neville Cook, Hans-Rudolph Wenk both of

the University of California, Berkeley, and the late Dr. Hugh Heard, LLNL, a

design for a pressure system to measure the dissolution rate of radially stressed

slotted single crystals of selected minerals as a function of temperature, confining

pressure and ‘‘pore’” pressure was finalized. The Laboratory solicited bids from

all potential fabricators, and selected Coretest Laboratories, Mountain View, Cal-

ifornia, as the only bidder who came within budget and met all specifications.
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The equipment was fabricated and delivered in August, 1987. A conceptual

description of the equipment is described in last years’ annual report (Apps 1987).

Modification of the pressure vessel, installation of the furnace and fabrica-
tion of the internal cell holding the single slotted crystal and interfacing with a
HP data acquisition system and microcomputer remain to be completed before
experiments can begin. Details of the planned procedures are given in last year’s

“annual report (Apps 1987).

2. Evaluation of Stresses Required to Induce Defect Formation

The dislocation activation stress (DAS), i.e., the minimum stress required to
induce dislocations, must be known to predict deformation due to stress-related
heterogeneous dissolution. DAS is specific to a mineral slip system. The critical
resolved shear stress (CRSS), usually measured by bulk methods, is accurate
enough to predict textures and other homogeneous deformation phenomena, but

exceeds the associated DAS by an unknown amount.

The two studies described below aim at a predictive approach to stress-
related heterogeneous dissolution. In the first, in-situ experiments to measure
DAS directly have been developed for two mica minerals, (Meike, 1988), based on
successful in-situ strain experiments on metals and ceramics. These experiments
are difficult, and the physical characteristics of rock-forming minerals limit the
direct application of existing experimental procedures. In the second study, a
more feasible method was developed to obtain estimates of DAS from static
observations of dislocation density gradients. Preliminary experiments were con-

ducted on calcite.
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Direct measurements of dislocation activation stresses from HVEM in-situ experi-
ments i ,

The purpose of this investigation is to develop a technique for straining two
mica minerals, muscovite (KAly(SizAl)0,o(OH,F),) and biotite (KMgog 18
Fes 41 0)(Si3Al)0,0(OH,F),) in-situ at the HVEM. These sheet silicates were
chosen for some characteristics that facilitate preparat‘ioﬁ, and for others that
hamper preparation but are common in rock-forming minerals. Muscovite and
biotite are soft, elastic, relatively easy to prepare and translucent in thick section,

“but are brittle and cleave easily in thin fragments. Successful experiments will be
used to calculate muscovite and biotite (001) DAS (Messerschmidt et al., 1979).

The HVEM permits the use of relatively thick specimens to reduce the teﬁ- v
dency to fracture and the surface control of deformation mechanisms. Mica
layers 30-60 pm thick were peeled along (001) cleavage planes and narrow strips
(~2 mm X 5 mm) cut with a razor blade. One of the sl;lp directions was aligned
with the loﬂg axis of the strip. Specimens were attached to pieces of a sliding
beryllium-copper alloy cage. The standard tensile straining configuration was
modified to a simple shear geometry in order to optimize conditions for (001) slip
in the direction aligned with the long axis of the specimen (Meike, 1988). The
mica specimens were placed between the two pieces, to permit an attachment
method that modifies the stress geometry (Figure 1). An atom milled performa-

tion in the middle of the specimen was the focus of the search for dislocation

activation. The straining experiments were videotaped.

The intermediary cage used to modify the straining geometry between a
specimen and the tensile straining stage makes possible the use of both the most
widely available tensile apparati and the soundest orientation for the mineral
specimen. The option introduces more flexibility for specimen preparation and

should reduce barriers to in-situ strain experiments on a variety of rock-forming
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minerals under more difficult, high temperature conditions. The simple shear
geometry offers a preparation alternative to other investigation of deformation

including shear induced phase transformations and twinning.

Most observed dislocations originated during sample preparation. In
muscovite, dislocation segments between pin points (>20 pm) were too long to
activate within the limits of the strain stage, even near the atom milled stress
raiser. However, (010) and (001) dislocations may have been activated in the
most recent experiments on biotite. The apparent difference between biotite
(001) DAS and muscovite (001) DAS may only reflect the development of a better
technique. However, the resulté are consistent with arguments that the chemical
variation in the octahedral layer of biotite may allow dislocations to activate with

greater ease than in muscovite (Bell and Wilson, 1986).

Estimating dislocation activation stresses from stress gradients in calcite

The purpose of these experiments is to determine the DAS from a gradient
in dislocation density by creating a predictable stress gradient in single crystals of

calcite.

‘Cones (9.25° 1/2 angle) were cut from large crystals of Iceland spar parallel
to (0001), and one end ground parallel to (0001). The cones were fitted with
cylindrical indium jackets with conical interiors (9.25° 1/2 angle), and placed in

cyiindrical silver jackets sealed with tungsten carbide discs (Figure 2).

All experiments were conducted in a 10 Kb triaxiél gas apparatﬁs built by S.
Kifby for the Rock Mechanics Laboratory at USGS, Menlo Park. The calcite
cones were heated to experimental temperature (50°, 100;, 150°C). The
confining medium, argon gas, was raised to 1 kbar before the uniaxial load was
applied parallel to (0001). The actual strain rate differs from the nominal rate

(10‘5) by a only few percent for strong specimens and therefore must have
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differed very little for a weak calcite specimen at the low experimental stresses.
The specimens were unloaded immediately after the strain gauge measured an

initial permanent deformation.

Deformed cones were sectioned vertically through th_e center. TEM mounts
(3 mm dia.) were taken along the cone axis of each thin section and thinned.
Observation with the HVEM permitted the use of thicker parts of the specimen
for more accurate dislbcation density estimates. Multiple orientations of the sam-
ple were used to determine dislocation Burgers vectors and to avoid the sys-
tematic omission of low contrast dislocations.

A strain gradient was achieved in preliminary experiments. The smaller end
of each cone deformed permanently while the larger end has retained its original
shape. Dense concentrations of dislocations (~101°‘cm‘2) are observed at the
small ends of the cones. In general, the dislocation density decreases as the
cross-sectional area perpendicular to the cone axis increases.. The presence of
very densely spaced dislocations support the observation that a strain gauge

- offers only a very crude approximation of microscopic deformation.

3. Examination of Stress-Related Dissolution in Deformed Cherts

A transmission HVEM and HREM investigation was conducted on a drasti-
cally modified chert fold from the Marin headlands, California. This study per-
mits examination of a natural case of stress related dissolution in a low tempera-
ture SiO, rich system and is a basis for comparison of field deformation mechan-
isms with those to be observed in the experimental investigation of radially
stressed slotted cylinders cyf quartz 1(A_pps, 1987). It also offers the opportunity to
examine the solution cleavage mechanism, microstructures associated with hetero-

geneous diffusive mass transfer in a partially amorphous or microcrystalline

material, and to review the role of dislocations, which require crystalline material
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to exist.

The aim of the electron microscope investigation is to identify the phases
and their distribution with respect to the solution cleavage surface, and to
characterize the grain boundaries. Thin sections were selected from areas and
orientations that represented fold features in 3-dimensions (Figure 3). Copper
grids were epoxied to key areas, excised from the rest of the thin section and ion
milled to approximately 300 angstroms. Hand specimens, thin sections and TEM
foil were mapped in detail to permit identification of areas representative of
heterogeneous diffusive mass transfer process during electron microscopy.
Transmission electron microscopy was conducted at a 1.5 MeV Kratos high vol-
tage electron microscope, which permits greater flexibility in the choice of site
and orientation in the specimen analyses than lower voltage systems. High reso-
lution and dark field techniques were used extensively to determine the presence
of second phases and perturbations of the crystal structures along grain boun-

daries.

The non-cylindroidal fold exhibits soft sediment deformation, bedding paral-
lel mineral segregation, two distinct phases ‘of brittle fracture with secondary
quartz filling, and cleavage perpendicular to bedding. The deformation complex-
ity survives to the submicroscopic scale. Representative microstructures from
deformed quartz veins, bedding parallel opaque layers and the chert matrix were

documented.

The presence of dislocation microstructures in a large secondary vein filling
supports thin section evidence of a subsequent episode of deformation. The
heterogeneous distribution of dislocations within and between the crystals sug-
gests that the secondary quartz was deformed under conditions between brittle

and ductile styles of deformation. An opaque layer parallel to the bedding con-

sists primarily of fine grained phyllosilicates. Large equant phyllosilicate plates
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were observed in addition to the lath-shaped cross-sections. Although magnetic
minerals are distributed irregularly through the rock, they are‘pr»imarily associ-
ated with the phyllosilicates. Their heterogeneous' distribu’pion caUs‘ed variable
electron beam stability, and astigmatism in some of the images. The bright
field/dark field image pairs typical of the chert matrix, adjacent to the
phyllosillicate-bearing opaque. layer, permitted identification of fine interlocking
grains of quartz and chalcedony. Pods of quartz, often portions of radiolaria or
quartz-replaced foraminifera tests within the anastomosi.‘né phyllosilicate layers,
are typical pressure solution effects. The quartz crystals within the foraminifera
indent each other in anéther common pfessure solution configuration. In one
high resolution image, quartz lattice fringes from a quartz. pod terminate at a
sharply defined, high ahgle grain boﬁndary. In another of quartz grains sur-
rounding a pore, a small grain also indents a larger grain at an. abrupt 'high angle
boundary. . No evidence of an amorphqus or second phase has been observed
along either the tightly interlocked or more open types of grain boundary. Previ-
ous work on carbonates (Meike and Wenk, 1988) demonstrated that the evidence
for the mechanism of heterogeneous diffusive mass transfer can be confined to a
~very restricted area. Further high resolution and standard electron microscopy is

needed to clarify scope and magnitude of the mass transfer process.

4. Review of Intergranular Transport

As noted in the introduction, the literature is replete with conflicting
hypotheses regarding the transfer of molecular material from the loci of dissolu-
tion to pores or voids in a rock. While it is generally understood that diffusive
transfer occurs along intergranular boundaries in a chemical potential gradient, it
is not clear how thick the intergran_uiar boundaries are, or how they affect the

- diffusion of molecular species. This must be clarified, as estimates of the
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molecular ‘diffusion coefficient in the inferlayer boundary vary from about
109 m? - sec! (Lehner, and Bataille, 1984) to as low as 1071® m? - sec™! (Breen et
al. 1983); a variation of seven orders of magnitude. This raises the question
whether surface dissolution at the mineral asperities or diffusive transport is the
rate controlling step in pressure solution. Because the activation energy for sur-
face dissolution is usually high compared with that involved in aqueous diffusive
transport (Nigrini 1968), pressure solution may be either diffusion controlled or
surface rate controll.ed, depending on the relative magnitudes of the surface rate
or diffusion coefficients at a given temperat_uré and whether or not the diffusion

process occurs in an unmodified aqueous phase.

A literature review, which is still in progress, reveals that interfacial forces
between minerals are complex and poorly understood (e.g., see Ninham 1980)
they consist of electrostatic, coulombic, Van der Waals and hydration forces,
which, through interaction with 'the aqueous phase, could stabilize the inteffacial
distance at varying values depending upon the nature of the participating solid,
the concentration of dissolved species in the aqueous phase, temperature and
pressure. The pressure needed to bring two curved muscovite mica plates into
contact (Isrealachvelli and Adams 1977) is about 107 times less than the 4000
bars which Van Olphen (1963) estimates is ne'eded to remove the last moholayer
of water from a smectite. Tada et al. (1987) have reviewed estimates of the so-
called disjoining pressure necessary to squeeze out a water layer from between
two plane silica plates. They estimate the pressure required to displace the last
monolayer of water to be 2200 bars. Based on their findings, the interfacial dis-
tance between quartz grainé would be between 4 and greater than 10 nm in typi-
cal repository environments. Although a nunzber.of details relating to interfacial

forces and their impact on interlayer spacing remain to be clarified, it is clear

that silica and smectite surfaces. will be separated from each other by a
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significant layer of aqueous phase.

Field observations by Heald (1956) show that the extent of compaction due
to pressure solution in St. Peter’s Sandstone, is markedly ai.}’ected by the presence
of clays. This led Heald (loc. cit.) to conclude that the interlamellar spacing of
smectite clays could act as conduits for the transport of ionic and molecular
species. Instead of a single intergranular layer, a film of clay 0.01 mm thick
could provide up to 5000 layers, thereby greatly enhancing the potential for

migration of dissolved species from the loei of high stress conditions.

It seemed appropriate to review intermolecular diffusion interlamellar
diffusion in smectites as an approximation of d multilayer interface. Several
papers have described the diffusion of water molecules in montmorillonites.
Olejnik and White (1971) used neutron spectroscopy techniques to measure the
self diffusion coefficient of water in montmorillonites and vermiculites. They
found thatvthe self diffusion coefficient of water differed little from that of pure
water, and even at only 0.4 nm from the surface, it was still only ten times less
than in the bulk phase. The interlamellar translational diffusion of the ionic and
molecular species has not been investigated and further review of the literature in
this area will be required. It appears to be very variable, depending on the size
and charge density of the species involved. Recent work by Jensen and Radke
(1986) has shown that the effective diffusivity of cesium in bulk smectite gel con-
sists of two components, the ionic diffusivity in the aqueous phase and a surface
diffusivity, the surface diffusivity being a significant component of the total
diffusity. Their work suggests that the interlamellar diffusion of some cations
may be comparable if not greaﬁer than that of water molecules. In contrast, it is
known that Some large 'anions, e.g., I" are étei‘ically hindered in migrating

through narrow pores of the order of 5 nm.
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The present review concludes tentatively that intergranular distances in
smectites and silica are between 0 and 5 nm. Diffusion of these species in these
spaces may be highly variable. The presence of clay films may greatly increase
altef the diffusive flux. There is no direct evidence that molecular diffusion
coefficients in intergranular spaces will be as low as suggested by Rutter (1976) or

Tada et al. (1987), at least between smectites and silica.

Anticipated Research During FY 1988
The principal activities during F'Y 1988 will consist of the following:
1. Completion of the review of interlayer diffusion of ionic and molecular
species.
2. Completion of the experimental equipment to measure the dissolution of
minerals under stress and initiation of' experiments.
3. Completion of a report on pressure solution phenomena in Marin Head-
lands chert.
HVEM and HREM studies will continue, but will no longer be part of this
project.
This project will terminate during FY 1988. Funding will be solicited else-
where for continuation of fundamental generic studies relative to the stress corro-

sion of minerals.
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Figure 1. Sliding beryllium-copper cage, modified for the observation of defect
formation in stressed mica.
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Figure 3. = Sample locations for HVEM and HREM studies of a modified chert
fold from the Marin Headlands, California.
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Investigation of Seismic Imaging Techniques for

Fracture Characterization

E.L. Majer and T.V. McEuvilly

Introduction

The goal of this work is to develop seismic methods to characterize fracture
properties. This includes both field techniques and the development of new
modeling codes. The emphasis has been on using tomography tb map the frac-
ture distribution between boreholes and underground workings. In order to
achieve this goal it is first necessary to understand how fractures effect the velo-
city and amplitude of the seismic waves, i.e., to understand the physics of the
- process. This is being done by Myer émd Cook under a separate task of this pro-
ject.‘ The next step is to integrate ‘‘the physics” learned in the laboratory work
into modeling codés to determine the sensitivity of the technique and possible
applications. With controlled field experiments it is then possible to extrapolate
the laboratory work to full size field applications. The work to date funded by
this project has been mainly directed towards the code development and theoreti-
cal work. The controlled field expeﬁments and thé full sized field work are.being
funded by other parts of the DOE nuclear waste program. There is a small com-
ponent of field work in this project but it is very small compared to the code

development.
The code development during the last year has been in two areas. The first
code developed is a 2-D ray tracing program. This provides the capability to

model lateraly varying layered structures. The program was further developed
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by V. Cerveny during his stay at LBL. The program name is Beam87. A full
description of the program by V. Cerveny follows. The second program, also
developed by V. Cerveny with help from D. Gajewski and I. Psencik, of the
University of Alberta is also a ray tracing program, but for full 3-D anisotropic
media. The work is still continuing on this program and will be finished during

the upcoming year. Only a brief description of the program is given here.

Description of Program Package Beam87

The Beam87 package provides numerical modeling of high-frequency seismic
body wave fields generated by va point source in a 2-D laterally varying layered
structure by the gaussian beam summation method (or by the ray method). The
Beam87 package is comprised of several different programs that together make
up the total code set. The first program of the package Beam87 is the ray trac-
ing program RT. This program performs the complete ray tracing, i.e. the ray

tracing, dynamic ray tracing and spreading-free amplitude computations.

Program RT is the first program of the program package Beam87 which is
designed for the numerical modeling of high-frequency seismic body wave fields in
2-D laterally varying layered structures by the gaussian beam method and by the
ray method. In the program RT, initial value or two-point or interval ray tracing
is performed. Along known rays, the dynamic ray tracing is performed and the
whole ray propagator matrix is determined. After this, the spreading-free ampli-
tudes (radial, transverse and vertical components) are computed. Various results
of computations aiong the rays and/or at endpoints of rays in the region of
interest along the earth surface are then stored in two different files lul and lu2.
These files are used in the succeeding programs of Beam87. It would be, of
course, possible to use the files lul and/or lu2 even in other applications. The

model is 2-D, laterally inhomogeneous, with curved interfaces. Interfaces are
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specified by points read from the input data. They are approximated by cubic
spline interpolation. Each interface crosses the whole model from its left border
to the right border. The interfaces may have corner points énd may be ﬁ¢titious
in certain parts. Various interfaces may also partially coincide. Thus models
with vanishing layers, block structures, fractures, isolated‘ bodies may be handled
by the program. Within individual layers, the velocity may vary both vertically
and horizontally. The medium may be slightly di§sipative. Optionally, also a
model with a thin transition layer replacing selected structural interface of the
first order may be considered‘. Velocity distribﬁ_tion inside such a thin layer is
not specified in the program RT, but only in the succeeding program GB. The

thin layer must be of a constant vertical thickness.

The source may be situated at any point of the medium, with exception of
layers of zero thickness, i.e., it cannot be situated between fwo coinciding inter-
faces. The radiation pattern of the source is not specified in the program RT,
but only in the succeeding program GB of the program package Beam87. all the
direct and primary reflected waves P and S, includihg the converted waves at the
poinf of reflection, can be generated vautomatically. Mulﬁiple reflections and con-
verted waves of arbitrary type are optionally generated manually The refracted
waves are considered as special cases of reflected waves with compound ray ele-
vments..

.Three types of thevray. tracing may be performed in the program RT:

a) Initial value fay tracing. ‘The inifial value ray tracing does not yield a
regular system of endpoints along the earths surface. In principle, the initial
value ray tracing may be used in the gaussian beam summation procedure, but
the system of endpoints must be sufficiently dense in .the regions close to the
receivers. In some situations, however, the initial value ray tracing does no.t

guarantee a sufficiently dense system of endpoints of rays in certain regions, and
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the summation of gaussian beams does not yield satisfactory results.

b) Two-point ray tracing. The two-point ray tracing yields a fully regular
system of endpoints along the pi'oﬁle (with a specified constant distance between
individual endpoints). It usually yields very stable results in the combination
with the gaussian beam summation procedure, and is highly recémmended. for
iterations to a considered grid point, méthod of halving intervals, regula falsi or
the combination of both methods may be used. the efficiency of the two-point
ray tracing would be considerably increased by the paraxial ray approximation

methods, but this has not yet been included.

¢) Interval ray tracing. The interval ray tracing is a modification of initial
value ray tracing which yields a sufficiently dense system of endpoints. In regions
\&here the ‘initial value ray tracing does not give a sufficiently dense system of
endpoints,' some sort of two-point fay tracing is used to increase the density of
rays.

Special care is devoted to certain singular situations in the ray field. certain
branches of the program seek rays of refracted waves, which are close to the rays
of head waves, rays of reflected and refracted waves in vicinities of shadow boun-
daries, etc. In case that a ray which does not come to the earth’s surface is
obtained during the shoof,ing, the corresponding boundary ray separating the
illuminated region, the region is sought. As soon as the boundary ray is found
. the iterations to the receivers in the illuminated region are' performed in the
above described way. The program works in single precision, so that the deter-
mination of all rays is impossible in certain situations. The spreading-free ampli-
tudes are evaluated by standard high—frequenéy formulae. Théy have a reduced

meaning: the ray centered componeﬁts of the vectorial amplitudes are unit at the
point source. The radiation patterns are taken into account only in the succeed-

ing program GB. For all elementary waves under consideration, the radial and
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vertical components of the vectorial amplitudes are computed and stored at the
endpoints of the rays. For 'monotypic S-waves, transverse components are also
automatically compufed. Elements of the ray propagator matrix and several
other quantities are determined by solving the dynamic ray tracing system along

the known ray by a modified Euler’s method.

Slight absorption may be considered. in this case, a global absorption factor
t times (quantity obtained as a time integral of 1/q along a ray, where q'is 2
quality factor) is also evaluated. The quality factor distribution in the model
may be related to the distribution of corresponding velocity, or is constant in
individual layers, see below. Program RT is supplemented by the program .
SMOOTH for the preparation of data for the velocity ﬁodel, which is included in
the program package Beam87. Program package Beam87 also includes program
GB for the computation of the frequency response by the gaussian beam method
or by the ray method, program SYNT is designed to compute the body wave syn-
thetic seismograms (using the file generated by GB), program RAYPLOT to plot
rays, travel-times and amplitudes or spreading-free amplitudes, program BPLOT
to -plot gaussian beam synthetic seismograms (using the files generated by
SYNT), and finally program POLAR to plot particle motion diagrams (using the
files generated by SYNT).: An auxiliary program SORT is designed to change the;
succession of records in the file lu2 generated by RT to obtain a monotonous suc-
cession in the increasing (or decreasing) ray parameters. This prégram must be
used only if the interval ray tracing is performed in RT. For the initial value ray
tracing and for the two-point ray tracing the succession is monotonic automati-
cally and the program Sort is not necessary. The plotting programs require cal-
comp routines plot, number, symbol, and factor. No other special calcomp rou-

tines are required.
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In the present version of the program RT, there are three possibilities of the
approximation of the velocity distribution inside individual layers: 1) bicubic
spline interpolation (identical tort.hat used in seis83), 2) linear interpolation
between isovelocity interfaces, 3) piece-wise bilinear interpolation. approxima-
tions 1) and 3) are convenient for modeling specific features within layers. The
approxima£ion 2) .is convenient especially when there is no detailed information
about the velocity distribution within a layer. Note that the approximation 2)
needs a minimum of input data. also note that this approximation introduces.

second order interfaces (with continuous velocity, but discontinuous gradient).

Description of Program ANRAY

Program ANRAY is designed for ray, travel time, and in the near future,
amplitude computations in 3-D general aniso.tropic and isotropic laterally varying
layered media. The program enables computation of rays specified by initial
angles at the source or by specifying source and profile on the surface of the
model passing through the epicenter on which the rays should terminate.
Spreading-free amplitudeé may be computed along the rays. The program also
allows vertical profiles along the boundary of the model. This enables simulation
of crosshéle and VSP applications. The model is a system of layers sebarated by
curved non-intersecting interfaces. The interfaces are specified by points on a
recfangular ‘grid covering the model cross-section. The material inside of the
layers may be either isotropic or anisotropic. All 21 elastic parameters and den-
sity may vary spatially within the anisotropic layers while the P- and S-wave

velocities and density may also vary.
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Application Examples
Beam87

As an example, for the complex crustal structure shown in Figure 1, the cal-
culated synthetic seismograms are shown in Figure 2, 3 and 4. The model con-
sists of two sedimentary layers with high velocity gradients. In the upper crust a
stack of 10 alternating high and low ?elocity layers is introduced, each 200m
thick with a velocity contrast of 0.4 km/s. The middle crust from 12 to 18 km
depth shows a pronounced velocity inversion. The lower crust-upper mantle
transition again is a zone of alt_ernating high and low velocity zones, 500 m thick
with a velocity contrast of 0.6 to 1.0 km/s. In Figure 2 the synthetic seismo-
grams are shown for offsets from 20 to 175 km, representing a standard crustal
refraction profile. Figure 3 shows the offset from O‘to 25 km. In Figure 4 the
offset from O to 10 km, corresponding to a standard shotgather of a near-
vertical-incident seismic reflection survey. In all calculations the source was an
expiosion at a depth of 20 m. All traces are normalized to the maximum ampli-

tude.
ANRAY

Shown in Figure 5 is an application of ANRAY. The model used was one
that we could check against other modeling results in 2-D. For this reason we
used a ray path that is often used by other seismologists. The path is along a
profile that starts at Berkeley and ends in the Atlantic Ocean. The path includes
the complex structure of the Western U.S., the more stable continental interior,
and the intermediate regions of the Atlantic. The lower half of Figure 5 shows
the path of the rays in cross section, i.e., the usual convention. The top half of
Figure 5 shows the path of the rays in plan view. In this view it becomes very
clear that the rays do not travel in the plane but in and out of the plane. This is

a very important point when doing tomography in anisotropic media. One
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assumes that the rays are all confined to a single plane when obtaining a tomo-
graphic image. This program provides the capability to check for this assump-

tion and to provide the correct ray paths.



-103-
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Figure 1.  P-wave velocity-depth function used to calculate the synthetic
seismograms shown in Figures 2, 3 and 4. The S-wave velocities
were assumed to be Vp/1.732. A constant velocity-density relation
with Rho=1.87 + 0.174*Vp was used. The Q-factor varied with
depth, being 200 for P-waves and 100 for S-waves in the upper 5
km, 400 for both P- and S-waves in the upper and middle crust to
the bottom of the low velocity zone, and 1000 below.
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Seismograms in the distance range of 0.2 to 9.8 km, calculated
using Sandmeier and Wenzel’s program. 37 layers were used and
the phase velocities greater 4 km/s were considered. The ampli-
tudes of the first arrivals and the first reflection are clipped to
enhance the later arrivals.
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vertical (lower) plane for a 3-D velocity model. Distances are meas-
ured on the surface of the earth and an earth flatting transform has
been applied to the depth coordinate.
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Wellbore Breakout and Applications

Zigiong Zheng and Neville G. W. Cook

Borehole breakouts--that is, the fractures and spalling that occur adjacent to boreholes
drilled in rock subjected to stress--have been studied for more than two decades. It has
been shown that under conditions where the magnitudes of the stresses in the rock are of
the same order as the strength of the rock, portions of the borehole wall will fracture and
spall. This results in an elongation of the borehole cross section in the direction of the
minimum stress orthogonal to the borehole axis [Leeman, 1960, Cox, 1970; Bell and
Gough, 1979, 1982; Hickman et al., 1985; Plumb and Hickman, 1985; Zoback et al.,
1985]. '

Using an approach based on the micromechanics of rocks, we seek a consistent
explanation of how breakouts occur and why they are stable in the absence of external
support. Near the surface of a borehole the loading is essentially biaxial (with a high
tangential stress and a stress parallel to the borehole axis), and failure is likely to occur by |
extensile splitting parallel to the free surface. Here we use a criterion appropriate to
extensile splitting in compression [Kemeny and Cook, 1987]. Away from the boundary of
the borehole, where the radial stress provides increasing confinement, any failure that takes
place will result from shear fracture; ‘a Mohr-Coulomb shear-failure criterion is used in our
research for the stability of the regions away from the borehole boundary. A numerical
technique is developed to model the spalling, growth, and stabilization of breakouts on the

basis of the above micromechanics arguments for an elastic, isotropic, homogeneous
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material. The process of breakout formation consist of progressive spalling of thin slabs
near the borehole wall and show that this process can lead to a stable shape of the breakout
cross section for an elastic brittle material. Strgss distributions around the final breakout
cross sections are compared with a Mohr-Coulomb failure criterion to show that the elastic
stress distribution around the breakout is .stable, so that the analysis based on the
assumption that the material is elastic is valid. The stable breakout cross sections have
distinct pointed ends that, we conclude, play a very important role in the stabilization of
breakouts. Different loading histories can lead to different breakout shapes and sizes with
different degrees of stability, even though the states of stress in the rock away from the
borehole are the same. Unique relations between breakout size (i.e., the depth and angie)
and applied stress magnitudes do not exist; therefore, obtaining in situ stress magnitudesv
from observed breakouts is very difficult. In Fiscal Year 1986 a numerical technique based
“on the fictitious force method was used to study the breakout process. It has since been
foﬁnd thaf the displacement discontinuity method [Crouch and Starfield, 1983] provides a
more accurate solution. Results of a re-evaluation of the breakout problem based on this

more accurate method are presented below.
nt Numerical Models and Results of Break

The locations and the size of the initial spalling of rock around the boundaries of the
borehole can be calculated from the Kirsch's solution for stress distributions around a
circular hole and from a splitting criterion. With the removal of the first layer of spalled
rock, a new free surface is created and the croés-sectional shape of the borehole is changed;
therefore, the stress distribution around the borehole is also changed. In general, the
concentration of the tangential stress in the rock adjacent to the eloﬁgated portion of the new
cross section will be even greater than it was around the initially circular cross section
because of the higher aspect ratio, but the extent of the stress concentration zone will also

be changed. A numerical model using displacerhent discontinuity method has been
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developed to calculate the stresses and strains around the newly created borehole geometry.
After the first spall, the newly exposed rock will be subjected to csséntially biaxial
conditions and should fail again by splitting in a class II fashion. The new free surface
diminishes the radial stress in the rock adjacent to it, so that another extensile fracture
should form subparallel to the circumference of the new cross section. Wellbore breakout

is assumed to be the result of a series of such episodes of spalling by extensile splitting.

The numerical model used in this report can model sequence of changes in cross section
by successive episodes of spalling. The stress condition is assumed to be plane strain, and
the rock is assumed to be linear elastic, isotropic, and homogeneous up to the point of
failure. The elements are chosen to be thin to simulate the thin slabs that spall from the
boundary. Initially, the boundary element anal);sis is used to determine the tangential stress
around a circular borehole for values of the rock mass stresses of ipterest. The rock plane
strain strength Q is used as the failure criterion in the absence of confining stress on the
boundary.v A thin annular arc of rock is removed that extends into the rock mass a short
distance of the borehole radius, where the tangential stress in this portion of borehole
circumference exceeds the strength of the rock. The new stress distribution in the rock
around the elongated cross section resulting from the previous removal of a thin layer of
rock is calculated by boundary element analysis using the cross section produced by the
first spall. Another thin layer of rock of the same thickness is then removed everywhere on
the circumference of the cross section where the tangential stress exceeds Q. The same
proccdure is repeated, and the final cross section of the borehole is obtained by allowing a
succession of such episodes until the tangential stress is everywhere less than the strength

of the rock on the boundary.

The stability of a breakout cross section formed according to the above analysis is
verified in two ways. First, the tangential stress everywhere on the boundary of the final

breakout cross section has to be less than the biaxial compressive, or tensile, strength of the
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rock ,depending on whether the tangential stress is compressive or tensile; i.e., no furthef
spalling or tensile fractures can take place under the criterion. Second, in the rock away
from the boundary, failure by extensile splitting should not occur, because this mode of
fracture is strongly inhibited by confining stress, but shear failure may occur in response to
the high stresses around the breakout. Therefore, fhe distribution of elastic stresses
everywhere in the rock outside the borehole boundary is compared with the Mohr-Coulomb
shear failure criterion; t_he stress parallel to thevborehole axis is assumed to be the
intermediate principal stress. If the elastic stresses everywhere in the rock are less than
those necessary to create failure, either by the extensile splitting criterion or by a Mohr-

‘Coulomb criterion, the breakout cross section generated should indeed be stable.

Figure 1 illustrates a complete series of episodes by which a stable breakout cross
section develops from an initially circular hole, as determined by the numerical solution.
Notice that the breakout section is smooth except the position where the breakout section
join with the original circular section. The breakout cross section shapes created by the
fictitious force method, hbwever, have turning points due to the inaccuracy of the method,
on the breakout section. Figure 2 shows the changes in the principal stresses at critical
points situated about 0.1 of the borehole radius into the rock from the circumference of the
changing borehole cross section. The numbers on the abscissa correspond to the
successive episodes of spalling represented by the cross sections in . Figure 2a divides the
borehole cross section into three sections on the basis of the nature of changes in the
principal stresses in each section. Section I consists of points not directly in front of any
broken-out péu’t of the borehole. Section III consists of all the points on the line directly in
front of the breakout tip, and section II contains points not in sections I and III. It is clear
from Figure 2 that both principal stresses in section I diminishes as the breakout
propagates. The final mean stress in section II is slightly less, but the stress difference is

much less than those before the breakout. In section III, the mean stress values increase
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almost linearly as breakout progresses, but the stress difference decreases very rapidly by

the end of the breakout process, so that the stability of breakout is insured.

An examination of the complete state of stress around a breakout with a Mohr-Coulomb
failure criterion contributes to an understanding of why breakout is a stabilizing process.
- Figure 3 shows a Mohr-Coulomb failure criterion with internal friction angle of 35 degrees,
a compressive strength of 75 MPa, and Mohr circles for states of stress at a point a small
distance away from the breakout tip before and after the breakout. Figure 4 shows detailed
contours of the maximum shear stress (half the difference between the principal stresses)
and the mean stress (half the sum of the principal stresses) in the rock around a stable
breakout cross section that corresponds to the final episode in Figure 2. Contours of
maximum shear stress obtained from photoelastic experimental studies show the same
pattern as that in Figure 4. The numbers in the right column show the shear stresses
required to cause a failure that would correspond to the mean stress values in the left
column when using the Mohr-Coulomb criterion shown in Figure 3. It can be seen that the
mean stresses are sufficiently high that the rock in this region is far from failure in terms of

a Mohr-Coulomb criterion.
Relation of Break r M r n

Searching for possibilities of using wellbore breakout to not only predict the directions
of the in situ stresses, but also in the magnitudes, we performed numerical simulations of
breakouts using the methodology described above for a wide range of stress conditions, as
shown in Figure 5. The region labeled "non-breakout zone," bounded by the almost
circular arc, represents conditions under which the tangential stress everywhere on the
circular borehole boundary is less than that necessary to produce any spallihg, as
determined by equation (2); therefore, breakout should not occur for a homogeneous,

isotropic, and elastic material. Breakout shapes shown in figure 5, the outer shapes where
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two shapes are at the same point, are determined by applying the stresses first to the rock
mass and then excavating the borehole. To some extent, this represents what happens
when an actual borehole is drilled, although the full stress concentrations around the hole

build up progressively as the hole is drilled beyond the plane of the cross section.

In laboratory tests of borehole breakouts, it is easier to increase the stresses in a
specimen of rock with a pre-drilled borehole [Haimson and Herrick, 1985; Mastin, 1984;
Ewy, 1987] than to drill into prestressed rock. To model this gradual increases in stress
around a pre-existing hole, the methodology used is similar to that described above. Stable
breakout cross sections produced by gradually increasing the stresses around a pre-existing
hole are shown in Figure 5 as the inner breakout cross sections for some of the same ratios
of the final principal stresses and ratios of the difference of these stresses to rock strength
as were used for the outer breakouts. There is a remarkable difference between the stable
breakout crosé sections produced when a hole is drilled into a rock mass under pre-existing
stress and those produced when stresses are applied to a rock mass in which a hole has
already been drilled. The amount of breakout needed to develop a stable cross section in
the former case is much larger than in the latter although the final stress values are the
same. This tells us that breakouts are not only controlled by the final stress magnitudes but
also controlled by the stress history. In practice, it is difficult to determine what kind of
stress path the rock has been subjected to. Another very important result from our analysis
is that the breakout depth is controlled predominantly by the initial breakout angle, which
can be determined from the Kirsch's solution for the stresses around a circular opening
using an appropriate failure criterion. This initial breakout angle can be the same for
different combinations of stress magnitudes. As shown in figure 5, one pair of breakout
angles and depths can correspond to stresses of different magnitudes. That is, in situ

stresses can't be determined solely from the sizes of breakouts.
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Hydraulic fracturing, a powerful and useful technique for stress measurements inside a
borehole, was developed from the famous Kirsch's solution for the distribution of stresses
around a circular opening. The stresses around a borehole with breakout, however, differ
from the Kirsch's solution. This may affect stress measurements done by the hydraulic

fracturing and hence the applicability of the technique in boreholes with breakout is.

To examine the effect of breakout on hydraulic fracturing, we conducted theoretical and
numerical analyses of the following aspects: 1) In the absence of internal pressure on the
borehole wall, how is the stress field around a borehole, in which breakout has taken place,
redistributed and changed from that given by the Kirsch's solution? ii) With internal
pressure only, how is the induced tangential stress on a borehole boundary with breakout
different from that on a circular borehole boundary? iii) When the above two aspects are

combined, how does the breakout affect the hydraulic fracturing measurement?

We began with a theoretical study of the tangential stresses induced on the boundary of
an elliptical opening by a far field stress and applied internal pressure. Explicit solutions
for boundary tangential stresses induced by far field stress have been given by Jaeger and
Cook (1979):

2ab + (a2 - b)cos2p - (a + b)%cos2(B - )
a2+ b2- (a2- b3cos2n

G, =P

where B------ the angle between the direction of p and x axis

b=Csinhf | ————n short axis

and the relation between Cartesian and elliptic coordinates is given by
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x = C cosh§ cosn
y = C sinhg sinn

The boundary tangential stress induced by any kind of internal pressure, however, has
a much more complicated form (Timoshenko and Goodier 1951). Since our interest is on
the stresses at the ends of the short and long axes, respectively, a much simpler solution of

these stresses can be reached by applying the principal of superposition. The boundary

tangential stresses are:
o, = pi(1-2—2-) ---------- at the ends of the short axis
o= pi(1-2% ---------- at the ends of the long axis

where p; is the internal pressure. In the case of a circular opening, a = b and hence 6i=-p;.
In the case of ellipse, a > b so that | ol <| pi |. The tensile tangential stress induced by

the internal pressure has indeed become smaller value than the internal pressure itself.

The boundary stress distribution on the cross section of a borehole with breakout was
calculated using the boundary element method (displacement discontinuity). First of all, |
we used extensile splitting along the borehole boundary as the mode of failure for breakout.
Breakouts for different combinations of far field stress and rock strength were generated as
shown in figure 5. A tensile strength for rock is chosen and used as the criterion for the
formation of tensile fractures around a breakout boundary, especially at those locations
where hydraulic fractures are expected. Stress changes at critical locations due to the
progress of the breakout are monitored. Different values of internal pressure are then
applied to the stable breakout borehole boundary and the tangential stresses on the borehole
boundary are calculated by the numerical anélysis. The numerical results show the
following features. i). The stress concentrations in front of breakout tips increase as the

borehole diameter elongates, and the boundary tangential stress at points 90 degrees from
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the breakout is less compressive as compared to that at same points on a circular borehole
boundary. The compressive tangential stress at these points decreases continuously until it
becomes high enough to generate a tensile fracture at these points. ii). The tensile
boundary tangential stress induced by the internal pressure is not equal to and everywhere
the same as in the case of a circular opening. Instead, the tensile stress induced at
boundary close to breakout has greater value than the internal pressure (and is overcome by
the high compressive stress concentration induced by far field stress). On the other hand,
the tensile tangential stress at points where hydraulic fractures are expected has lower value
than the internal pressure. This behavior is the same as the boundary stresses on an ellipse

and described above.

From comparisons of the theoretical "break down" pressures which should be
measured in a circular borehole with those obtained from numerical results on a wellbore
breakout, our conclusions are as follows. 'For large borehole breakouts where tensile
fractures have already been generated at the locations of hydraulic fractures, obviously only
the "shut in" pressure, which is equal to the minimum stress orthogonal to borehole axis,
can be measured. For moderate and small breakouts where no tensile fractures are
generated, however, the effect of breakout on hydraulic fracturing measurements is not
significant: This is because that the elongation of one diameter of borehole cross section
not only reduces the boundary compressive tangential stress induced by the far field stress,
but also reduces the tensile tangential stress induced by the internal pressure applied on the
wall of the borehole. The two reductions in boundary stress compensate one another so
that the measurement of break down pressure is not ‘affected significantly by modest
breakout shapes. In practice, of course, it would be difficult to set packers for hydraulic

fracturing in holes with extensive breakouts.
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.Conclusions

Micromechanical models based on linear elastic fracture mechanics have been used as
the mechanism of failure by extensilc’splittihg subparallel to the circumference of a
borehole near the ends of a diameter in the direction of the minimum principal stress
orthogonal to the borehole akis. Utilizing failure criteria based on this model, a
methodology has been developed to genérate stable breakout cross sections in elastic brittle
rock by means of nurherical simulatioh_. This work denied the possibility of using the
breakout phenomena to determine in situ stress magnitudes because of the strong
dependence of the breakout on the stress history and of the breakout depth on the initial
breakout .angle, which can be generated for different stress values. There is no unique
relationship between the breakout size and in situ stresses. Figure 6 is a plot of breakout
angle vs. breakout depth for all combinations of stress and sﬁcngth for the breakouts
generated in a prestressed rock (see Figure 5).. Each curve corresponds to a particular
stress ratio. The near-superimposition of the four curves indicates a strong dependence of

breakout depth on the breakout angle.

From comparlsons of the theoreucal "break down" pressures which should be
measured in a circular borehole with those obtained from numerical results on a borehole
breakout, our conclusions are: For large borehole breakouts where tensile fractures have
already been generated at the locations of hydraulic fractures, obviously only the "shut in"
pressuré, which équals to the minimum stress orthogonal to borehole axis, can be
measured. For moderate and smail breakouts whefe no tensile fractures are genefated,
however, the effect of breakout on hydraulic fractu;'ing méa;urements is not significant.
This is because that the elongation of one diameter of borehole cross section not only
reduces the boundary compressive tangential stress induced by the far field stress, but also
reduces the tensile tangential stress induced by the internal pressure'applied on the wall of

the borehole. The two reductions in boundary stress compensate one another so that the
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measurement of break down pressure is not affected significantly by modest breakout
shapes. In practice, it would be difficult to set packers for hydraulic fracturing in holes

with extensive breakouts anyway.
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Figure 2. Changes in the principal stresses at selected positions around a borehole as the
section changes from circular to a stable breakout shape. Episode numbers are as

illustrated in Figure 1.
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Figure 3. Maximum stress concentration before and after breakout compared with a Mohr-

Coulomb criterion (assumed internal friction angle ¢ = 35°, and compressive strength Co is
equal to 75 MPa).
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Deformation, Fracture and Failure

Around Single Underground Openings

Russell T. Ewy, Neville G. W. Cook & Larry R. Myer

Introduction

The fracture and progressive failure of rock around underground excavations is of
considerable importance to the safety and stability of mining stopes and tunnels, civil
engineering structures, and underground nuclear waste repositories. Brittle fracture is the
most common mode of failure observed around undergroﬁnd excavations, especially under
high stress conditions (Maury 1987, Hoek & Brown 1980). It is also difficult to predict |
and control because the mechanisms are poorly understood. As a result, design of
underground excavations still relies heavily on empirical methods. Stress analysis
techniques are sometimes combined with laboratory measurements of rock strength and
pre-failure and post-failure stress-strain behavior in an effort to predict the zones of rock
subject to failure and the resulting defonnations. Often the predictions do not match the
observations, and the actual mechanism of failure is sometimes different than expected. It
is therefore important to study the processes of fracture formation and failure progression
around underground openings, and to deternﬁne what factors influence and control these
processes. o

Observations of the fractured zone around highly stressed excavations often reveals
numerous fractures aligned parallel to the free surface and parallel to the major principal
stress (Cloete et al 1975). These fractures lead to the formation of intact slabs that can

detach from the surrounding rock by a buckling process (Fairhurst & Cook 1966).

However, observations also indicate that the dominant detachment mechanism may be one
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of shearing or 'pseudo-shearing' (Maury 1987), Both modes of fracture are observed in
laboratory core tests. This does not mean that core behavior is directly applicable to the
strength and failure mechanisms around underground openings, however, for the geometry
and loading conditions are quite different. The rock next to an excavation is generally
under polyaxial stress in a plane strain condition, but with only one free surface. Itis
subject to stress and strain gradients, and is loaded by adjacent rock rather than a testing
machine. The stress path imposed on the rock during excavation may be quite different
than in a typical laboratory test. It is important to determine what effects these differences
have on the strength, deformations, and failure mechanisms of the rock, and whether
failure in this situation is controlled solely by the stress state.

The most instructive laboratory experiments are therefore those performed on model
openings, such as hollow cylinders. Beginning with Adams (1912) and King (1912),
several researchers have subjected thick-walled hollbw cylinders of rock to axisymmetric
loading on the external diameter, most recently Santarelli & Brown (1987), Haimson & Edl
(1972) and Daemen & Fairhurst (1971). Gay (1973) used hollow cylinders with both
circular and non-circular holes. Hoskins (1969) applied both internal and external
pressure, but loaded the samples to complete failure to obtain polyaxial strength data. The
application of equal and unequal stresses to large rectangular blocks with pre-drilled
circular holes has been investigated by Haimson & Herrick (1985), Kaiser et al (1985) and
Mastin (1984). Gay (1976) performed tests on blocks with holes of large eccentricity.
Recently, Bandis et al (1987) and Kaiser & Maloney (1987) have drilled circular holes into
stressed blocks of artificial £ock-like materials.

The aim of our current research is to carefully simulate and observe the deformation,
fracture, and failure around underground openings. We are accomplishing this throilgh
experiments on thick-walled hollow cylinders of rock with the incorporation of several

important features: plane strain loading, the ability to impose different stress paths on the
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rock, 'freezing’ of the fracture geometry under load using a metal injection technique, and

the ability to remove external boundary effects. -
Experim 1 ni

The rock samples are cored as coaxial hollow cylinders with an inner diameter of 1
inch, an outer diameter of 3.5 inches, and a length of 5.75 to 6 inches. Both the surface of
the hole and the outer diameter are lined with rubber sleeves to seal the sample, and it is
assembled into a test cell (Figure 1). The sample is constrained to zero axial deformation,
as would usually occur underground. In this way the effects of the plane strain loading
condition and of the intermediate stress on the strength and failure process can be
examined.

Uniform fluid pressure is applied to the outer diameter using a servo-controlled testing
machine, and a separate pressure is applied in the hole using a manually operated screw
pump capable of measuring precise volume changes. These two independent pressures
allow the imposition of various stress paths on the inner surface, such as increasing
tangential compression with constant (usually zero) radial pressure, or increasing tangential
compression with decreasing radial compression. In this way one can explore the effect of
stress path on the strength and failure process.

The apparatus has been designed to provide fluid access directly to the rock, and this is
used to fill the pores and any stress-induced fractures with a liquid metal alloy at a constant
pressure of about 5 MPa during the experiment. The experiment is performed at 90
degress C, at which temperature the alloy, commonly called Woods metal, is liquid and
resembles mercury. After the failure load is reached the sample is cooled while keeping the
stresses constant, thus 'freezing' the stress-induced fractures in the state they exist under

load. In this way one can carefully study the processes of fracture formation and
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progression around the hole. Because of the scale of the sample, the resulting fraétures can
also provide insight into.the transition from microscale fractures to macroscale fractures.

The samples can be jacketed with a precisely-fit steel ring, if desired, instead of rubber.
With the thickness of the steel chosen correctly, the external pressure is effectively
transferred to infinity, and the rock will not be subject to any boundary effects from the
external diameter.

> Observations that can bé made from these tests 'include thé elastic and inelastic

deformations of the opening, stress level at which yield and rupture occur, types of

fractures formed, extent of fractured zone, and stable shape achieved.

Results

Preliminary tests have been performed on Berea sandstone, chosen because it is a well-
documented clastic rock, considered to be nearly isotropic. Further tests will be performed
shortly on Indiana limestone and possibly other types. Three tests have been performed
with Woods metal and one without, all with rubber-jacketed samples. Aluminum
specimens were used for calibration.

In all experiments with Woods metal the final loads were 75 Mpa effective pressﬁre on
the external boundary and zero effective pressure in the hole. The final loads were 70 MPa
external and zero internal for thé experiment without Woods metal. In all cases the ultimate
failure zone consisted of two diametrically opposite regions, alwé_ys oriented in the same
direction (Figures 2 and 3). The loading is axisymmetric, but the failure is not, as has been
noted by other researchers using assumed isotropic materials (Fjaer et. al. 1987, Gay 1973,
Daemen & Fairhurst 1971). The preferred failure direction is probably determined by
slight anisotropy of the rock. |

The failure process itself appears to be one of progressive spailing, in which intact

slabs of fairly uniform thickness are successively separated from the surrounding rock by
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fractures oriented roughly parallel to the free surface. The exact process of fracture growth
and coalescence is not yet clear. It is interesting that brittle spalling behavior occurs in a

- porous clastic rock such as Berea sandstone. The discrete nature of the fractures and the
preferred orientation under axisymmetric load raise doubts about the applicability of
continuum theories describing the formation of a strain-softened or plastic zone.

The final stress state would cause a tangential stress of 150 to160 Mpa on the boundary
of the oﬁginal hole, more than twice the uniaxial strength of this rock. This high strength
of the hole wall agrees with the experimental results of Santarelli & Brown (1987),
Haimson & Herrick (1985), Mastin (1984) and many others as documented by Guenot
(1987). It may be due to size effect, intermediate stress, or the geometry and stress and
strain gradients.

In one loading case the external pressufe was increased with zero effective internal
pressure, once without Woods metal and once with Woods metal. The failure in the
sample without Woods metal, which was cored from a different block, encompassed a
greater portion of the hole wall and extended deeper into the rock (Figure 2). Both samples
exhibited triangular failure regions with distinct pointed tips.

In other cases the effective internal pressure was reduced to zero with constant external
pressure, in one case slowly (Figure 3) and in another instantaneously. The deformation of
the hole for the slow unloading case is shown in Figure 4. These stress p‘aths are similar to
the excavation of an underground opening. Compared to the case of increasing external
pressure with Woods metal, these failure zones encompassed a greater portion of the hole
wall, but were not as deep. Under microscopic observation the sample unloaded slowly
revealed pointed tips in the failure zones, but the sample unloaded instantaneously did not.
The failure zones of least depth resulted from the instantaneous pressure drop, possibly
indicating an increase in strength with higher strain rate, as has been observed in other

laboratory tests.
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It thus appears that geometry, suesé path, and perhaps strain rate or time do affect the
strength, deformation, and failure processes of rock around underground openings.
Further research should yield qualitative and quantitative information directly relevant to the
design of underground openings. Additional items of importance include the effect of the
axial stress magnitude, the influence of pre-existing discontinuities, and possible boundary
effects due to the proximity of the outer diameter of the hollow cylinder. This latter issue
will be investigated shortly by using steel jackets of appropriate stiffness to ensure that the

external pressure acts exactly like a far-field stress.
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Figure 1. Simplified scale drawing of testing apparatus.
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Fracture Mechanics Applied to Faulting
and Earthquake Rupture

John M. Kemeny and Neville G. W. Cook

There has been a growing interest in recent years in the geometry and pfoperties of the
earthquake source. In the brittle seismogenic region (less than 20 km depth), the
eanhquake source is often characterized by a growing, cracklike rupture, or the progressive
failure of individual asperities or barriers (Das and Aki, .1977). 'fhe models usually assume
that slip occurs along a planar region, which has been shown to be a fairly accurate
description for shallow strike slip earthquakes (Kagan and Knopoff, 1985). One way to
characterize the earthquake source is through static earthquake source parameters. These
include the seismic moment, stress drop, and strain energy release associated with an
unstable rupture. Relationships between these parameters were originally derived for
simple source geometries by Knopoff (1958) and Keilis Borok (1959). More recently,
Madariaga (1979), Rudnicki and Kanamori (1981), and Rudnicki et al. (1984) and others
have looked at relationships between the source parameters for more complicated source
geometries. These papers show that the seimic moment can be overestimated and the stress
drop can be underestimated, due to the interaction of neighboring slip zones. All of the
above results are based on the change in compliance of an elastic body due to the addition
of cracks, and show a linear relationship between stress drop and moment, and also the
strain energy release is proportional to the stress drop squared. These analyses do not
address criteria for the starting and stopping of earthquake rupture, and implicit in these
results is the fact that the far field stress is being held constant.

Also related to the earthquake source is the phenomena of slip weakening. Slip

weakening describes the stress displacement relationship for a fault undergoing shear, and
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in conjunction with the applied boundary conditions, slip weakening gives criteria for the
starting and stopping of earthquake rupture, and aseismic slip (Kemeny and Cook, 1987).

In particalular, slip weakening describes a decreasing strength with increasing
’ displacement, with instability occuring when the slope of the slip weakening curves
becomes less than the unloading stiffness of the surrounding ground, and aseismic slip
occuring when the opposite is true (Rice, 1983; Li, 1986). The two limits for the
unloading stiffness are horizontal for stress controlled boundary conditions and nearly
vertical for displacement controlled boundary conditions, with ih_e actual stiffness for field
conditions falling somewhere in between. For instance, assuming that the ground
surrounding the fault responds as a Maxwell vViscoerlastic solid, Li and Rice (1983) derive
relationships for the unloading stiffness. A method of measuring the stiffness for field
conditions was proposed by Stuart (1981). Laboratory measuments of slip weakening by
testing precut surfaces in shear under a constant normal stress have been conducted by
Jaeger and Cook (1979), Cook (1981), Dieterich (1981), Okubo and Dieterich (1984), and

others. Two important paramters with regards to slip weakening are the displacement over

which slip weakening occurs, referred to as the critical slip weakening distance (also d; by -

Okubo and Dieterich), and the stress drop that occurs from the start of slip weakening to
the stress value at which uniform sliding occurs across the sample. Recent laboratory
studies have revealed important relationships between the critical slip weakening distance,
stress drop, and the roughness of the fault surface (Okubo and Dieterich, 1984), and also
relationships with the applied normal stress (Wong, 1986).

Up until now a direct correlation between the static earthquake source paramters and slip
weakening has not been made. Slip weakening predicts nonlinear stress displacment
relationships for faulting, while the assumptions in the standard stress moment relations
assume a linear stress-strain relatioriship. It has usually been assumed that slip weakening
is a result of nonlinear processes occuring at the tips of sharp cracks, due to the singlularity

in the elastic solution for a sharp crack (Palmer and Rice, 1972). However, it has recently

<J
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been shown by Kemeny and Cook (1987)‘ that slip weakening can be the result of the
propagation of a cracklike rupture, or the progressive failure of asperities, without regard
for the nonlinear processes at the tips of the cracks. Of course, nonlinear processes may be
opérating at the tips of cracks or the edges of asperities, but the consequences of this will
be of lower order when larger scale changes in geometry are occuring, such as the failure
of asperities. This is important, because the breaking of asperities or the rupture in a
cracklike mode is also associated with the occurence of a moment, stress .drop, and energy
release, as described above. Thus the moment and stress drop due to an unstable rupture
occur by the same mechanism as that causing slip weakening, and | this constrains
relationships between the moment, stress drop, ahd strain energy release due to unstable
rupture. |

The constraints on the source paramters takes several forms. First of all, the relationship
between the fnomcnt and stress drop will not be linear as usually assumed, but rather, the
stress and moment will depend on each other. in a nonlinear fashion, and also depend on
parmameters such as the fracture energyv, G¢. In additon, the relationships between the
source paramters will depend strongly on the boundary conditions, in particular, the
unloading stiffness of the ground: surrounding the fault. This makes it possible to ha\}e a
large release of energy with almost no seismic moment. | These constraints may help to
explain some discrepances bctweén the source parameters, as noted by McGarr et al.
(1979) and others. | -

Theoretical and numerical models have been developed for the mechanical .behz.wior ofa
fault plane containing asperities, and these models are used to predict rélationshipé bctween
the static source parameters. The asperities are modelled with collinear distributions of
cracks in an elastic matrix, where the asperity is the object between cra.cks.‘The stress
distributions in the aspéritics, and the criteria for the progressive failure of the asperities,
are calculated using the theory of elastic-brittle fraéture mechanics (e.g., Rice, 1968)'. We |

consider very simple source geometries such as the propagation of a single crack, or the
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breaking of a single asperity. These simple formulas allow insight, and the results are
derived in closed form. For example, the nonlinear stress-moment relation for a source

consisting of a single growing crack is given by:

_ GC2E2'
3 (1-v2)(1+V)

where My, is the seismic moment, Gg is the fracture energy, E is Young's modulus, 7T is the
effective shear stress, and v is Poisson's ratio.

The results of more complicated configurations of asperities, and statistical distributions
such as a fractual distribution of asperities, have also been calculated. Our models take into
account the propagation of the cracks or progressive failure of the asperities, and this
results in both slip weakening, along with nonlinear relationships between the source
parameters. A meaningful way of presenting the results of these models is on a plot of
stress drop vs. moment. The traditional relationships between the source parameters plot
as a straight line on a stress moment diagram, and thus the use of these diagrams in
seismology has not afforded any additonal insight. However, in our analysis, the
relationship between stress drop and moment is nonlinear, and in conjunction with the
applied boundary condlitions, the nonlinear stress moment diagram gives information on
the starting and stopping of unstable rupture and regions of aseismic slip, and also the
moment, stress drop, and energy release due to an unstable rupture. These stress moment
diagrams are similar in many respects to the stress-displacement or si:ress-slrain diagrams
used in rock mechanics (Jaeger and Cook, 1979). An example of a nonlinear stress-

moment diagram for the breaking of a single asperity is shown in Figure 1. Figure 1

[y
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shows that during an instability, the stress drop and the seismic moment are related by the

linear relationship
T=km Mo

where kg, is related to the unloading stiffness of the surrounding ground. Values for the
unloading stiffness of the ground surrounding the San Andreus fault have been estimated to

be about 0.25 bar/mm.
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Figure 1. Normalized shear stress - seismic moment diagram for a single

asperity represented by the region between two equal sized cracks.

Instability occurs when the slope of the stress - moment diagram becomes

less than the unloading stiffness of the surrounding ground (point A in the figure).
Stability is regained in this case when the asperity completely fails and the
geometry becomes that of a single crack (point B). The stress drop, change

in moment, and energy release for the instability are shown.
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