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Abstract 

We consider the supercooled Stefan problem with a general anisotropic 
curvature- and velocity-dependent boundary c<;mdition on the moving interface. 
This is a well-known model for pattern formation in unstable solidification. 

We reformulate the problem in terms of a quasilinear history-dependent 
singular integral equation for the velocity of the boundary. Using this equation, 
we carry out a new linear stability analysis of a planar solidification front with a 
general boundary condition. This analysis disagrees with the classical linear sta
bility theory, because our approach includes transient effects due to initial condi
tions and linearizes the boundary conditions more accurately. Our analysis exhi
bits the smoothing role of velocity-dependence and the destabilizing effect of 
anisotropy. 

We then present numerical methods, also based on the integral equation for
mulation. These methods are able to follow the evolution of a periodic 
solidification front far into the nonlinear regime, with 0 (M) accuracy, where M 

is the time step. Previous work has been limited to short times and achieved 
slightly less than 0 (M 112) accuracy. Our methods also include a new algorithm 
for moving curves with curvature-dependent velocity. 

We present numerical results obtained with these new methods. After 
demonstrating first-order convergence for short time spans, we compare accurate 
numerical results with the predictions of the new and classical linear stability 
theories. Our results agree very well with the new theory, and disagree with the 
classical theory by as much as 25%. Then we study the long-time evolution of a 
dendritic front. We confirm the smoothing effect of velocity-dependence numeri
cally. Our computations exhibit the beginnings of a sidebranching instability, fol
lowed by formation of a periodic cellular front, with an anisotropic boundary con
dition. Tip-splitting occurs instead, in the isotropic case . 
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Introduction 

A Boundary Integral Approach to Unstable Solidification* 

John Strain 

Department of Mathematics 
and 

Lawrence Berkeley Laboratory 
University of California 

Berkeley, California 94 720 

Recently, there has been much interest in the supercooled Stefan problem with a 
curvature-dependent boundary condition on the phase interface, as a model for the spontaneous 
pattern formation believed to occur in dendritic solidification of a pure substance from an under
cooled melt. This model was introduced in the metallurgical and physical literature 
[52, 53, 65, 64, 66, 69, 82] and has now become a topic of· applied mathematics as well 
[15, 21,46, 94, 99, 105, 108]. 

Most of the physical literature (e. g. [ 4, 7, 67] ) has studied the problem via asymptotic 
analysis, and applies numerical methods only to solve various approximate equations, as in [66]. 
Numerical methods have been successfully applied to steady-state equations [72, 91] and to 
equations for smoothed interfaces [13, 34]. Only a few methods have been proposed to solve the 
full time-dependent problem [21, 94, 99], and it seems that none have been capable of comput
ing the interface accurately far into the nonlinear regime, where interesting phenomena like side
branching [53], tip-splitting [85], and formation of cellular fronts [66] are presumed to occur. 

In this paper, we present a numerical method for solving the supercooled Stefan problem in 
two space dimensions, with a very general anisotropic curvature- and velocity-dependent tem
perature boundary condition on the phase interface. Our method is based on eliminating the 
temperature field and computing only the moving boundary. There are two difficulties in this 
approach; first, computing the velocity requires solution of a nonlinear history-dependent singu
lar integral equation on the moving boundary, second, moving a curve with curvature-dependent 
velocity is difficult even if the velocity is a simple function of curvature [86, 93]. The first 
difficulty is easiest to understand in the simple case when the interface is the graph of a function, 
so we resolve it there. The second requires a reformulation of the general problem of curve 
motion. 

Our method computes the interface to first order accuracy; this compares favorably with 
previous approaches, which achieve less than half order accuracy, even for the simpler 

*This work was supported by an ffiM Predoctoral Fellowship, a NSF Graduate Fellowship, and by the Applied Mathemati

cal Sciences subprogram of the Office of Energy Research, U.S. Department of Energy, under Contract DE-AC03-

76SF00098. 
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curvature-independent classical Stefan problem without supercooling. We present several long
time computations in which physically interesting phenomena occur. 

In Chapter 1, we review previous theoretical and numerical work on this and related prob
lems, and describe derivations from nonequilibrium thermodynamics. We also review the classi
cal linear stability theory [82] of the (approximately generic) planar constant-speed solution, and 
point out its incompleteness; its predictions of instability are reliable, but not of stability. 

We begin Chapter 2 with a reformulation of the moving boundary problem as a nonlinear 
history-dependent singular integral equation for the normal velocity of the interface. We use the 
integral equation immediately, to carry out a linear stability analysis of the planar constant-speed 
solution, with a general boundary condition. This analysis produces results quite different from 
those of the classical theory; the time-dependence of a perturbation amplitude is exponential 
only in the- questionably relevant -long-time limit. For short times, transient effects due to 
the initial temperature field control the growth of perturbations. Hence the classical theory 
predicts the wrong amplitudes, though it gets the right exponents in the long-time limit. 

In Chapter 3, we describe a numerical method for computing the moving boundary while it 
remains the graph { x = s, y = y (t ,s) I -oo < s < oo} of a 27t-periodic function y (t ,s ). We deal 
with this simple case first because it allows us to learn how to solve the integral equation for the 
velocity, without worrying about how to move the curve. Of course, the boundary does not 
remain a graph, so this method is good only for moderate time spans and relatively small defor
mations of a flat interface. However, moderate time spans suffice for a comparison with linear 
stability theory which conclusively upholds our new theory and disagrees with the classical 
theory. We also study the convergence rate of the numerical method experimentally, and show 
the method to be first order accurate for time spans short enough that the interface remains the 
graph of a smooth function. 

In Chapter 4, we present a numerical method for computing a general boundary, no longer 
restricted to graphs. This requires some study of the general problem of moving curves. We 
reformulate this problem, following Duchon and Robert [27], as an evolution equation for the 
normal angle<)>. Using this equation to move the boundary and computing the velocity V from 
the integral equation gives a complicated but reliable numerical method, which is first-order 
accurate and stable. An additional ordinary differential equation keeps track of arclength, and 
we introduce an algorithm which keeps points equally spaced on the curve without redistribu-
tion. 

Our numerical results suggest several conclusions; these form the content of Chapter 5. 
~umerically, we have shown that the principle of computing only the moving boundary leads to 
an effective and accurate numerical method. Physically, we have confirnied the linear stability 
theory based on the integral equation formulation. It is also interesting that we see the begin
nings of a sidebranching instability only with an anisotropic Gibbs-Thomson relation, as 
predicted by Langer [67]; we see a fairly well-developed tip-splitting instability instead, in the 
isotropic case. 

This paper is based on the author's doctoral dissertation, "Numerical Study of Dendritic 
Solidification," for the Department of Mathematics, University of California at Berkeley. 

.. 
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1. Some previous work 

1.1. Physics 

Consider, for the sake of comparison with our problem, the melting of ice in water. This is 
a smooth, stable phenomenon, modeled by the classical two-phase Stefan problem: The tempera
ture field u satisfies the heat equation 

at u = llu (ll = a; + a;) 
in each phase (water or ice) separately, the normal velocity is the jump in the normal component 
of heat flux, 

V=-[~~]· 
across the interface (vis the unit outward normal to the solid phase), and the temperature on the 
interface is the equilibrium melting temperature; by a shift of origin in the temperature scale, 
u = 0 on the interface. With appropriate initial and boundary conditions for u , this is a fairly 
well-understood and mathematically well-posed problem, for which many results of existence, 
uniqueness and regularity have been proven. Many of the more recent results [ 11, 12, 61] rely on 
the weak formulation introduced by Duvaut [29] and the theory of variational inequ8Jities [62], 
but earlier work was done with integral equations, maximum principles, and other tools from the 
classical theory of partial differential equations; see [35, 36] and [89]. 

In the physical situations with which we will be concerned, on the other hand, it often hap
pens that the liquid phase is supercooled; u < 0 in the liquid phase. In practice, water can be 
cooled substantially below 0° Centigrade without freezing, if there is no "seed" to start the freez
ing process. A small disturbance can then begin a rapid and unstable change of phase, dendritic 
solidification. The large-scale shape of the resulting solid - for example the diameter of a 
snowflake- is typically a reproducible function of a few physical parameters such as the under
cooling, but the detailed small-scale structure has a complex but organized appearance. 
Currently many workers [5, 6, 24, 67, 66, 58, 59, 60, 85, 7, 91] are interested in this problem of 
pattern formation. 

Supercooling of the liquid phase requires a re-examination of the assumptions and formula
tion of the classical Stefan problem. Classically, the water is the set where u > 0, the ice the set 
where u < 0, and the interface the set where u = 0. When supercooling is present, however, a 
snapshot of the temperature field at any given time does not determine the interface, because u 
can be negative in either phase. Thus the only way we can keep track of th~ interface is by fol
lowing it continuously in time. This requires that the interface itself move smoothly in time. 
Physically, this means that liquid can solidify only adjacent to preexisting solid. 

Unfortunately, both linear stability analysis [98, 64, 82, 87, 88] and rigorous theory [8] show 
that the interface does not remain smooth when the liquid is supercooled. Linear stability theory 
gives a growth exponent y (k) = V I k I , where V is the velocity of the unperturbed planar solu
tion and k is the wavenumber of the perturbation; disturbances to a planar interface grow like 
ety(k), with small wavelengths growing faster, so the interfacial structure becomes very compli
cated. Since a real snowflake, for example, exhibits a complicated structure only down to a 
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certain length scale, below which the interface is microscopically smooth, this indicates that 
supercooled solidification is not well modelled by the classical Stefan problem. Furthermore, an 
analysis of the classical Stefan problem by di Benedetto and Friedman shows that finite-time 
blowup occurs when the water is supercooled; solutions fail to exist after a certain time. See 
[8]. Hence some modification of the classical Stefan problem is necessary, if we are to model 
supercooling of the liquid phase. 

The various modified models proposed usually differ from the classical Stefan problem 
only in the boundary condition u = 0 on the moving boundary; exceptions, however, are models 
proposed by Visintin [105], who constructs a weak formulation of superheating and supercool
ing, and Wollkind and Notestine [108], who suggest modification of the jump condition 

V = - [ :] as well. The most classical models use surface tension arguments to assigu the 

interface an energy proportional to its area, and result in a curvature-dependent "Gibbs-Thomson 
relation" [ 41] 

u =-fcC (1) 

on the interface. Here Ec is a small constant and C is the curvature of the interface, taken to be 
positive where the center of the osculating circle lies in the solid phase. More recently, several 
authors [47, 83, 15] have proposed anisotropic curvature- and velocity-dependent boundary con
ditions of the form 

u = -Ec(<j>)C -Ev(<I>)V, (2) 

where <1> is the angle between the normal to the interface and a fixed axis and V is the normal 
velocity. Typically 

Ec(<l>) = ec(l-A coskA <I>) 

ev(<l>) = Ev(l-A coskA <!>) 

where A e [0,1) is the coefficient of anisotropy and kA is a small integer connected with the cry
stalline anisotropy of the solidifying substance. These relations involve the non-equilibrium 
concept of velocity, and therefore cannot follow from equilibrium thermodynamics, unlike the 
curvature-dependent (but velocity-independent and isotropic) Gibbs-Thomson relation (1). 

There are now two theoretical frameworks within which the general boundary condition (2) 
can be derived; the phase field model of phase transitions and thermodynanrics with interfacial 
energy and entropy. 

The phase field model assumes a van der Waals-Cahn-Hilliard free energy functional 
[16, 81], quadratic in the gradient of a phase field 'I' and linear in the temperature field u: 

F['lf] = f ~ IV'Ifl 2 + g('lf) + U'lf 

where g is a double well potential like (1-'1'2)2 and the integration is over both phases. The 
phase field 'If is close to 1 in the liquid phase, close to -1 in the solid phase, and makes a smooth 
transition from 1 to -1 near the boundary. In this model the boundary is smeared out into the 
region -{ < 'If < l;, where l; is a measure of the interfacial thickness. The evolution equation for 

.. 



• 

'I' is the Model A equation ofLandau-Ginzburg theory [50]; 

8F tat 'I' = aw 

5 

where ~~ is the functional derivative of F with respect to 'I' and t is a relaxation time. One 

couples this to a modified heat equation for u to obtain a parabolic system. The system can be 
solved numerically [13, 34] or studied by singular perturbation theory as in [15]. In the limit 
when the interfacial thickness vanishes ('If becomes a step function), asymptotic analysis pro
duces several modified Stefan problems including boundary conditions like (1) and (2); see [15] 
and references therein for the details. Some equilibrium existence results are also known for 
these phase field models; see [81, 14, 63]. 

A related approach [83] considers the same free energy functional, with u = 0 and 'I' rtow a 
concentration rather than a phase field, but replaces the Model A equation with 

8F tat 'I'= 11 Bw 

where 11 is the Laplacian. This equation, unlike the Model A equation, has the free energy F as 
a Lyapunov functional, and is therefore a reasonable way to approach equilibrium. Again, a 
singular perturbation analysis [84] produces a modified Stefan problem, this time for 'I'· This 
approach models supersaturated rather than supercooled solidification, but results in a similar 
moving boundary problem. 

The approach via thermodynamics with interfacial energy and entropy produces a simpler 
derivation at the expense of a theoretical structure farther removed from microscopic physics. 
Gurtin [ 46, 44,47, 45] derives (2) from fairly general and reasonable assumptions about the 
structure of the constitutive relations of a thermodynamics in which zero-thickness interfaces are 
assigned energy and entropy, typically proportional to their surface area. 

1.2. Existence theory 

No rigorous existence and uniqueness results are known for the supercooled Stefan problem 
with the curvature-dependent boundary conditions (1.1.1) or (1.1.2). In this section, we describe 
a local existence and uniqueness result for a simpler model problem, because it suggests the 
curve movement algorithm of our numerical method and because it seems likely that similar 
techniques could provide a local existence result for our problem. This result is due to Duchon 
& Robert [27]. 

Consider the modified Stefan problem with an isotropic velocity-independent Gibbs
Thomson relation with Ec = 1, with the heat equation replaced by its steady-state counterpart 
11u = 0, and with temperature variation in the solid phase neglected. The problem can then be 
stated in one sentence: A curve moves with velocity equal to the normal derivative of the har
monic function with boundary values equal to the curvature of the curve. 

Thus we seek a curve r(t) moving with normal velocity 

v =au 
av, 
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where flU = 0 above r(t) and 

U=C on r(t). 

Here C is the curvature and v the normal of r(t ). Consider the special situation in which r(t) is 
the graph { X = s , y = y (s ) I -oo < s < 00 } of a Lipschitz function y . ~arametrize r(t) by 
arclength, identify functions on r(t) with functions on the real line 1R by the arclength s , and. let 
<1> be the angle between v and they -axis. Let A= Ar denote the Dirichlet-Neumann operator for 
r = r(t ), defined for f e L 2(1) :: L 2(1R) by 

where 

Af =au av 

llU = 0 above r 
u =f on r; 

thus the normal velocity is given as a functional of curvature by V = AC . One can then derive 
the following evolution equation for <1> (see [27] or Chapter 4 for details); 

s 

()t<!>-DAC = C f CAC ds', C =D<!>, (1) 
0 

with initial condition <j>(O,s) = <j>0(s ). This is a nonlinear third-order pseudodifferential evolution 
equation, since A is a first-order pseudodifferential operator [92, 28, 22, 101] acting on the spa
tial variable s . Let H 2 = H 2(1R) be the usual Sobolev space, consisting of square integrable 
functions on 1R with square integrable first and second distributional derivatives [1, 100] and let 
I <1> I 00 =max I <1> I be the max-norm. Then the following result holds: 

lR 

Theorem (Duchon & Robert [27] ) Let <l>o belong to H 2
, and I <l>o I oo < ~. (Thus r(O) is a 

Lipschitz graph.) Then there is T > 0 and <1> continuous from the interval [O,T] into H 2 satisfying 
( 1) and having <j>(O,s) = <j>0(s ). Furthermore, there is a ball in L oo(O,T ;H2) in which the solution 
of ( 1) is unique. 

The proof is computational, relying mainly on estimates for A and especially on their 
dependence on the Lipschitz constant of r. Hence we merely summarize it. 

To begin the proof, subtract the operator Ao corresponding to a flat interface, 

Ao=HD 

where His the Hilbert transform [96], from both sides of (1) to get 
s 

(()t + AJ)<I> = C f C ACds' + D (A-A0)C = F (<!>) 
0 

(2) 

where C = D <1> is the curvature. Solve (2) for <1> in terms ofF(<!>) by the Fourier transform [97] 
· and apply the contraction mapping principle [42] to the resulting fixed point equation. The esti
mates needed to apply the principle are consequences either of classical potential theory [37, 57] 
or of more recent work on singular integrals [22, 23]. They rest on the compactness of the 

" 
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operator A-A0 as an operator on L 2; the necessary preliminaries are summarized in [28]. Thus 
the key step of the proof is subtraction of the constant-coefficient operator Ao, which already 
contains the singularity of A. 

Extension of this theorem to our supercooled Stefan problem would require two .steps. The 
first - inclusion of temperature variation in the solid phase - seems to present no additional 
difficulties, but the second - solution of the heat equation on a time-dependent domain - is 
much more difficult than the solution of the Laplace equation, which does not involve the previ
ous history of the interface. Even the solution of the equation corresponding to (2) for <1> in terms 
ofF ( <1>) becomes a nontrivial undertaking, because A acts on the time variable. 

However, this general viewpoint - in which the temperature field is treated as an inter
mediate step between the curvature and the normal velocity, rather than as an independent unk
nown - pervades the work of this paper. Both our analysis and our numerical methods are 
based on equations which involve only the moving boundary. 

1.3. Numerical methods 

We briefly describe some of the many existing numerical methods for the curvature
independent classical Stefan problem without supercooling, to provide a background for our 
work on the curvature-dependent and supercooled case. 

Methods for the classical Stefan problem in more than one space dimension (the one
dimensional case is of little interest to us here) tend to fall into two general classes; front
tracking methods which follow the boundary explicitly, either as a curve or as the boundary of a 
region, and enthalpy methods which use a weak formulation to avoid tracking the bomidary 
explicitly. 

In front tracking methods, the usual procedure is to solve the heat equation in each phase 
with zero Dirichlet data on r(t) by finite element or finite difference methods, compute an 
approximate normal velocity by numerical differentiation of the temperature field and an 
approximate normal by some method depending on the representation of the moving boundary, 
and move the boundary in some fashion with the computed velocity. Variations on this pro
cedure include solving with Neumann data and adjusting the boundary to be where u = 0, or 
using an implicit time discretization and iterating on the temperature and the boundary until the 
boundary location and velocity agree with those obtained from the temperature field. Front 
tracking methods have been applied to the Stefan problem by Meyer [74, 75, 76, 77] and to 
several similar problems (e.g. Rayleigh-Taylor instability) by Glimm et al. [43]. A general 
review of numerical methods for moving interfaces can be found in Hyman [54]. 

In enthalpy methods, the Stefan problem is transformed to a single nonlinear heat equation 
of the form dr u = ,'),.f (u ), with f a step function, to hold weakly on the entire domain occupied 
by the two phases. After computing u , the boundary may be found, if desired, as the set 
{ u = 0 } . Various methods have been proposed to solve ()t u = !lf (u ); Majda [70] analyzes the 

convergence of the simplest finite difference method, and Chorin [21] reports numerical experi
ments with the method. Berger et al. [10, 9] derive similar finite difference methods in a very 
general framework; their methods are very simple to use but have rather large temperature field 
error estimates of the form 0 ((Mlog(l+T/M))112) where M is the timestep and Tis the time at 
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which the error is bounded. Their numerical results show these estimates to be sharp. Alex
ander et al. [2] have applied Miller's moving finite elements [78] to the enthalpy formulation. 
Review articles on the subject are [33] , [25] and [76]; these articles also describe many 
methods which we have omitted. Other weak solution methods are presented by Visintin & 
Verdi [103", 104], with similar error estimates. 

Numerical methods for the curvature-dependent supercooled Stefan problem, however, are 
much scarcer. Smith [94] and Chorin [21] have constructed methods based on the enthalpy for
mulation, but incorporating some type of front tracking to evaluate the curvature. Smith's 
method suffered from grid effects; the shape of a computed unstable interface is strongly and 
unphysically dependent on the orientation of the numerical grid used to solve the problem. This 
effect prevents the numerical results from being even qualitatively accurate in the presence of 
morphological instability and in particular prevents agreement with linear stability theory. Cho
rin [21] introduced a partial volume representation [54] of the interface and an accurate curva
ture evaluation algorithm for curves given by partial volumes, but this did not remove the grid 
effects. In addition, these methods are based on the enthalpy formulation and therefore are lim
ited to the 0 ((Mlog(1+T/M))112

) error estimate which we saw. Chorin's numerical results 
indicate this estimate to be of the right order of magnitude. Recently, Sullivan et al. [99] have 
solved the problem using finite element methods on a moving mesh, but their results so far are 
limited to the case when the interface is the graph of a function, and therefore cannot follow the 
interface into the nonlinear regime. 

Thus it seems fair to say that there are no completely satisfactory methods for solving the 
supercooled Stefan problem with a general anisotropic curvature- and velocity-dependent boun
dary condition. This paper will therefore present a first-order accurate method which can follow 
the interface far into the nonlinear regime. Our approach is essentially a boundary integral 
method [71, 73, 79, 31] which eliminates grid effects by eliminating the spatial grid; indeed, we 
eliminate the temperature field altogether. We must then solve a singular integral equation 
[17, 96] for the velocity of the moving boundary, but it turns out that this can be done quite accu
rately. Given the velocity, it is still not altogether trivial to move the curve, because the velocity 
is curvature-dependent. Sethian [93] has exhibited some of the difficulties in moving curves 
with curvature-dependent speed. However, we use an evolution equation for the normal and an 
algorithm which automatically keeps points on the curve equidistant in arclength, to avoid the 
instability observed by Sethian. 

1.4. Classical linear stability theory 

In this section, we review the classical linear stability theory, due to Mullins & Sekerka _ 
[82], of the isotropic velocity-independent Gibbs-Thomson relation 

u =-eC. 

Another approach to this analysis is presented by Pinus & Taylor [87, 88]. The predictions of · 
this analysis will be compared with numerical results in Chapter 3. 

Consider the planar interface in 1R 2 parametrized by 

r(t) : (y = Vt ,x = s) s e 1R (1) 
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with temperature field 

{ 

e-V(y-VtLl Y > Vt 
u (x ,y ,t) = 0 y < Vt (2) 

independent of x . The interface moves into the liquid phase with positive velocity V, and the 
temperature field propagates without change of structure. 

Perturb this solution by adding temperature fields Bus and BuL in the solid and liquid 
phases respectively, and let y = Vt +By (t ,x) + 0 (B2) be the resulting perturbed interface. Thus 
us , uL , andy satisfy 

y < Vt +By (t ,x) 

Linearize these equations by extending uL and us up to the unperturbed boundary as solu
tions of the heat equation, and using Taylor expansion to construct an effective boundary condi
tion there. Drop terms of order B2 to get 

at Us = ll.us y < Vt (3) 

'd1uL = ll.uL y > Vt (4) 

and the effective boundary conditions 

Us = -Vy + UL = eiJ}y Y = Vt 

dyUL -dyUs =-d1y-V2y y =Vt 

(5) 

(6) 

Note that the conditions (5) do not preclude continuity of the real temperature field across 
the perturbed interface. The apparent discontinuity arises because extending a solution of the 
heat equation to a larger domain can be an unstable process, as the exact solution (2) shows: it 
grows exponentially pasty = Vt. 

These are linear equations with constant coefficients on a rectangular domain, so we can 
find exponential solutions of the form 

us = uoeikx eY!t eq(y-Vt) 

uL = uo'eikxeYtt e-q'(y-Vt) (7) 

y = Yoeikx eYtt. 

Furthermore, an arbitrary smooth perturbation of the initial temperature field and interface can 
be decomposed into such solutions by means of a Laplace transform in y and a Fourier 
transform in x resp. s [95]. Thus one might expect to analyze stability by computing the linear 
stability exponent y 1 for all positive q and q' and real k, as in the conventional linear stability 
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analyses carried out in Chandrasekhar [20]. 

Unfortunately, the dispersion relations 

u0(ycVq-q 2+k2) = 0 (8) 

u0'(y 1 + Vq'-q'2+k2) = 0 (9) 

u0 = -Vy0 +u 0' = -ekLy 0 (10) 

q 'u 0' +qu0 = (y 1 + V2)y 0, (11) 

which must be satisfied by solutions of the form (7), fix q and q' in terms of k. To see this, 
eliminate the amplitudes from (10) and (11) to get three equations 

Y1-Vq-q 2 +k2 =0 _(12) 

Y1+Vq'-q'2+k2 =0 (13) 

y 1+V2+ek2(q+q')-Vq'=O (14) 

in the four unknowns y 1, q, q ', and k2• These can be solved for y 1, q and q' in terms of k. But 
to represent an arbitrary perturbadon of the initial temperature field and interface requires three 
independent parameters, q , q ' and k . Thus we have too few degrees of freedom to carry out a 
complete stability analysis. Since the solution is stable if no modes grow, but unstable if any 
modes grow, we can reliably predict instability by this analysis, but not stability. 

Despite this difficulty, we proceed with the classical calculation. First consider the case 
E = 0. Then (8) becomes vacuous since u0 = 0 by (10), and a minute or two of algebra gives 

{

±VIkl lki<V 
Y 1 = V I k I I k I > V. (15) 

The choice of sign is forced by the positivity of q' for I k I > V, while q is left undetermined. 
Thus the classical theory predicts instability of all modes, for E = 0. 

Now suppose E > 0. Eliminate q and q' between (12) and (13) and between (13) and (14) 
to get 

q'=q+V 

q =-ek2 + lk I.V1-VE+E2k2. 

(16) 

(17) 

Observe that Req can be positive for all k only if V E < 1. Thus the classical theory exists only 
for V E < 1. The growth factor is given, from (12), by 

y 1 = q (q + V)-k 2 (18) 

=2ek2(ek2-V)+(V-2Ek2)1k I.V1-VE+E2k 2. (19) 

Asymptotically, 

ask~O 

as k~oo. 
(20) 



... 
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Thus the classical theory predicts the stabilization of shortwaves by curvature-dependence. 
Of course this prediction applies, strictly speaking, only to those perturbations of the form (7) 
with q, q ', and k related by (12-14). Nevertheless, its qualitative features will reappear in the 
exact theory of Section 2.3, suitably modified to handle transient effects due to the initial tem
perature gradients q and q' and extended to include anisotropy and velocity-dependence . 
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2. The integral equation and linear stability theory 

2.1. Introduction 

Chapter 2 contains analysis preliminary to the numerical methods developed in Chapters 3 
and 4. After recalling the moving boundary problem, we use heat potential theory to convert it 
to a singular integral equation for the interface alone. The integral equation is then used to carry 
out a linear stability analysis of the planar constant-speed solution. This analysis shows that the 
curvature-dependence of the Gibbs-Thomson relation removes the high-wavenumber instability 
of the classical supercooled Stefan problem and leaves only a finite band of low-wavenumber 
unstable modes. Velocity-dependence has a further smoothing effect. These conclusions can be 
expected to apply more generally, because a planar constant-speed front is the first term in a 
Taylor expansion of a general front, and is therefore generic (as afirst approximation).· The 
analysis also allows us to calculate consistent initial temperature fields for small perturbations of 
a flat initial interface; these are used in the numerical experiments of Chapters 3 and 4. 

2.2. The integral equation formulation 

We are working with the moving boundary problem 

The notation is as follows: 

O(t) 

fi (t) 

v = (cosq>, sin<!>) 

[ J 
r(r) 

v 

dtu =Au on O(t) 

[ ~] =-V 

-u =EcC +EvV 

U~Uoo 

u =u0 

on fi (t) 

on r(t) 

on r(t) 

at oo in each phase 

at t = 0. 

is the Laplacian a}+aff, 

is the solid phase at time t , 

is its complement, the liquid phase, 

is the temperature at oo in each phase, 

is the outward unit normal to O(t ), 

denotes the difference between liquid and solid pp.ase values, 

is the boundary between O(t) and fi (t ), 

is its normal velocity, positive if liquid is freezing, 

(1) 



c is its curvature, positive where the solid is convex, and 

is the angle between v and the y -axis. 

In the Gibbs-Thomson relation, we take anisotropic material parameters 

Ec(<j>) = Ec(l-A coskA <!>) 

Ev(<l>) = Ev(l-A coskA <!>) 

13 

where Ec and Ev are positive constants much less than unity, A is a constant between 0 and 1, and 
kA is a small integer describing the crystalline anisotropy of the substance under consideration. 

In this section, we transform the moving boundary problem (1) to a singular integral equa
tion (2) involving only r(t) and the initial temperature field Uo. Supercooling is present in (2) 

only through the consistency requirement that u 0~uoo at infinity. The procedure is straightfor
ward. We use the free-space heat kernel 

-llx 11 2/4t e -
K~,t) = 12 (41tt)n 

X E lR2, t > 0, 

to express u in each phase as the sum of single, double and initial layer heat potentials with den

sities ~ , u and u0 respectively. We use a jump formula for the double layer potential to evalu

ate each expression on r(t) and add the results. This procedure produces the integral equation 
T 

EcC +EvV + U~,T)+ j j K~-!_',T-t)V~',t)dx'dt = 0 
Or(t) 

to hold for!. on r(T). Here U is the free solution of the heat equation with initial data u0; 

U~,T) =K*uo~.T) = j K~-!_', T)uo~)dx', 
JR2 

(2) 

* denotes convolution, and dx ' denotes the element of integration on r(t ). This equation 
possesses nearly every possible complication: it is nonlinear (though quasilinear), history
dependent (through the dependence of SV on the previous history of the interface), and includes 
derivatives as well as integration over the curve. The Gibbs-Thomson relation produces a term 
resembling a nonlinear heat equation (for a parametrization of r(t )), while the release of latent 
heat generates the singular integro-differential term SV, which is nonlinear and history
dependent as well. The initial temperature field term U is merely a nonlinear forcing term, 
which adds little complexity by comparison. 

Here are the details: LetT > 0 be fixed, and let!. lie in Q(T). Fix B > 0 and put 

f~',t) =K~-!_',T-t +B). 

Let QT be the product set 
T 

QT = fl Q(t). 
0 

Then the Green identity [56] implies that 
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r at a J uflj -!flu= J J u--f_E_ 
OT Or(t) dv dv 

and the divergence theorem on O.r reads 

Ja,(fu)= f fun,. 
~ a~ 

Here n1 is the time component of the outward unit normal to O.r, considered as a subset of 
lR2xlR +. 

' 

1 t=T :! e il(T) 

n, = -1 t=O :! e Q.(O) 

-V 
O<t<T :! e r(t) 

~1+V2 

Add these two formulas, use the backward heat equation satisfied by f , and take the limit 8~0 
to get 

r a at 
u(X,T)= f f u0-f f f u n,-fau +u-a 

0(0) 0 r(t) v v 
(3) 

for:! in Q.(T). Repeat the calculation for the liquid phase; only the sign of the double integral 
changes; 

- r a at 
u(X,T) = _f f u 0 + f f f u n1 -!-au +u-a (4) 

0(0) 0 r(t) v v 

for:! in fi (T). Now we need a jump formula for the double layer heat potential D defined by 

T aK 
Dg(X,T)=f f g(X',t) av (X-,!',T-t)dx'dt; 

o r(t) 

Dg is discontinuous across r(T). For r(t) smooth, it is shown formally in [98] that 

[Dg ](X,T) = g (X,T) 

for:! on r(T). A detailed proof for r(T) independent ofT appears in Fabes & Riviere [32]; 
they use a Fourier transform in the time variable to reduce it to potential theory for the Laplace 
equation [37] in which the jump condition is well-known. This case is easier than ours because 
there is no motion of the boundary: The Fourier transform approach fails at the first step when 
the boundary moves with time. A proof for r(T) time-dependent is found in Gevrey [40] for 
n = 1. Apparently no proof of the jump formula with r(t) time-dependent has been published for 
n > 1, so we will simply assume it as plausible here, on the basis of the fqrmal argument 
presented in [98]. 

Thus apply the jump formula to evaluate the expressions (3) and (4) for u on r(t) and add 
the results to get 

u(X,T) = f K(X-,!', T-t)uo(!}-f f K(!-,!', T-t)[ aau] dx'dt 
JR2 0 r(t) v 

... 



for:!. on r(T). The boundary conditions now imply (2): 

for:!. on r(T). 

T 

&C +evV +U(x,T)+ f f K(x-:!_',T-t)V(x',t)dx'dt = 0, 
Or(t) 
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(5) 

Remarks: 1. Although K has a -
1
- singularity at t = T, the actual singularity of the 

T-t 
integrand in the time integral is mollified to a square root by integration over the curve. To see 
this, we compute the asymptotic behavior of the curve integral as t~T. Parametrize r(t) by 

:!_(t ,s), and let:!_ =,!.(S ,T)e r(T). Then dx' = "'./x}+y/ds and 

f Kf.x~:!.',T-t)V(x',t)dx' = j K(x-:!_',T-t)V(s ,t)"'./x/+y}ds. 
r(t) -oo 

It is easy to see that only a neighborhood of the singularity contributes, because K decays 
exponentially in the spatial variables. But in a small enough neighborhood of the singularity, the 
Taylor expansion 

II:!. (S ,Th! (s ,t) 11 2 = (S -s )2(x/+y/) + 11:!. (S ,T)-:!_ (S ,t) 11 2+ · · · 

holds with a negligible error. The second term, exponentiated, gives a s -independent factor in 
the integrand, the first a Gaussian integral. The result is therefore 

f K(x-:!_',T-t)V(x',t)dx'-K(II:!_(S,T)-:!_(S,t)II,T-t)V(S,t) as t'~t. (6) 
r(t) 

where on the right-hand side K denotes the one-space-dimensional heat kernel. 

2. To simplify the notation, introduce the single layer potential 
T 

SV(x,T) = f f K(x-:!_',T-t)V(x',t)dx'dt 
0 r(t) 

and write the integral equation as 

&C +U(x,T)+(ev+S)V =0. 

(7) 

(8) 

As an integral equation for V, this is of the second kind when ev -:t 0. Since first-kind equations 
with compact operators (as isS) are notoriously hard to solve, we expect velocity-dependence to 
make the solution of the integral equation easier. Taking ev -:t 0 can even be thought of as a phy
sically motivated regularization of the ev = 0 problem. The velocity is therefore given in terms 
of r(t) by 

V = -(ev + sr1(&C + U), 

if ev+S is invertible in an appropriate function space. Fabes & Riviere [31] show, for r(t) 
independent of t , that S is smoothing of order 1 in space and order 1/2 in time: If g is in LP on 
the set 
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then Sg has one space derivative in LP (r T) and - in a sense we shan't make precise - half a 
time derivative in LP (r T ). They also show that Ev + S is invertible on LP (r T) if and only if 
Ev '# 0. If Ev vanishes, therefore, V loses one derivative's worth of spatial regularity. Hence non
trivial velocity-dependence in the Gibbs-Thomson relation exerts a substantial smoothing effect 
on the interfacial velocity. 

2.3. Linear stability theory 

The integral equation (2.2.5) has an exact solution for which the interface is a straight line 
moving in the positive y -direction with velocity v. Thus r(t) is parametrized by 

x (t ,s) = s 

y (t ,s) = Vt 

as s runs over the real line. The corresponding temperature field has the similarity form 

u (x ,y ,t) = u0(y-Vt) 

with 

-{e-Vy -1-evV y > 0 
uo(y)- -EvV y ~ 0. 

Here Ev is evaluated at its minimum, <1> = 0. 

(1) 

(2) 

(3) 

We compute the evolution of a small perturbation to the initial interface, subject to a small 
perturbation of the initial temperature field, within the framework of linear stability theory. 
Thus we ignore terms above first order in the perturbation amplitude B. 

Thus begin with an initial interface parametrized by 

x (O,s) = s 

y (O,s) = By 1 (O,s ). 

(We don't need to perturb x (O,s ), because imposing the arclength constraint x/+y/ = 1 to first 
order would eliminate the x -perturbation anyway.) Make a perturbation Bu 1(x ,y) of the initial 
temperature field u 0(y ), and let the resulting interface be parametrized by 

x(t,s)=s + 0 (B2) 

y(t,s)=Vt+By 1(t,s) + 0 (B2). 

We assume here that r(t) remains the graph of a function y (t ,x ). Since linear stability theory is 
a short-time paradigm, and the initial interface is a graph, this is a reasonable assumption. To 
first order in B, the curvature and normal velocity are 

I 
C = --Oi'By 1 (4) 

V (t ,s) = V + d1 By 1 (t ,s) 

and the perturbed forcing term U in the integral equation is 

U(s ,Vt +By 1,t) = U 0(Vt ,t)+By1i1y U 0(Vt ,t)+BU 1(s ,Vt ,t) (5) 
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Here U 0 is the unperturbed free temperature field 

U 0(y ,t) = ~ e-Y'1~ [ erfce [ 
2~?] ~rfce [ ;fr]] -&V, (6) 

where erfce is the exponentially scaled complementary error function 

2 2.Joo 2. erfce (z) = _r ez e-Y dy, 
"V1t z 

and 

U 1 (s .y ,t) = K *U 1 (s ,y ,t) (7) 

is the free temperature field due to u 1• Substitute (4) and (5) into the integral equation,drop 
terms above first order in o, and use the unperturbed equation to cancel zero order term~. The 
result is the linear stability equation 

(Evdt -Ec:d])y1(t ,s) + Y1()sU o(s ,t) + U 1(s ,Vt ,t) + (8) 

t 

+ Vf j(y 1-Y 1')K (s-s', t-t')()yK (V (t-t'),t-t')ds 'dt' + 
0 

t 

+ J JK (s-s ', t-t')K (V (t-t'),t-t')()ty t' ds 'dt' = 0. 
0 

Here Ec and Ev are evaluated at <1> = 0, or equivalently contain a factor 1-A . . 
Exponentials are eigenfunctions of the heat kernel, so (by a Fourier transform) it is enough 

to consider initial temperature field perturbations of the form 

u 1 (x ,y ) = f (y )e ikx 

and resulting interfacial perturbations of the form 

y 1(t .s) = g (t)eiks. 

Then g satisfies the reduced equation 

t -(k2+V214)(t-s) V2 
2 2 

(2Evdt+2Eck 2-V)g(t) + Je (o
8
+-)g(s)ds =e-<k+Vt4)tF(t), (9) 

0 V1t(t-s) 2 

where 

F (t) = -2e vzt/4 K * f (Vt ,t ). 

The change of unknown function 

G (t) = e (k 2
+V

2
t4)t g (t) 

produces a fractional differential equation 

[cD + b + n-112(D-a)]G(t) =F(t), 

with constant coefficients 

(10) 

(11) 

(12) 



2 2 v2 
b = 2eck -V -2c.vk -c.v-

2 

' c = 2c.v 
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(13) 

Here D =at and v-112 is the Riemann-Liouville fractional integral [48, 68] defined by 
t 

v-112G(t)= J g(s) ds. (14) 
0 V7t(t-s) 

It has the following useful properties, for smooth G ; 
t 

v-112v-112G(t) =D-1G(t) = jG(s)ds 
0 

DD-112G(t)=D 112G(t)= ~/!!) +D-112DG(t) 
"V1tt 

v-112(j *g)= (D-112/ )*g = f *(D-112g ), 

where * denotes the finite convolution 
t 

f *g (t) = J f (t-s)g (s)ds. 
0 

(15a) 

(15b) 

(15c) 

The fractional differential equation (12) can be solved explicitly if we take f of the form 

l
u

0
'e-q'y y > 0 

f (y ) = u oe -qy Y < 0 ( 16) 

with q and q' positive. By a Laplace transform, this implies the solution for the general case. F 
then becomes 

F (t) = -u 0' erfce (p '-{i )-u 0erfce (p -Vt) (17) 

with p = q + V 12, p ' = q '-V /2. If G (p ,t) is the solution corresponding to u 0 = -1, u 0' = 0, then 
G is given by 

G (t) = -u 0G (p ,t)-u0'G (p',t) 

Thus it suffices to consider 

F (t) = erfce (p-{() = (1-pD - 112)eP 21
• (18) 

The second equality, derived by a change of variable, will greatly simplify the calculation. 

We describe the solution of (12) before plunging into the details: We solve the c = 0 (no 
velocity dependence) case explicitly by "squaring" the operator in (12) to remove fractional 
derivatives. The result is an ordinary differential equation whose solution is asymptotically a 
linear combination of exponentials 

2 
g(t)- L gi(k)ety;. 

i=l 



.,. 

19 

Thus stability theory is reduced to the study of the exponents Yi and amplitudes g i (k ). It turns 
out that y 1 is briefly positive for small k and then decays like -k2 for large k. Unfortunately, 
y 2 - k 4 as k 4oo, so it looks at first as though the interface is catastrophically unstable. How
ever, a slight additional calculation reveals that g 2(k) vanishes identically for k above a cutoff 
kc. Thus the high-k instability is indeed stabilized by the introduction of curvature dependence 
in the Gibbs-Thomson relation, just as predicted by the classical theory. The same picture 
appears in the case c > 0 of nontrivial velocity dependence, except that Yi are now roots of a 
cubic rather than a quadratic. The algebra involved in exhibiting the cutoff directly becomes too 
formidable, but we present a calculation which effectively bounds the cutoff from above. This 
calculation exhibits the stabilizing effect of velocity-dependence: the cutoff kc is lowered even 
further. The effects of anisotropy, on the other hand, are much easier to include in the analysis. 

Here are the details: For c = 0, the linear stability equation (12) becomes 

L+G(t)=[b +D-112(D-a)]G(t)=F(t), (19) 

and evaluation at t = 0 implies bG (0) = F (0) if G is C 1• Apply the operator 

L- = b -D-112(D -a), 

the properties (15a) and (15b) of v-112, and the second form (18) ofF. The result is the ordi
nary differential equation 

with initial conditions 

t 

1 
G(O)=-

b, 

for the new unknown v-1G (t) = JG (s )ds. The solution is, by (15c), 
0 

D -a a 1 2 -1/2 G(t) = (----)S(t) + -(a-bp-p )(1-pD )T(t) 
b p p 

where 

2 xl eP2t_etxi 
T(t)=DS*ept= 

2 
+(x 1f-x 2) 

xl-x2 P -xl 

(20) 

(21) 

(22) 

Here (x 1 f-x 2) stands for the previous term with x 1 and x 2 interchanged, and xi are the roots of 
the quadratic 

x 2- (b 2-2a )x + a 2 = 0. 

They are real, positive and distinct for k 2 > V 2!4. 

As t 4oo, integration by parts shows that 

(1-pD-112)eP2t 4 0 

(23) 

(24) 
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(1-pD-112)etx ~ 0 X < 0 

Thus as t ~oo, 

2 2 2 (-1)i+l 
g(t)=e-(k+Vt4)tG(t)- L G;(k)etyj 

i=l XcX2 
(25) 

wherey· =x·-k2-V214 and I I 

x;-a a 1 2 X;-p..JX;" a-bp-p 2 _r 
G;(k) = ------(a-bp-p ) 

2 
= --!.--...!..

2
-(x;-b-vx;-a). 

b p p p -X; b (X; -p ) 

Solve the quadratic to get 

1 2 2 1 "' 2 y 1 = -(b -v )--lb I b +4a 
. 2 2 

(26) 

as k ~oo. Thus y 2 produces a catastrophic instability in which high-k modes grow fastest. How
ever, the last factor in G 2(k) is 

x 2-b-rx;-a = .!.( lb 1-b )r/b 2+4a -b)= 0 
2 

for b ;::: 0 or 2eck2 ;::: V. Thus the threatened instability is cut off by the vanishing of the 
coefficient of ety 2 as soon as 

(27) 

leaving only a finite band of low-k unstable modes for which y 1 is positive. Figure 1 displays 
typical dispersion relations Y; (k ), with the cut-off exponent y 2 dashed. 

Now consider the case c > 0 of nontrivial velocity dependence. The linear stability equa
tion is then 

[cD +b +D-112(D-a)]G(t) =F(t), 

and evaluation at t = 0 requires 

cDG (0) + bG (0) = F (0). 

(28) 

This can be solved by squaring, as in the case c = 0, but the algebra becomes highly tedious; X; 

satisfy a cubic instead of a quadratic, and explicit expressions for the roots are too cumbersome 
to allow evaluation of the cutoff. Thus we present the following calculation, which gives a sim
ple upper bound for the cutoff, with the right qualitative behavior. The c = 0 case and experi
ments with squaring suggest the ansatz 

3 p'-t tXi 

G (t) = LA;etxj +B; (1-pD-112) e 
2 
-e , (29) 

i=l p -X; 
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where xi, Ai and Bi are determined by substituting (29) into (28), equating coefficients of etxj, 
n-112etJ\ and (1-pD-112)eP\ and requiring G (t) = G 0 at t = 0. (Note that the specification 
F (0) = 1 implicit in (18) determines G (0), as in the case c = 0.) This procedure results in a set of 
ten equations in the ten unknowns Ai, B i, xi and G (0), linear in all the variables except xi. For 
our purposes, we need only the equations obtained by equating the coefficients of e txj and 
D-112etxj. These are . 

CXi + b -p (Xi -a )/Xi 
(cxi+b)Ai 2 Bi =0 

p -xi 
(30) 

p (CXi +b )-(Xi-a) 
(xi-a )Ai + 2 Bi = 0, 

P -xi 
(31) 

fori = 1,2, and 3. Consistency of (30) and (31) requires that for each i we have 

(cxi +b)Ai = / (cxi +b-Xp (xi-a))Bi 
p -xi i 

(32) 

CX· +b p (CX· +b)-(X·-a) 
= ' ' ' B· 2 ,. 

xi-a p -xi 

This implies that xi are the roots of the cubic 

(ex + b )2x -(x -a )2 = 0; (33) 

they have positive real parts since 

x-a 
Rex =Re >0. 

[ ] 

2 

cx+b 

Using this in the second equation in (32) gives 

Ai 1 cxi+b -o - = [1-p ] = --==----=-
Bi p 2-xi xi-a ..Ji; (p +c:nlxi) 

(34) 

CXi +b 
where cr = sgn ( ). This is all we need to analyze linear stability in the limit t --?oo. 

xi-a 
Indeed, (29) implies that 

(35) 
i=l 

ast--?oo. Hereyi =xi-k2-V2!4and 

Ai 1-pt...Jx;' 
Gi =Bi(-- 2 ). 

Bi P -xi 
(36) 

But (34) shows that Gi is proportional to 

-o + 1 
...Jx;'(p +crxi) ...Jx;'(p +Vxi) 
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which vanishes whenever a > 0. Instability of g requires Yi > 0, so xi -a > V 2!2 > 0 and 

a = sign(cxi +b). 

Hence any instability is cut off by the vanishing of its coefficient whenever k exceeds the critical 
value kc given by cxi (kc) + b (kc) = 0. We can bound kc from above by omitting the positive 
term cxi (kc ) to get 

This agrees with the Ev = 0 result 

as it should. 

k 2 < V (1-evV /2) 
c - 2(Ec+Ev) · 

(37) 

(38) 

To summarize, linear stability analysis of the (approximately generic) planar constant
speed solution shows that the curvature-dependent Gibbs-Thomson relation replaces the catas
trophic small-scale instability of the classical Stefan problem for supercooled water by a finite 
band of small-k unstable modes. Velocity dependence further narrows this band. Anisotropy 
tends to destabilize the situation, replacing Ec and Ev by (1-A )Ec and (1-A )Ev. 

Note also that the integral equation approach gives results which agree with the classical 
theory only in the long-time limit. The relevance of this limit is not clear a priori , because 
linear stability theory is a small-amplitude paradigm, and both calculations indicate that some 
modes are almost always growing. Thus the theory may well break down long before the long
time limit is approached; if this happens, the classical theory would be invalidated, but the new 
theory would not. 
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3. Numerical Methods for Periodic Graphs 

3.1. Introduction 

This chapter contains a numerical method for computing the moving boundary r(t) when it 
is representable as the graph { x = s ,y = y (t ,s) 1-oo < s < oo } of a 21t-periodic function y (t ,x) 

of x. Thus we compute an infinite periodic array of dendritic structures. After specializing the 
integral equation formulation to such a periodic graph, we discretize the curve, replacing it by a 
set of points. This produces a consistency condition on the time and space step sizes M and M . 

Then we present a heuristic analysis which exhibits the importance of the high-wavenumber 
behavior of the curvature approximation. The interface can be destabilized by a local curvature 
discretization if M is too large; we use the finite Fourier transform to construct a discretization 
of curvature which avoids this difficulty. 

We discretize the problem in time next, working first with the planar case, when the inter
face is a straight line, for simplicity of analysis. After using the insights gained from the planar 
case to discretize the full periodic equation of motion, we present numerical results which 
demonstrate first-order accuracy of the method and agree with the linear stability theory 
presented in Section 2.3. Our results disagree with the classical theory, because of transient 
effects due to the initial temperature field. 

Working first with periodic graphs allows us to learn how to. compute the velocity without 
worrying about the complications of moving a general curve; the latter are reserved for Chapter 
4. In general, we study each part of our method in a simple situation where analysis is easy. 

3.2. The periodic graph equation of motion 

In Chapter 2, we derived the integral (actually nonlinear history-dependent partial integro
differential) equation (2.2.5) 

t 

EcC+evV+U(!,t)+j J K(!-!_',t-t')V(!',t')dx'dt'=O (1) 
Or(t') 

for a parametrization !. =!. (t ,s) of r(t ). Primes denote evaluation at primed variables, and dx' is 
the element of integration on r(t '). While r(t) remains a periodic graph, we can work with the 
special parametrization 

x =s 

y = y (t ,s) 

where y is 27t-periodic in s. Then the curvature, normal velocity, and element of arclength are 
given by [18, 106] 

(2) 

(3) 
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and 

dx' = Vl +y/ds'. 

Periodicity makes numerical methods simpler by restricting the variable s to a finite interval. 
· Indeed, if y is 21t-periodic then 

~ ~ n 

J K (s -s ',y-y ', t-t')CJ1y 'ds' = L J K (s -(2n 1t+s '),y-y ', t-t')CJ1y 'ds' 
-oo-n 

n 
= J S(s -s ', t-t')K (y -y', t-t')CJ1y 'ds ', 

-n 

where e is the Jacobi theta function [30, 107] or periodic heat kernel [95, 56] defined by 
~ 

S(s ,t) = L K (s + 2n 1t,t) 

and K is now the one-dimensional Gauss kernel. Thus the integral equation becomes 
t n 

(4) 

&C +evV + U(!.,t) + J J 8(s-s',t-t')K(y-y',t-t')CJ1y'ds'dt'=O, (5) 
0 -n 

to hold for -1t :::;; s :::;; 1t, with periodic boundary conditions. 

The elementary properties of the theta function which we shall need all flow from the Pois
son summation formula [30]. As an example, we derive an efficient algorithm for evaluating e 
numerically. The sum (4) converges very fast for small t, since then 

e-x214t 
K (x ,t) = ..J;1;t 

41tt 
(6) 

decays very fast as x ~oo. Fort large, however, convergence is extremely slow. Thus we use 
the Poisson summation formula 

-oo -oo 

to transform the sum (4) defining 8. Here f denotes the Fourier transform 

so that for each fixed t, evaluation of a Gaussian integral gives 

k(k ,t) = 2~ e -tkz. 

Hence 8 is also given by 

1 00 
• 2 

S(s ,t) = -2 L e'ks e-k t' 
1t-oo 

(7) 

which is its Fourier series representation. The error in truncating the series (7) after terms with 
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lk I =N-1 

can be bounded by a geometric series; we have 
. 2 

1 1 oo 1 -Nt 
1- L e-k'lreiks IS:- l:e-Nkt =- e N • 

21t I k I ~ N 1t · N 1t 1-e- t 

Similarly, for Is I S: 21t and In I ~ N + 1, we have (s + 2n 1t)2 ~ 41t2N (In 1-1): Hence the error 
in truncating ( 4) after terms with I n I = N is bounded by 

_1_ L e-(s+2n1t)214t s; _1_. :i: · e-1t2N(n-l)lt 

V41tt In I ~N+l f.it( n=N+l 

1 e-1t2N2tt 

= f.it'i 1_e -n2N It . 

The two error bounds are equal when t = 1t, which suggests the following 

Algorithm: (8) 

if t S: 1t then 

1 N 2 
9(s ,t) = -- L e-<s-21tk) t4t 

V41tt -N 

else if t. > 1t then 

9(s ,t) = 
2
1 

(1 + 2 fcos(ks )e-k'2r ). 
1t 1 

Its absolute error is bounded by 

1 e-7tN
2 1 

..Jn 1-e-7tN Vmin (t ,1t)' 

which is less than 3·10-11 fort > 10-4 and N = 3. Thus e can be evaluated at the cost of half a 
dozen exponentials or trigonometric functions, with enough accuracy for our purposes. This is 
important, because the major cost of our numerical method will be evaluation of the single layer 
potential, which requires many evaluations of e. 

3.3. Curve discretization 

In this section, we discretize the periodic integral equation (3.2.5) in the spatial variable s 
to produce a semidiscrete equation of motion. Let s j = j 6s = j 1t/J with -J S: j S: J, and let 
yj(t) approximate y (t ,sj ). Replace C and V by 

Dy· 
C·=-D 1 (1) 1 .V1 +Dy/ 

dtY· v. = J (2) 
1 

.V1+Dy/ 

where D is a discrete approximation of as, left unspecified for the moment. 
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Next, replace the s'-integral by a numerical integration rule. Because of periodicity, the 
trapezoidal rule is attractive. But E>(s ,t) becomes a point mass o(s) as t ~o. so we cannot use a 
trapezoidal sum all the way up tot'= t. Hence we study the error in the trapezoidal rule approx
imation to the convolution E>*g; 

J X 

~ r,' E>(s-si ,t )g (si) = S*g (s ,t) = I S(s-s ', t)g (s ')ds'. 
-J -x 

(3) 

Here J is a positive integer, si = j !ls = j1t/J, and the prime on the sum means that the first and 
last terms of the sum are halved. 

By a Fourier series expansion, it is enough to analyze the error for exponentials g (s) = e iks 

with integer wavenumber k. Then by the geometric series formula 

1t J, iks· {21t k - O(mod 21) -r, e J= 
1 _

1 
0 otherwise, 

the trapezoidal approximation (3) becomes 

1t i.' a( t) iksi _ 1 ;, -n2t ins 1t i.' i(k-n)sj - ~ ~ s -s · e - - L~ e e - ~ e 
J -J J ' . 21t -oo J -J 

= eiks (e-k'-1 + L e-(k+2Jn)'1). 

n :;~:0 

Rearranging the exponents shows that (5) is equal to 

e -k
2
t e iks 21t 8(21 (s + ikt ),412t) = E>*g (s ,t) + 0 (e -41

21
) 

1 
= 0 (_,-) 

-..VJ2t 

(4) 

(5) 

(6) 

(7) 

Thus the trapezoidal sum approximates S*g with an error which decays exponentially as 

J 2t ~oo, but blows up like _ b as J 2t ~0. Hence we can use the trapezoidal rule up to a time 
-,q2t 

cutoff M away from t' = t, if we arrange to have J2M~oo as the mesh size and cutoff are 
refined. 

Now we return to our real interest, the integral 
X 

I K (y-y', t-t')S(s-s', t-t')a1y (s ', t')ds'. (8) 
-X 

The previous analysis suggests the following procedure: Approximate (8) by the trapezoidal rule 
fort'< t-M, for some cutoff M. Fort';;:: t-M, replace (8) by its asymptotic value (2.2.6); 

X 

I K(y-y', t-t')S(s-s ', t-t')a1y (s', t')ds' - K (y (t ,s)-y (t' ,s ), t-t')a1y(t',s) 
-X 

Finally, substitute the discrete curvature and velocity (1) and ·(2) and this approximation of 
the s '-integral (8) into the periodic graph equation of motion (3.2.5) to get the semidiscrete 



equation of motion 

t-Al J 

+ f t1s'L' S(sj-stt t-t')K (yj-Yk', t-t')atYk' dt' 
0 -J 

t 

+ f K(yj-Y/,t-t')atY/dt' = 0 
t-Al 
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(9) 

Consistency requires that 12M~oo as 1 ~oo, l!.t ~0. We usually satisfy this condition by setting 
1M= 1. 

3.4. Curvature discretization and linear stability 

In this section, we analyze the effect of curvature discretization on the linear stability of the 
interface, and thereby construct an appropriate curvature approximation. 

Let Ev = 0 for ease of calculation, so the semidiscrete equation is 

t-Al J 

+ f t1s'L' S(sj-sk, t-t')K (yj-y/, t-t')atYk 'dt' 
0 -J 

t 

+ f K (y 0 -y 0
' r -r ')a y 0 'dt' = o J J ' t J • 

t-Al 

The exact planar constant-speed solution (Section 2.3) is 

y (t ,s) = Vt 

with forcing term 

U(y ;) = ~ ,->"41 
[ erfce [ 

2~?] -erfce [ ;t]] . 
This solution satisfies the semidiscrete equation (1) up to a residual R satisfying 

t-Al [ J ] 
O<R = f K(V(t-t'),t-t')V As'L'S(sj-sk,t-t')-1 dt' 

0 -J ' 
00 

00 
2 2 

=2V 'Le-41 n M f K(Vs,s)ds 
1 0 

(1) 

(2) 

(3) 

(4) 

as 1 2M ~oo. In this section, we ignore errors of exponential order in 1 2M, assuming 1 2M is 
fairly large. Because these errors are precisely those due to numerical integration over the curve, 
this is equivalent to studying the exact periodic graph equation (3.2.4) with curvature C replaced 
by 



Dy· 
C· = -D 1 

1 ~1 +Dy/, 

and not discretizing the curve itself. As in Section 2.3, consider a perturbation 

u 0(x ,y) = u0(y) + 8u 1 (x ,y) 

Yj(t)=Vt + 8yj(t). 

Let L be the linearized discrete curvature operator; 

C·(8)-C·(O) 
Lyj = ~ 1 8 1 = -D1yj, 

so that 

cj = 8Lyj + o (82) 

as 8--70. Then the linear stability equation is 

EcLyj(t) + Yj(t)ayU0(Vt,t) + U 1(sj,Vt,t) + 

+ tfM llS f' K(V(t-t'), t-t')[atYk'- ~2 
(yj-Yk')l S(sj-sk, t-t')dt' + 

0 -J J 
+ j K(V(t-t'),t-t')[atY/- ~2 

(yj -yj) dt' = 0, 
t-M J 

where notation is as in Section 2.3. In the previous section, we saw that 

llS f' eiksiS(sj-sk, t) = e-k'l eiksi(l + 0 (e-41'1)). 
-J 
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(5) 

(6) 

(7) 

(8) 

Therefore, if we consistently ignore terms of order 0 (e-J
2
M), we can still produce separated 

solutions of the form 

The reduced equation for g is then 

u 1 (x ,y ) = e ikx f (y ) 

iks· yj(t)=e 'g(t). 

t e-(k2+V2!4)(t-s) V2 
(2tcL-V)g(t) + J .,; (as+ -

2 
)g(s)ds =F(t), 

o 1t(t-s) 

where F is given by (2.3.3) and Lis the symbol of the linearized curvature operator L; 

L = e -iksi Le iksi 

(9) 

(10) 

where L acts on sj. This is the same as equation (2.3.9) in the exact theory, except that k2 is 

replaced by L in the first term. Hence we can repeat the calculation of Section 2.3 to get a 
discrete exponent 

(11) 
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The exact exponent, by comparison, is given by (2.3.26), restricted to integer k by 27t
periodicity: 

(12) 

Almost any reasonable curvature approximation will have li...k )~k2 and therefore Yl ~y 1, 

for each k, as J ~oo. But finite difference approximations (even such sophisticated ones as those 
of [80]) to C typically represent low-k behavior of the exact symbol k 2 much better than high
k behavior. This causes trouble for I k I near J. 

Consider, for example,.the simplest finite difference approximation to the curvature; let 

DJ)_yi 
(13) 

where D ± are the usual (periodic) finite difference approximations to the derivative d8 • Then 
L = -DJ)_ and 

]2 
'L= 42 sin2(7tk/2J). 

1t 
(14) 

As J ~oo, ~k2 for any fixed k. However, for J fixed and Ec of any reasonable size, the numer
ical and exact dispersion relations can have very different behavior for I k I near J; see Figure 
2(a). The finite difference approximation (13) can produce a catastrophic small-scale instability, 
if t.s is not small enough. This can be cured by taking a finer mesh, as in Figure 2(b). Neverthe
less, this phenomenon reflects a rather unpleasant sensitivity to discretization of the supercooled 
Stefan problem, perhaps tending to confum the misgivings of Chorin [21]. 

Thus it is essential to have a curvature approximation for which the linearized curvature 
operator has the right symbol k2, or at least a symbol which- substituted into y 1 -damps 
those modes which should be damped. The simplest way to do this is to take 

Dy· 
C· = -D 1 (15) 1 ~1 +Dy/ 

where D is designed to have symbol ik. Equivalently, Cj is the exact curvature of a tri
gonometric polynomial interpolating the points· (sj, Yj ). To do this, represent Yj by the tra
pezoidal discrete Fourier transform [55] 

(16) 

where 

A 1 j I -iks· 
Yk = ...fii L e 'Yj· 

2J -J 
(17) 

Define D a, for a = 1 or 2, by requiring v''tx= (ik yx; 

1 J .. J 
D a.., ~' ("k)a IJSk A ~'D a Yj = ...fii ~ z e Yk = ~ jk Yk• 

2J -J -J 
(18) 
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so that Di~ are the trapezoidal matrix elements of Da. Some tedious algebra involving sums of 
finite geometric series shows that · 

D - (-1)-i-k t[ U-k)1t] 1 . .. k 
jk- 2 CO 2l r 

Djk =0 

(-1"\i-k+l [ U-k)1t] D .2 = ,. csc2 
jk 2 21 

j =k 
(19) 

2 1 2 D ·k = - -(1 + 21 ) 
J 6 j =k. 

Now this method will have the right linearized behavior, if the consistency condition 

]2/!,J~oo as J~oo, M~O (20) 

is satisfied. To get a reasonable approximation to a given physical situation with a practical J, 
we will need to capture at least all growing modes. For V Ec<< 1, the exponent y 1 changes sign 

when k 2 = ~. so we require J-:?:. ...Jv 12Ec to get a reasonable approximation. Typical test 
2Ec 

parameters (see Chorin [21] or Sullivan et al. [99] ) like V = 1, Ec = .01 require J -:?:. 7 which is 
not hard to satisfy. Velocity dependence weakens this requirement, but a nonzero coefficient of 
anisotropy A makes it more stringent by replacing Ec with (1-A )Ec. Thus in general we need 
roughly 

12 -:?:. V (1-(1-A )EvV 12 
2(1-A )(Ec+Ev) 

to capture all growing modes, assuming Ec and Ev are much smaller than unity. 

3.5. Time discretization 

So far we have discretized the spatial variable and found out how to get the right linearized 
behavior, if the consistency condition (3.4.20) is satisfied. Now we discretize the time variable. 

It is helpful to begin with the planar case, i.e. with the periodic graph equation specialized 
to y (t ,s) independent of s; 

t 

EvdtY(t) + U(y(t),t) + f K(y(t)-y(t'),t-t')a1y(t')dt' =0. (1) 
0 

(Here Ev is evaluated at <1> = 0.) Since curve discretization effects are not present, this allows us to 
study time discretization in a simpler environment than the full equation (3.3.9). A time discreti
zation method which fails here can presumably be eliminated, though one which works here may 
still fail in the general case. 

To produce a time discretization, replace y by a continuous piecewise linear approxima
tion; let 

( ) n t-nM (yn+l n) n..._... y t = y + -y = y "" 
M 

for nM < t = (n+a)M :::;; (n+l)M (2) 



31 

and require (1) to hold at the mesh points t = nM. The resulting numerical equations are 

n n-1 n-1 1 
Evy -y +U(yn,nM)+ r,(ym+1-ym)JK(yn-ym+«,(n-m-a)M)da=O. (3) 

M m~ 0 

We must also choose some method of evaluating the weights 
1 

J K(yn-ym+«,(n-m-a)M)da 
0 

because only the top weight, with m = n -1, can be evaluated in closed form. (It is simply 

y•-~n-1 erf [ y•;E-
1
] 

where 

2 z 2 

erf (z) = -Je-Y dy 
..fiT.o 

(4) 

is the error function.) We choose to evaluate them by Gaussian quadrature [26] form ~ n-2. 
Satisfactory error bounds can be given for evaluating (4) by Gaussian quadrature, because the 
integrands in (4) with m ~ n-2 have the square-root singularity of K sufficiently distant from 
the interval of integration. The importance of accurate weight evaluation is well-known in the 
theory of numerical solution of integral equations; see van der Houwen and te Riele [51] for dis
cussion and analysis. It is a stroke of extreme good fortune that the top weight, which contains 
the singularity of the single layer potential, can actually be evaluated in closed form. 

We can then solve the equation 
n n-1 n n-1 

Ev y -y + U (y n, n M) + erf ( y -y ) + 
At ~4At 

(5) 

n-2 1 

r, (ym+l_ym)J K(yn-ym+«, (n-m-a)M)da = 0. 
m=O 0 

for yn, at each time step. Newton's method is suitable for this. 

We found this method to be stable and at least first-order accurate, with sufficiently accu
rate weight evaluation; typically 6-point Gaussian quadrature sufficed for this. Newto11's 
method converges quickly, taking no more than 5 iterations to reduce the residual below 10-10 in 
double precision (14-digit) arithmetic. 

It is inappropriate for us to test this method by computing the planar constant-speed solu
tion, because we are approximating the solution by piecewise linear functions and that solution 
is itself linear. Thus only the error due to numerical integration will appear. Put another way, 
this method is misleadingly accurate for computing this exact solution. 

Thus we measured the error instead on the planar Neumann solution (see [ 49]) for which 
Ev = 0, y (t) = 2p..fi, and 

{

Uoo 

uo(y) = 0 

y >0 

y ~0. (6) 
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Here p > 0 is the solution of 

p ~ erfce (p) = -uoo, 

which exists if and only if the liquid-phase supercooling -uoo lies between 0 and 1. This solution 
is linearly stable because of the smaller supercooling [19, 90], but singular at t = 0. For numeri
cal purposes, we avoid the singularity by fixing some small time to > M and taking the first t of M 

steps exactly. 

Table 1 shows the errors obtained with p = 0.5, t 0 = .05, and N = 20, 40, 80, 160, and 320 
time steps used to compute up to timet = 1. We used I = 4,6,8,10, and 12 Gaussian quadrature 
points. The convergence is clearly better than first order in M. (Since our spatial discretization 
in the periodic case is at most first order accurate and J M = 1, we are satisfied as long as the 
time discretization errors are no worse.) The last column of Table 1 also shows errors at t = 4, 
with higher undercooling (p = 0.9) and larger time steps. Again, the convergence is ultimately 
better than first order. We conjecture that the error is 0 (M312), because of the square-root 
singularity in K. 

This time discretization method can now be applied to the periodic graph equation of 
motion. Let 

for nM < t = (n+a)M ~ (n+l)M (7) 

be a continuous piecewise linear approximation of Yj (t ). Substitute (7) into (3.3.8) and require 
the equation to hold at the mesh points t = n M. The result is the discrete equation of motion 

&Ci +evV; + U(s1,y;",nM) + erf [ yf'2~-l] + (8) 

n-2 J [ ~ 1 
· 

+ L, tlsL,' Yt+1-YtJ fE><si-si,(n-m-a.)M)K(yr-yim+a,(n-m-a)M)da=O. 
m=O -J 0 

The weights can again be evaluated by Gaussian quadrature, the curvature and velocity are built 
with the derivative approximation D of the previous section, and consistency requires J 2 M -?oo 

as J --?oo, M--70. 

Attention to several computational details can dramatically improve efficiency. First, note 
that the E>-function values are fixed once we fix the time step, the mesh size, and the number of 
Gaussian quadrature points. Since they are used again and again, and each value is as expensive 
as half a dozen exponentials or trigonometric functions, a great increase in speed can be had by 
evaluating them at the beginning of the computation and storing them in an array. Next, it is 
very inexpensive to use Newton's method for solving the nonlinear system (8) for yj at time step 
n. This is because once we have the E>-function values and exponentials necessary to evaluate 
(8), we can use them simultaneously to evaluate the Jacobian; 

oyK (y ,t) =- ~t K(y ,t), 

so it costs very little to evaluate oy K, given K. The E>-function values are the same in (8) and in 
its Jacobian. This general situation- in which it costs very little to evaluate the Jacobian once 
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the function itself has been evaluated - will recur in Chapter 4, though precomputation of E> 
will not be possible then. And finally, it is also important to evaluate the error functions quickly 
and accurately. For this, we used Gautschi's algorithm [38], which relies on a power series 
expansion of erfce for small arguments and on Legendre's continued fraction for large argu
ments. The resulting values were spot-checked against 12-digit tables. 

In all our computations, we took symmetric initial conditions and used symmetry of the 
solution to reduce the computational effort by a factor of 4. Thus we computed only the side of 
the curve corresponding to s ;:::: 0, effectively cutting J in half. Since the cost of the method is 

0 (N2J2/), 

this reduces the total cost of the computation by a factor of 4. 

3.6. Numerical Results 

This section describes two numerical experiments with the method described in Section 5. 
In the first experiment, we compute the evolution of a cosine perturbation to a flat interface, 
compare the growth of the perturbation with that predicted by linear stability theory, and demon
strate the first-order convergence rate of the method by analyzing the variation of the solution 
with mesh size. In the second experiment, we study the evolution of an theta-function bump on 
a flat interface and again establish first-order convergence. In both cases, the solutions fail to 
converge after a certain time, when the gradients become too large. We see this as evidence of 
breakdown of a fundamental assumption of the periodic graph formulation; the interface is no 
longer a graph. 

For the cosine perturbation, we took initial data y 0(s ) = g 0cos(ks ) and initial temperature 
field 

where 

u0(x ,y) = u0(y) + f (y )cos(kx) 

-!uo'e-q'y 
f(y)- uoeqy 

y >0 

y <0 

and u0(y) is given in (2.3.3). The forcing terrp is then 

U (x ,y ,t) = U 0(y ,t) + u 0' e-k
2
t cos(kx )F (y ,t ,q ') + u0e-er cos(kx )F (-y ,t ,q) 

where U 0 is given by (2.3.6) and 

F (y ,t ,q) = ; e-y'l4t erfce [ 
2~?] . 

(1) 

(2) 

(3) 

A moment's calculation shows that dy U blows up like 11-fi as t--70 unless the initial tempera
ture field is continuous; u0 = u0'. Consistency of the initial interface and temperature perturba
tions requires (according to Section 2.3) that 

u0 =u 0'=- ~ (2eck2-V)g 0 (4) 
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if Ev = 0. In this section, we take Ev = 0 for simplicity. 

First, we measured the convergence rate of the numerical method. We fixed the physical 
parameters 

q =q'=V = 1, Ec=.01, Ev=O, g 0 =.02, k =4, 

so that the cosine grows with the maximum exponent y 1 = 2.43975 =max y 1 (k ), and computed 
k 

up to t = 1.5, with numerical parameters 

J = 16,32,64,128 N = 24,48,96,192 

and I = 4,6,8,10 Gaussian quadrature points per weight. The initial and final curves are shown 
in Figure 3, for the solution with J = 64; the final amplitude has increased by a factor of 50. 

Since we don't know the exact solution, we estimate the error by studying the variation of 
the solution with successive halvings of the mesh size and time step. Table 2 displays the max
norm differences 

m~x y~n(2T) -yj(J) (5) 
J 

of the computed solution yj(J), as a function of timet and the number of points J. The halving 
of the differences as the mesh size is halved indicates first-order convergence; 

yj(J)=y(nM,j!lS) + !lS·e(nM,j!lS) + 0 (!lS 2), (6) 

where J M = 1, y (t ,s) is the exact solution, and e is an unknown smooth function of t and s. 
The important fact is that e is independent of J; thus halving the mesh size gives 

Y }j(2T) = y (n M, j !lS) + ~ !lS ·e (n M, j !lS) + 0 (!lS 2). (7) 

Hence we can build a second-order accurate solution by Richardson extrapolation [55]. To do 
this, multiply (7) by 2, subtract (6) and rearrange to get 

y j=2y}j(2T)-yj(J)=y(nM,j!lS) + 0 (!lS 2). (8) 

The last two columns of Table 2 exhibit the maximum differences of the extrapolated solution 
y. There is some improvement in convergence, though the rate never quite reaches 0 (M2). 

But the final extrapolated solution is accurate to 3 digits all the way up tot = 1, as far as we can 
tell by examining differences. 

Next we compare the extrapolated results with the prediction 

y (t ,s) = Vt + g (t )cosks + 0 (g 02) 

of linear stability theory. Here g (t) is the solution of the linear stability equation (2.3.19). Since 
g (t) is not an exponential, comparison with linear theory is complicated, and requires com
parison of the computed and exact functions g (t) for a range of t, not just comparison of the 
computed and exact linear stability exponents y 1. For simplicity, we took Ev = 0 (Ev ::1: 0 requires 
slightly more programming) and calculated the exact g (t) by applying the second-order Runge
Kutta method [39] to the ordinary differential equation (2.3.20). For the computed g (t ), we 
measured the amplitude 
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- 1( - . -) g = 2 max y k -mm y k (9) 

of the extrapolated solution Y . Figure 3 shows that an initial cosine wave remains a cosine with 
considerable fidelity. Clearly no other modes are being excited to any significant extent, despite 
the nonlinearity of the problem. Thus the crude method (9) of amplitude fitting is reasonable. 

Table 3 exhibits the results, fork = 1, 4, and 7. Each entry in Table 3 is accurate to within 
2 units in the last place, as estimated by measuring differences. For each k , we tabulated the 
numerical and exact amplitudes g and g , as well as the ratio between g and the prediction 
g 0e ty 1 of the classical linear stability theory reviewed in Section 1.4. The k = 1 column exhibits 
remarkably close agreement between g and g, while the classical prediction is in error by as 
much as 25%. (Though the classical theory gets the right exponent, the amplitude is strongly 
affected by short-term transients neglected in the classical theory.) In this slow-growth situation, 
g behaves quite differently from an exponential. 

In the k = 4 column, the entries increase much faster; the exponent y 1 here reaches its max
imum over k . Thus linear theory cannot be expected to be accurate very long - and in fact it is 
good even to one digit only up to about t = 1.25. Our method breaks down then as well, to some 
extent; presumably the interface develops excessively large gradients, because it is about to stop 
being the graph of a single-valued function. 

For k = 7, both theories agree well with the computed results, perhaps because the pertur
bation is decaying slowly and smoothly. 

In the second experiment, we computed the evolution of an initial E>-function bump 

go 
y o(s) = E>(0,8) E>(s ,8) (10) 

on a flat interface. (The coefficient is chosen to make the maximum amplitude of the initial data 
equal to g 0.) An approximately consistent initial temperature field perturbation can be con
structed via linear stability theory, for small g 0: Decompose E> into its Fourier components, con
struct a consistent initial temperature field perturbation for each component by linear stability 
theory, as in the first experiment, and add up the results to get 

uo(x,y) = uo(y) + e-qiyi( ~ + EciJ})Yo(x). 

Here we assume q = q ', Ev = 0, for simplicity. The forcing term is easily computed, because we 
chose E>-function initial data; 

. go V 2 U (x ,y ,t) = U 0(y ,t) + (F (y ,t ,q) + F ( -y ,t ,q)) E>(O, 
8
) ( 2 + Ecdx )E>(x ,t + 8). 

F is given in (3). Figure 4 displays a sample result from a computation with 

8 = .05, g 0 = .02, q = q I= v = 1, 

and an isotropic velocity-independent Gibbs-Thomson relation with Ec = .01. We computed the 
solution with 

J = 16,32,64,128 points and 
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N = 24,48,96,192 time steps 

up to time t = 1.5, using I = 4, 6, 8, and 10 Gaussian quadrature points. Table 4 exhibits the 
max-norm differences; again, the convergence was monotone and Richardson extrapolation gave 
a roughly second-order solution up to time t = 1. Differences of the extrapolated solution are 
shown in the last two columns of Table 4. The full computation required 30 minutes of Cray X
MP CPU time, and we believe the final extrapolated solution to have three digit accuracy until 
t = 1.5. 

Physically, there are two interesting features of the solution: First, the accuracy with which 
the flat ends of the interface move with the unperturbed velocity V. Thus a localized bump pro
pagates slowly. Second, the depressions which form at each side of the central bump. These are 
not predicted by any physical argument known to us: they indicate that ice is melting immedi
ately adjacent to the bump where water is freezing, a significant effect of curvature dependence. 
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4. Numerical Methods for General Periodic Fronts 

4.1. Introduction 

In Chapter 4, we present numerical methods for computing an arclength parametrization of 
r(t ). These methods do not require r(t) to be the graph of a function. They take advantage of a 
natural conserved quantity, the arclength deviation 

Q = 1-(Xs )2-(y s )2 

to eliminate x and y in favor of the new unknowns V and <)>. Our numerical method conserves a 
natural analogue to Q , the scaled distance between one point and the next, by reconstructing x 
andy from V and <1> in a special way. We calculate V from the integral equation and solve an 
evolution equation for the normal angle <)>. A slight additional calculation is necessary to. keep 
track of the arclength of one branch of the periodic curve. 

The following algorithm may seem more natural: Put a set of marker points on the curve, 
evaluate the velocity at each point, and move each point along an approximation to the normal. 
This amoU:nts to solving the equations 

Xs 
y = - V----;=== 

t ~x/+y/ 
for a non-arclength parametrization (x ,y) of r(t ). However, Sethian [93] has described the 
difficulties in this approach when the velocity is a simple local function of curvature; 

v =l-ee. 

(We cannot expect our much more complicated velocity to behave better.) Briefly, Sethian 
observes that marker points tend to spread far apart in regions of larger curvature, where they are 
most needed to resolve sharp changes in the solution, and bunch up in flat areas, where they are 

least necessary. In the flat areas, a stability constraint of the usual kind .E_ ~ constant then 
!ls 

requires expensively small time steps. Another kind of spreading difficulty is shown in Figure 5, 
where a bump is growing upward. On each side of the bump, the normal points sideways. 
Hence any algorithm which moves points only along the normal can only move x a short dis;. 
tance. Since points are not allowed to slide along the curve, they must inevitably spread out 
along each side. Sethian also describes why "rezoning" to keep points equidistant along the 
curve doesn't work; the interpolation required smooths the curve unconscionably. 

4."2. The <1> Equation 

This section contains a derivation of the evolution equation for the normal angle <1> on 
which our curve movement algorithm is based, loosely following Duchon and Robert [27]. 
Choose an arclength parametrization [ 18] :! =:! (t ,s) of an infinite interface r(t ), with s increas
ing as x increases, and with the special property that 
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Jt(t ,S = 0) •X;t(t ,S = 0) = 0 (1) 

for each t. Thus we choose the point labelled by s =0 to move always along the normal to the 
curve~ Given any arclength parametrization, we can shift the origin of arclength (by solving an 
ordinary differential equation) so that (1) is satisfied; hence this choice of parametrization 
involves no loss of generality. Recall that the normal velocity Vis defined by [102] 

V =!t •V 

where 

V = (-ys,Xs) 

is the unit normal to r(t ). This fixes only one component of the vector !t. The other com
ponent, !t •'t (where 't=(Xs,Ys) is the tangent to r(t)), depends on the choice of parametriza
tion. The special property (1) is enough to determine !t • 't, and therefore the parametrization, as 

it turns out. Indeed, 'tis a unit vector, so ds!t • 't = dr ( ~ 't • 't) = 0, and thus 

ds (!t • 't) = ds!t • 't + !t • ds 't = - CV, 

since [18] as 't = - Cv and !t • v = V. Hence integration and (1) imply 

so !t is given by 

s 

!t • 't = - J CV ds ', 
0 

s 

!t = V ·v-J CVds '·'t. 
0 

(2) 

The first term moves points along the normal with velocity V; the second slides points along the 
curve to conserve arclength. Take components to get the "X/Y equations" 

Here C = YsXss -XsYss· 

s 

Xr + Vys + xsJ CVds' = 0 
0 

s 

Yt- Vxs + Ysf CVds' = 0. 
0 

(3) 

(4) 

The X1Y equations have- for any V -a natural conserved quantity, the arclength devia
tion (or eikonal ) 

Q = 1-(xs)2-(ys)2. 

A short calculation shows that (3) and (4) imply a conservation law 
s 

drQ + ()s(Qj CVds') = -CVQ. 
0 

(5) 

This equation is linear in Q , so as long as CV is smooth, Q = 0 is the unique solution with initial 
values 0. Thus a parametrization which starts out as an exact arclength parametrization and 

.. 
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evolves by the exact X/Y equations will remain an arclength parametrization. However, the 
nonzero right-hand side can cause exponential growth in a perturbation of Q. This is bad news 
for a numerical method based on the X/Y equations; it cannot preserve the property of being an 
arclength parametrization. 

However, we can take advantage of the conservation of Q to reduce the number of degrees 
of freedom of our system from 3 (x, y and V) to 2, and conserve Q automatically at the same 
time. We eliminate the constrained variables x and y , in favor of unconstrained variables V and 
<j>. To do this, introduce the normal angle <1> by 

Xs = cos<!> , y s = -sin<)>, (6) 

so that <1> is the angle between the normal v and they-axis. Use (1),(3), and (4) to reconstruct x 
andy from <1> and V by integration; 

t s 

x (t ,s) = x (0,0) + J sin<j>(t ',O)V (t ', O)dt '+ J cos<j>(t ,s ')ds' (7) 
0 0 
t s 

y (t ,s) = y (0,0) + J cos<j>(t', O)V (t',O)dt'-J sin<j>(t ,s ')ds '. (8) 
0 0 

The curvature C is the derivative of <1> with respect to arclength: 

C = -XsYss + XssYs = ds<l>· 

Finally, to construct an evolution equation for <j>, differentiate (3) and (4) with respect to s, use 
(6) and take sin <1> times the first of the resulting equations plus cos <1> times the second. The result 
is the " <1> equation" 

s 

d1<1> + ds V + ds<l>f Vds<l>ds' = 0 
0 

which will form the basis of our numerical method for moving curves. 

(9) 

Example: Suppose V = 1 is constant. Corresponding to the ill-posed Cauchy-Riemann ini
tial value problem for the X/Y equations, the <1> equation becomes Burgers' equation 

dt<l> + ds( ~ <1>2) = 0 

if <1> = 0 at s = 0, for example if the curve is symmetric about x = 0. Thus even in the seemingly 
simple case when V is constant, we cannot expect global solutions. 

4.3. Keeping track of arclength 

A slight additional complication, present in the case when r(t) is periodic, is the need to 
keep track of arclength. Both the <1> equation (4.2.9) and the V equation (2.2.5) are to hold on the 
interval -oo < s < oo. As in Section 3.2, we want to reduce the problem to a finite interval by 
assuming that r(t) is periodic. This means that 

X (t ,s + L (t )) =X (t ,s) + 21t 

y (t ,s + L (t)) = y (t ,s) 

(1) 
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where L (t) is the length of one branch 'of the interface, unfortunately not known a priori. Then 
we can sum under the integral as in Section 3.2 to get the periodic integral equation 

EcC + EvV + U(x ,y ,t) + 
t L/2 

+ f f 8(X-X 1,t-t 1 )K(y-y',t-t')V1ds 1dt 1 =0, 
0-L/2 

(2) 

to hold for -L 12 < s < L 12. An easy calculation [ 46] shows that L (t) satisfies the differential 
equation 

L/2 

d1L= f CVds; (3) 
-L/2 

thus the integral equation (2.2.5), the <1> equation (4.2.9), and (3) comprise a one-space
dimensional moving boundary problem. Fortunately, in one space dimension, moving boun
daries can easily be removed by a stretching transformation which puts them into the coefficients 
of equations on a fixed domain. Thus put 

21t 
g (t) = L(t)' (4) 

so that -1t ~ a = g (t )s ~ 1t, and let 

<l>(t ,s) = q5 (t ,a) (5) 

v (t ,s) = g (t yv (t ,a). 

It follows from (3) that g satisfies 

(6) 

where brackets denote the average 

1 1t 

<! > = -
2 

J f(a)da. 
1t -1t 

(7) 

Thus the <1> equation becomes 

1 (J I 

2 ar<l> + a(Jv + a(J<I>J cva(J<I>- < va(J<I> > )da = o 
g 0 

(8) 

upon dropping tildes. The integral equation becomes 
t 1t 

g(Ecda$ + EvV) + U(x,y,t) + f f K(y-y 1,t-t 1)8(x-X 1,t-t 1)V 1da1dt 1 =0. (9) 
0 -1t 

Here x and y are constructed from· V, <!>, and g by 

t 1 s 
x (t ,s) = x (0,0) + J g (t 1)sin<!>(t 1 ,0) V (t 1

, O)dt 1 + -J cos<!>(t ,s 1 )ds 1 (10) 
0 g (t) 0 

t 1 s 
y (t ,s) = y (0,0) + J g (t 1)cos<!>(t 1

, O)V(t 1,0)dt 1
- -) J sin<!>(t ,s')ds 1 • (11) 

0 g (t 0 

.. 
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These equations are to hold on the intexval [-7t, 7t], with periodic boundary and given initial con
ditions for <1> and V, and a given initial value for g . 

4.4. The numerical method 

First, we summarize the system of equations to be solved. The (rescaled) velocity satisfies 
a singular integral equation, 

g(ec(<j>)as<l> + Ev(<j>)V) + U(x,y,t) + 
t 1t 

+ J J E>(x-x',t-t')K(y-y',t-t')V'ds'dt'=O. 
0 -1t 

Here x andy are given by 

(1) 

t 1 s 
X (t ,s) =X (0,0) + f g (t ')sin<j>(t ',O)V (t ', O)dt '+ -( ) f cos<j>(t ,s ')ds' (2) 

0 g t 0 

t . 1 s 

y (t ,s) = y (0,0) + J g (t ')cos<j>(t ', 0) V (t ',O)dt'- -(-) J sin<j>(t ,s ')ds '. (3) 
0 g t 0 

The cutve is moved by calculating the normal angle <1> and the arclength ratio g from 

1 s ' 
2at<l> +as V + as<l>f (Vas<!>-< vas <I>> )ds = 0, (4) 
g 0 

and 

Brackets denote the average value: 

1t 

<Vas<!>> =-
2
1 J V(t,s')as<l>(t,s')ds'. 
7t -1t 

Note that the actual normal velocity of the cutve is g V, since we rescaled and dropped tildes. 

(5) 

Now we introduce continuous piecewise linear approximations in the time variable for the 
primary variables V, <j>, and g, and require the equations (1), (4), and (5) to hold at the mesh 
points t = n M. We use the asymptotic value (2.2.6) 

1t 

J E>(x-x',t-t')K(y-y',t-t')V'ds' - K(ll~-~'ll,t-t')V'g(t',s) (6) 
-1t 

in the single layer potential at the top time level t' > t-M. The resulting semidiscrete equations· 
are 

(7) 

n-2 1 1t • 

+ M L J J E>(xn-xm+a(s '), (n~m-a)M)K (yn-ym+a(s '), (n-m-a)~t)Vm+a(s ')ds 'd a+ 
m=O 0 -1t 

1 

+ M J K( ll~n-~n-a II, Mt)vn-agn-ada = 0, 
0 



and 

g n-gn-l 
~-""-- + (gn)3 < vnascl>n > = 0. 

/)J 

Here x andy are approximated by 

and 

n-l 1 s 
yn =y8 + Ml: 'v0mgmcoscj>Q'--n J sincj>n(s')ds'. 

m=O g 0 
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(9) 

(10) 

(11) 

The subscript 0 on V and cj> indicates evaluation at s = 0, II:! II is the Euclidean norm of the vec
tor :! , and the prime on the sum over m means that the first and last terms are to be halved. 

The top weight in the semidiscrete integral· equation (7) can be evaluated exactly in terms 
of the error function, as in Chapter 3. A tedious calculation gives 

1 ..JAt 
M f K ( II :!n -:! n-a II , aAt) yn-ag n-ad a = ~ [ W 20(z )g n vn + (12) 

0 

+ W u(z)(gn-lyn + gnvn-l) + w02(z)vn-lgn-t] 

where z = ll,!n -:!n-lll/--f4.M and 

1 1 3 e-z
2 

1 3 
W2o(z)=erf (z)(---+-) + -(---) 

z z3 4z 5 f.it z2 2z4 

1 3 e-z2 3 
W 11(z)=erf (z)(---) + -- (13) 

·2z3 4z 5 f.it 2z 4 

3 e-z
2 

1 3 
W o2(z) = erf (z )---(-+ -). 

4z 5 f.it z2 2z4 

The other weights are computed by applying Gaussian quadrature in a and the trapezoidal rule 
in s , as in Chapter 3. 

We could treat g differently: Introduce piecewise linear approximations only for V and <j>, 

and solve the g equation exactly by transforming it into 

1 
at(2)-2 <vase!>> = 0, 

g 

which is linear in ~. The resulting equation for g , 
g 
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[3(1-[3)( < vnas<l>n-1 > + < vn-1as<l>n > )+ (1-[3)2 < vn-1as<l>n-1 > df3 

can be used in the integral equation and the reconstruction of x and y . However, we can no 
longer evaluate the top weight in the integral equation exactly, and eliminating g eliminates only 
one of a large number of discrete degrees of freedom, so we defer this approach to future work. 

Next we discretize the curve. Let <l>j approximate.<!>U tJ.s) and Vj approximate V U M), with 
tJ.s = rr/J and a positive integer J. Replace ()s with the discrete derivative D constructed in 
Chapter 3; 

where 

J 
D <l>j = l:' D jk <l>k 

-] 

D _ <-1Y-k t[ U-k)rr] 
jk- 2 co 2J 

Djk =0 j =k. 

As we saw in Chapter 3, this introduces a consistency condition 

as J ~oo, M ~o. 

We usually satisfy this condition by taking J M = 1. 

(14) 

The only new trick is in the construction of x andy from V and <j>. The exact rescaled 
equations (1), (4), and (5) have the natural invariant 

1-g2((xs)2 + (ys)2) = 0, 

whose absolute constancy expresses conservation of arclength. We design our numerical 
method to conserve the analogous quantity 

Q = 1-(_£_)2((xj-Xj_1)2 + (yj-Yj-1)2) 
tJ.s 

by using the special numerical integration rule 

lls j 1 
xj-xo = g tcos2(<1>i +<l>i-1) 

-tJ.s j . 1 
Yj-Yo = g tsm2(<1>i +<l>i-1) 

(15) 

to compute x andy. Standard integration rules do not conserve Q, because they express xj-xj_1 
as a sum of cosines rather than as the cosine of a sum. 

Thus we have the discrete equations of motion · 

g&(<!>i)D<I>i + gev(<j>i)Vi + U(xi,yi,nM) + 
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(17) 

(18) 

"llx -xn-1 11 
Here Z· = ...r.:1M the integral ,over a is approximated by Gaussian quadrature, wij' are 1 4M 
given in (13), 

n-1 M (V · "' V n-1 n-1 · tt.n-1) M ~ 1 ("' "' ) xi = x 0 + - ~ sm'l' + 0 g sm'l' + - ~ cos-
2 

'l'k + 'l'k-1 , 
2 g k=1 

Yi = yg-1 + M (V ~cos<!>+ Von-1gn-1cos<j>n.-1)~ M ±sin 21 (<l>k +<l>k-1), 
2 g k=1 

unsuperscripted variables are evaluated at time level n , and 

MJ 
< VD <I>> = -:E' VjD <l>j. 

21C -J 

(19) 

"(20) 

We impose periodic boundary conditions <1>1 = <1>-J> V1 = V _1 and initial conditions for V, <1> and 
g. 

The computational details are very like those mentioned in Section 3.5, except that precom
putation of the E>-function values is now impossible. However, the special feature which made 
Newton's method attractive is still present; it costs almost nothing to evaluate the Jacobian, once 
we have evaluated the equations (16-18). Of course, the hand calculation involved in computing 
the matrix elements of the Jacobian is quite tedious and error-prone. But Newton's method per
formed well in the numerical experiments reported in the next section, requiring only 5-6 itera
tions to reduce the residual below 10-6 in Cray single precision (14 decimal digit) arithmetic. 
For Ev = 0, Newton's method was occasionally (about one time in 1000) unable to reduce the 
residual below 1 o-6 even in 20 iterations; this is further evidence of the smoothing effect of 
velocity dependence. 

4.5. Numerical results 

First, we validate the method with a convergence study. We compute a theta-function 
bump on a flat interface, with initial data 

y (O,s) = (g <Y8(0,o))E>(s ,o) (1) 

and a consistent exponential perturbatio~ (2.3.16) of the initial temperature field. The physical 
parameters are 

Ec=Ev= .02 A =.5 

so there is a 50% variation in curvature dependence from the y -axis to the x -axis, with growth 
up along the y -axis favored by the smaller value of Ec there. Starting with the almost invisible 
bump (8 = .05, go= .05) shown in Figure 6(a), the solution develops substantial gradients by 
timet= 1.5; see Figure 6(b). We used] points andN steps, with 
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J = 10,20,40,80, N = 15,30,60,120, 

and I = 4,6,8,10 points for Gaussian integration of the weights. Table 5 exhibits the max-norm 
differences of the computed solution (x ,y ); on the finer meshes, a rough first order convergence 
is evident. Furthermore, the error (measured by differencing) grows more or less· linearly in 
ti~e, indicating stability of the method. 

Richardson extrapolation to second order produced three approximate solutions, with max
imum differences shown in the last two columns of Table 5. These decrease faster than the 
unextrapolated differences as the mesh becomes finer, but don't quite attain second order con
vergence. It is possible that the square-root singularity of K causes the convergence rate of the 
extrapolated solution to drop to 0 (M 312). At any rate, since the solution is oforder unity, we 
have three good digits until t = 1. 

-. 
Total computing time was 40 minutes on a Cray X-MP, over 90% of which was spent in 

evaluating the single layer potential. Thus· the history-dependence of the velocity equation dom
inates the computational cost; this results in cost 0 (N 2 J 2I) to compute until time T = N M with 
J points on the curve and I -point Gaussian quadrature. 

A difficulty of the <1> equation approach is that the periodicity of the curve cannot be main
tained exactly. In the above computations, for example, x1 differed from 1t by several percent at 
t = 1.5. However, this difficulty is easily and naturally handled by rescaling; we simply divide 
xj by x1 . To keep the pictures properly scaled, we then must divide Yj by x1 as well. We do not 
use this rescaling during the calculation, only when presenting graphical results. 

We proceed next to the long-time computation of an anisotropic dendrite. The same initial · 
interface, with physical parameters 

Ec= .04 Ev= .02 A= .5 kA =4, 

develops the structure shown in Figure 7. We used!= 40 points and N = 280 time steps, com
puting until time t = 7. In the last few pictures, we believe the beginning of a side branching ins
tability to be appearing. It is cut off by impact on the neighboring dendrite before real side
branch structure can develop, because of the periodicity of the calculation. Then the dendrites 
detach from their bases and the whole row of dendrites becomes a free-floating mass, separated 
from the ice below by a channel of water. (The last few pictures were rescaled to fit on the 
page.) The line connecting each dendrite to the mass of ice below is a numerical artifact, a piece 
of ice having zero thickness. In this region, the curve sometimes crossed itself and formed a 
loop; we then flattened the loop for graphical purposes, by replacing xi by max(xj, 0). When the 
sides of the curve left the channel available to them, they were also modified, by setting 
Xj = min(xj, 1t). 

· We might see a true sidebranch structure develop, if we used a finer mesh and a narrower 
in_itial bump. The length scale of the dendrite should be determined by the initial conditions, so 
a narrower initial bump is equivalent to increasing the periodicity of the calculation. As the 
period (here equal to 21t) goes to infinity, we should recover an isolated dendrite. 

An unexpected feature of the numerical calculation is the rapid growth of the condition 
number K of the linear systems obtained by applying Newton's method to (16), (19), and (20). 
Write (16), (19), and (20) as a system 



F = [~:] =0, 

where F v = 0 is the velocity equation and so forth. Then 

K=cond(DF)oo= IIDF llooiiDF-1 11 00, 

46 

·where DF is the Jacobian ofF and IIA II oo denotes the maximum row sum of the matrix A. 
Table 6 exhibits K as a function of t and J, in the computation of Figure 7. The growth with J is 
not surprising, because one term in DF is essentially the spatial derivative D, which approxi
mates an unbounded operator as As ~0. The growth with t, on the other hand, is probably due 
to the breakdown of the <1> equation formulation itself. The dendrite is clearly approaching its 
neighbor, and when they touch the parametrization can no longer be continuous. Instead, it must 
separate into two separate parts, each a continuous function on a separate interval. The <1> equa
tion, on the other hand, can make sense only if <1> is no worse that a measurable function, so that 
cos<j> and sin<j> can exist. But then x andy are Lipschitz and hence continuous. Thus the <1> equa
tion formulation breaks down when the curve crosses itself. 

The final set of figures (Figure 8) show a dendrite with the same physical and numerical 
parameters as before, except that the Gibbs-Thomson relation has .been made isotropic, with Ec 

and Ev equal to what were their minimum values in the previous calculation; Ec = .02, Ev = .01. 
Note the qualitatively different appearance. The dendrite now grows into an almost circular . 
shape, and only then expands into a rectilinear shape filling the channel. A well-developed tip
splitting instability of the flat tip of the dendrite is then visible. Meiron [73] has exhibited simi
lar tip-splitting instabilities in an approximate steady-state model. Nittmann & Stanley [85] also 
discuss connections between tip-splitting, sidebranching and anisotropy, in a more general con
text. This computation failed at about t = 5.4, due to exponent overflow. We believe this hap
pened because 40 points is no longer sufficient to capture the structure at the center of the split, 
where a singularity seems to be forming. With only 40 points, smoothness cannot be main
tained. Of course, it is also possible that the true solution itself blows up, in the sense that a real 
cusp develops at the split. Table 7 displays the condition number of the Jacobian as a function 
oft andJ. · 

Each dendrite computation required about 2 hours of CPU time on a Cray X-MP. Gaussian 
elimination with partial pivoting and iterative improvement solved the linear systems well (in 
Cray single-precision 14-digit arithmetic) despite the large condition numbers, and Newton's 
method took less than 5 steps to reduce the residual below 1 o-6 at each time step. 
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Discussion and Conclusions 

We have presented a numerical method for solving the supercooled Stefan problem with an 
anisotropic curvature- and velocity-dependent temperature boundary condition imposed on the 
moving boundary. We simplify the problem by eliminating the temperature field; thus only the 
moving boundary need be computed. We compute the normal velocity by solving a singular 
integral equation on the moving boundary, and move the curve by solving an evolution equation 
for the normal angle. An additional ordinary differential equation is solved for the arclength. 

Our numerical method turns out to be stable, first-order accurate, and fairly expensive-. 
though the high cost may be unavoidable given· the intrinsic difficulty of the problem. The 
method costs 

arithmetic operations to compute up· to a fixed time T =NAt, with time step At, J points on the 
curve, I Gaussian quadrature points per weight, and J At = 1. The first term, due ·to the history
dependence of the single layer potential, doininates in practice. 

The method exhibits an 0 (At) convergence rate, which compares favorably with the 
0 (At 112) or worse of weak solution methods for classical Stefan problems (i. e. without 
curvature-dependence or supercooling). Furtheimore, this method avoids "grid effects" which 
contaminate weak solution methods and prevent Richardson extrapolation to higher order. Grid 
effects are avoided by computing only the moving boundary and eliminating the temperature 
field. 

Our velocity algorithm is constructed by studying the special case when the boundary is a 
graph. As far as the velocity is concerned, this situation already presents all the difficulties: The 
singularity of the kernel, the consistency condition for numerical integration over the curve, and 
the discretization of curvature can all be understood in this special case. 

The general case, when the boundary is not the graph of a single-valued function, requires 
some study of the general problem of how to move a curve with a given curvature-dependent 
velocity. Methods which move points only along the normal fail: Points along the side of a 
bump spread apart, causing loss of accuracy, whereas points in other areas move too close 
together, requiring expensively small time steps to maintain numerical stability. 

Thus we turn to a different formulation of curve movement, the"<!> equation" introduced by 
Duchon & Robert [27]. This formulation takes V and <1> as primary variables, reconstructing x · 
andy only when needed. Thus arclength is automatically conserved in the exact equation. The 
numerical method then requires a special integration rule to evaluate x and y, in order to 
preserve t.he numerical equivalent of arclength. Taking V and <1> as primary variables amounts to 
computing· time and space derivatives of the parametrization, and therefore ensures smoothness 
of the resulting curve. 

We worked with a spatially periodic curve, to simplify the boundary conditions, but this is 
not at all necessary. The general case would require some study of appropriate fictitious boun
dary conditions to truncate an infinite non-periodic curve (like a dendrite) without loss of accu
racy or stability. Our curve movement algorithm is quite general: it applies without change to 
any periodic curve movement problem, and fictitious boundary conditions would permit its _ 
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extension to almost any curve. 

The velocity calculation algorithm seems quite special to the Stefan problem; it depends on 
being able to reduce the equations determining the normal velocity to equations on the interface. 
Nevertheless, this approach naturally extends to solve a number of other problems, for example 
the supercooled Stefan problem with the heat equation at u = D.u replaced by the Laplace equa
tion D.u = 0 in each phase. Recent derivations [3, 83, 63] suggest that this may be a more reason
able model for the phenomenon of dendritic solidification. Numerically, the Laplace equation 
makes the problem much easier, because the single layer potential is no longer history dependent 
and no initial temperature field is necessary. Thus this simplification would eliminate the need 
to store previous locations of the interface and reduce the cost of the method to 

0 (NJ) + 0 (NJ3); 

the second term, the cost of Gaussian elimination, would presumably dominate in this case. 
Even so, we could expect a great decrease in computational cost. 

Another interesting problem is to compute an infinite dendrite; much recent work [58, 72] 
has been devoted to this, because several important questions of pattern formation and velocity 
selection remain unanswered. The extension of our method to this case should be straightfor
ward, requiring only fictitious boundary conditions to truncate the infinite curve. 

Our numerical results lead to certain conclusions about the physical problem. 

First, we confirm the smoothing effect of curvature and velocity dependence in the Gibbs
Thomson relation. Our computations indicate that sidebranching requires anisotropy; an isotro
pic Gibbs-Thomson relation produces tip-splitting rather than sidebranching. 

Second, we see qualitatively similar final results, independent of the initial conditions -
though of course smaller perturbations take longer to reach the same final state. This is evidence 
for a true shape selection mechanism. 

Finally, our numerical method is accurate enough so that we can carry out a detailed com
parison of numerical results with the predictions of both the linear stability theories we have dis
cussed. The numerical results agree very closely with our new linear stability theory based on 
the integral equation, for time spans during which a small perturbation grows by an order or two 
of magnitude. The classical theory, however, predicts amplitudes which are in error by as much 
as 25%, though the exponents are correct in the long-time limit. Hence our results show 
decisively that the new integral-equation-based linear stability theory is correct and that the clas
sical theory is quantitatively incorrect, though it produces the right exponents. We believe the 
reason for this error to be that the integral-equation-based theory includes subtle effects of the 
boundary conditions which the classical approach leaves out, in addition to transient effects due 
to the initial temperature field perturbation. 
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Table 1 

Errors in planar Neumann solution 

N I t=1,p=0.5 t=4,p=0.9 

20 4 .0114 .2429 

40 6 .00439 .1567 

80 8 .00162 .02315 

160 10 .000581 .008696 

320 12 .000205 .003123 
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Table 2 

Max-norm differences for cosine graph 

V=1, Ec=.01, Ev=O 

g0 =.02, k=4, q=q'=1 

t 32-16 64-32 128-64 (64/32)-(32/16) (128/64)-(64-32) 

0.125 0.00068 0.00040 0.00017 0.000115 0.000083 

0.25 0.00230 0.00137 0.00062 '0.000442 0.000180 

0.375 0.00484 0.00298 0.00138 0.001114 0.000362 

0.5 0.00869 0.00556 0.00264 0.002424 0.000708 

0.625 0.01452 0.00971 0.00474 0.004896 0.001364 

0.75 0.02330 0.01641 0.00827 0.009518 0.002624 

0.875 0.03661 0.02742 0.01438 0.018235 0.005063 

1.0 0.05704 0.04607 0.02538 0.035091 0.009816 

1.125 0.08905 0.07900 0.04639 0.068942 0.021613 

1.25 0.14039 0.14029 0.09015 0.140196 0.052824 

1.375 0.22439 0.26210 0.19676 0.299807 0.131695 

1.5 0.36218 0.52664 0.53837 0.691104 0.550101 
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Table3 

Comparison with linear stability theory 

£c=.01, ev=O. V=1,A=O 

go=.02 

k = 1 k =4 k =7 

y 1 = 0.955337 Yt = 2.43975 y 1 =-D.360157 

16x t g g g lgoe''' g g g lgoe''' g g glgoe''' 

0 .02000 .02000 1.00 .0200 .0200 1.00 .020 .0200 . 1.00 

1 .02022 .02022 .95 .0219 .0219 .94 .019 .0194 .99 

2 .02067 .02066 .92 .0253 .0252 .93 .019 .0189 .99 

3 .02127 .02126 .89 .0294 .0293 .93 .019 .0185 .99 

4 .02200 .02199 .87 .0343 .0341 .93 .018 .0181 .99 

5 .02285 .02285 .85 .0400 .0397 .93 .018 .0177 .99 

6 .02382 .02381 .83 .0467 .0462 .93 .018 .0173 .99 

7 .02490 .02490 .82 .0546 .0539 .93 .017 .0169 .99 

8 .02610 .02609 .81 .0638 .0627 .93 .017 .0165 .99 

10 .0288 .02881 .79 .087 .0851 .93 .016 .0158 .99 

12 .0320 .03200 .78 .12 .1154 .93 .016 .0151 .99 

14 .0357 .03569 .77 .17 .1566 .93 .015 .0144 .99 

16 .0399 .03992 .77 .23 .2124 .93 .015 .0138 .99 

18 .0448 .04474 .76 .3 .288 .93 .014 .0131 .98 

20 .0503 .05023 .76 .5 .391 .93 .014 .0126 .98 

22 .0565 .05644 .76 * .530 .93 .013 .0120 .98 

24 .0635 .06348 .76 * .719 .93 .012 .0115 .98 

* The extrapolated values fork = 4 and 12:1.25 are not converging swiftly enough to guarantee one good digit (g and g are 

accurate within 2 units in the last digit shown). 

• 

" 
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Table 4 

Max-norm differences for periodic bump graph 

Ec=.01, Ev=O, A=O 

0=.05, g0 =.02, q=q'=V=1 

t 32-16 64-32 128-64 64/32-32/16 128/64-64/32 

0.125 .00017 .00010 .00005 .000040 .000009 

0.25 .00061 .00037 .00017 .000126 .00028 
., 

0.375 .00138 .00084 .00040 .000305 .000056 

0.5 .00252 .00157 .00076 .000622 .000099 

0.625 .00418 .00267 .00132 .001166 .000163 

0.75 .00659 .00434 .00217 .002085 .000255 

0.875 .01008 .00686 .00350 .003635 .000480 

1.0 .01515 .01071 .00559 .006263 .000963 

1.125 .02256 .01667 .00895 .010789 .001920 

1.25 .03350 .02615 .01452 .018793 .003820 

1.375 .04996 .04174 .02425 .033514 .007642 

1.5 .07532 .06867 .04238 .062018 .016094 
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Table 5 

Max-norm differences for periodic dendrite 

£c =.02, ev=.Ol, A =.5, kA =4 

&:.05, g0 =.05, q=q'=V=l 

• 
t 20-10 40-20 80-40 10/20-20/40 20/40-40/80 

0.2 .0093 .0030 .0018 .0040 .0014 

0.4 .0127 .0067 .0041 .0056 .0023 

0.6 .0184 .0133 .0078 .0099 .0035 

0.8 .0303. .0234 .0133 .0166 .0051 

1.0 .0506 .0384 .0211 .0262 .0074 
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Table 6 

Growth in condition number for an anisotropic dendrite 

Ec =.04, Ey=.02, A =.5, kA =4 

6=.05, g0 =.05, q=q'=V=1 
• 

t 1=10 1=20 J=40 

1.0 1·102 2·102 3·102 

2.0 1·102 2·102 4·102 

3.0 3·102 7·102 3·103 

4.0 4·103 2·104 6·104 

5.0 3·104 7·104 3·105 

6.0 6·104 2·105 6·105 

7.0 1·105 2·105 1·106 



Table 7 

Growth in condition number for an isotropic dendrite 

Ec =.04, Ey=.02, A =0 

0=.05, g0 =.05, q=q'=V=1 

t 1=10 1=20 J=40 

1.0 8·101 2·102 3·102 

2.0 1·102 2·102 5·102 

3.0 4·102 2·103 8·103 

4.0 5·103 2·104 6·104 

5.0 2·104 8·104 3·105 

6.0 2·104 * * 
7.0 3·104 * * 

* The calculation blew up at t = 5.4 for J = 20 and t = 5.3 for J = 40; the 

condition number at blow-up was in each case 9·105. 
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Figure l(a). Linear growth exponents Yi (k ). 
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A perturbation to a planar constant-speed interface behaves 
asymptotically like ey,t; the coefficient of eY-J vanishes. 
In this picture, y 2 is dashed. Here Ec = .01, V = 1; there are 
only a few unstable modes. 
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Figure l(b ). Linear growth exponents Yi (k ). 

Here V is stilll, but £c = .001; the band of unstable modes 
is wider. 
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Figure 2(a). Exact and discrete linear growth exponents 
y 1 (k) andy~ (k ). Here fc = .001, J = 30, and the numerical 
approximation introduces a small-scale instability. 
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Figure 2(b ). Exact and discrete linear growth exponents 
y 1(k) and y~(k). Here Ec= .001, but J = 100; this is 
enough points to damp the instability. 
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Figure 3. Evolution of cosine graph 

The physical parameters are Ec = .01, V = q = q' = 1. The initial state has 
g 0 = .02, k = 4. The final state (computed with J = 64 and N = 96) has T = 1.5. 
The shaded region is ice, the white region is water. 
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Figure 4. Evolution of bump graph 

The physical parameters are Ec = .01, o = .05, g 0 = .02: The initial state is an al
most invisible bump on a flat interface. We computed with J = 64 points and · 
N_ = 96 time steps up to time T = 1.5. 
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Figure 5. Difficulties of moving points only along the normal 

Since the normal points almost exactly sideways on the sides of 
the bump and the bump is moving upwards, x cannot move along 
the curve; stretching is inevitable. 
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Figure 6. Initial and final states for dendrite convergence study 

Physical parameters: Ec = Ev = .02, A = .5, kA = 4. Numerical parameters: J = 40, 
N = 60, t = 0 and t = 1.5. The initial state is an almost invisible bump on a flat 
i~terface, while the final state has developed substantial gradients. L is half the 
distance between x1 and x_1 before rescaling. 
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Figure 7(a). Evolution of an anisotropic dendrite. 
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Physical parameters: Ec = .04, Ev = ~02, A = .5, kA = 4, q = q' = V = 1. Initial 
cpnditions: o = .05, g 0 = .05: The initial state is an almost invisible bump on a flat 
interface. The numerical parameters are J = 40, N = 280, I = 10, and we com
pute up to time T = 7. On this page, pictures are spaced 40 time steps apart, be
cause the dendrite moves very slowly at first. Each figure is numbered on the top 
with the time step. · 
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Figure 7(b). Evolution of an anisotropic dendrite (continued). 
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Now the development picks up speed, and pictures are taken 20 time steps apart. 
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Figure 7(c). Evolution of an anisotropic dendrite (continued). 

These pictures are taken 10 time steps apart. 
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Figure 7(d). Evolution of an anisotropic dendrite (continued). 
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Figure 7(e). Evolution of an anisotropic dendrite (continued). 
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Rescaling was necessary at time step 220, because the dendrite became too long 
and thin to fit on the page. At step 210, a definite sidebranching instability ap
pears; however, it doesn't have time to develop before it makes contact with the 
neighboring dendrite. 
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Figure 7(f). Evolution of an anisotropic dendrite (continued). 
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The dendrite has completely filled the channel available to it, and a mass of ice 
separates from its parent and· makes its way forward. A trapped body of water is 
left behind. The front of the advancing mass is strongly reminiscent of the 
periodic solidification fronts described in Langer's paper [66]. 
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Figure 8(a). Evolution of an isotropic dendrite. 
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Physical parameters: £c = .02, Ev = .0 1, A = 0, q = q' = V = 1. Initial conditions: 
o = .05, g0 = .05. The numerical parameters are J = 40, N = 210, I= 10, and we 
compute up to time T = 5.25. The initial state is an almost invisible bump on a 
fiat interface. 
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Figure 8(b). Evolution of an isotropic dendrite (continued). 

120 

The dendrite grows into a nearly circular shape at first, because the influence of 
its neighbor is negligible. 
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Figure 8(c). Evolution of an isotropic dendrite (continued). 
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Circular growth continues till the dendrite almost fills its channel; then it must 
square off somewhat. 
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Figure 8(d). Evolution of an isotropic dendrite (continued). 
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~ow an almost flat front moves steadily forward: Clearly this is an unstable situa
tion, by linear stability theory. 
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Figure 8(e). Evolution of an isotropic dendrite (continued). 
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A clearly delineated tip-splitting instability now becomes evident. Shortly after 
time step 210, J = 40 points were no longer sufficient to resolve the steep bend in 
the center, and the computation failed. 
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