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Excess Noise in the de SQUID: 4.2K to 20 mK. 

Frederick Charles Wellstood 

Abstract 

The design, construction, operation, and behavior of low noise de 

SQUID measuring systems are described for temperatures from 0. 020 K to 

4.2 K. Evidence is presented for four different ~ypes of excess noise in 

de SQUIDs operated in this te•perature range. At temperatures between 

about 1 and 4 K. the spectral density of the low frequency flux noise of 

a wide variety of thin-fila de SQUIDs scales as 1/fm where m = 1.0 t: 

0.1. The origin of this noise depends upon the construction of the 

SQUID. In SQUIDs. with Pb or Pbln bodies the noise originates in critical 

current fluctuations. In SQUIDs with Nb bodies, the nature of the noise 

depends upon the detailed aanner in which the ;Nb.. is deposited. One 

deposition technique produces a large level of "flux noise", while 

another produces only the usual level of critical current noise. When a 

SQUID is cooled below about 1 K, the behavior of the excess noise 

changes. ln most of our devices, the spectral density of the excess flux 

noise scales as lit•, with 11 :a 0.66 * 0.1, and the noise always 

originates as an apparent flux noise. The level of this excess noise 

depends upon the size and shape of the SQUID, but the underlying cause 

of the noise is not known. Devices with one unusual shape display 1/f1 

noise at low teaperatures. At the lowest temperatures, the white noise 

in these devices originally saturated at an effective temperature of 

about 150 IlK. I have identified the cause of this saturation as a hot 
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electron effect in the resistive shunts of the SQUID. and present a 

theory of the effect, independent tests on thin aetal fUu. and results 

on redesigned SQUIDs which ainiaize this source of excess noise. 

Theoretical calculations are presented for the use of SQUIDs in high 

senstiv'ity applications. The eaphasis is on the optimal detection of 

pulse signals by a de SQUID. takinc into account the effect of the input 

circuit on the SQUID behavior, and aaking use of optimal filter theory. 
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CHAPTER 0: Introduction 

0.1 Developaent and P~obleas with the de SQUID 

The first de Superconducting QUantua Interference Device (SQUID) was 

built by R.C. Jacklevic, J. Laabe, J.E. Me~ce~eau, and A.H. Silver in 

1964.(1) This occu~red shortly after B.D. Josephson's prediction of the 

Josephson effect(2) and its expe~iaental verification by P.W. Anderson 

and J.M. Rowell.(3) 

A de SQUID consists of a superconducting loop which is broken by two 

Josephson junctions, see Pig. 0.1. Bach junction can pass a •axiaua 

supercurrent of 10 and is shunted by a resistor R. In noraal operation, 

one aeasures the voltage V across the SQUID for fixed bias current I. 

When a aagnetic field is applied to the SQUID, aagnetic flux + is linked 

by the loop, and the voltage across the SQUID changes. The SQUID thus 

can be thought of as a aagnetic flux to voltage transducer. The output 

of the SQUID is periodic in the applied flux, with periodicity given by 

+0 = 2.07 X to-15 Ta2. The SQUID can easily be used as an aaplifier by 

connecting an input voltage in se~ies with a resistance and a coil. The 

coil couples flux into the SQUID, p~oducing an output voltage 

proportional to the input voltage for saall signals. In general, the 

pin of such a systea is rather saall. A powe~ gain of 400 aight be 

typical for aany of the SQUIDs discussed in this thesis. What makes the 

SQUID iaportant is not this gain, but rathe~ that the noise is ve~y low, 

or equivalently, the SQUID's sensitivity is very high. 

Early in the developaent of the de SQUID, it was recognized that 

even very siaple devices were capable of perforaing exquisitely senstive 
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Fig. 0.1 Schematic of a de SQUID with shunt resistance 
R, capacitance C, junction critical current 10 ,inductance 
L, and flux <I> in the loop. A current I is applied, producing 
a voltage V across the SQUID. 
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measurements. (4) For the last 20 years the SQUID has been in a constant 

state of improvement, which shows no signs of ending soon. The 

interested reader may find reviews of SQUID behavior in references 

(5-8), and in Appendix A of this chapter. Much progress has been made, 

and de SQUIDs have been co .. ercially available for many years now.(9) 

In recent years, there have been extensive measurements of the noise 

of de SQUIDs (Superconducting QUantum Interference Devices) in the 

liquid 4ae temperature range. The performance is commonly (although not 

completely) characterized in terms of the flux noise energy per unit 

bandwidth ~:v(f) = St(f)/ 2L, where L is the inductance of the SQUID 

loop, f is the frequency and St(f) is the spectral density of the 

equivalent noise in the aagnetic flux + threading the loop. In the 

frequency range in which the noise is white the SQUID is optimized (10) 

when p : 2LI0 /+0 a 1 and Pc : 2ni 0 R2C/t0 ~ 1, where C is the junction 

self-capacitance. When Pc « 1 , P • 1, and the SQUID is in the 

classical thermal noise limit, computer simulations predict(lO),(ll): 

zv = (9±1)ksTL/R (0.1) 

where T is the teaperature. These simulations did not actually include 

the effect of finite capacitance, and are therefore valid only for Pc << 

1. However, one can aake a qualitative prediction about the sensitivity 

of the SQUID for Pc • 1. Proa the conditions P ~ 1 and Pc = 1, one can 

show that L/R = (nLC)l/2. Bq. (0.1) then becoaesUO),(ll): 

zv • gnl/2kgT(LC)1/2 • 16kgT(LC)l/2 (0.2) 

Using an analog simulator, V. J. de Waal et al.(12) have analyzed the 

case of finite capacitance, and have found the best sensitivty is zv = 
12ksT(Lc)l/2 for Pc • l, so that the result of Tesche and Clarke is only 

slightly modified by the inclusion of capacitance. Measurements on a 
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wide variety of thin-til• SQUIDs in the 4He temperature range have 

yielded noise energies in reasonable with these 

predictions(8), and these si•ple relations have largely guided the 

developaent of ever •ore sensitive SQUIDs. 

In light of this one 11ight suppose that the field has •atured, and 

relatively little interesting research reaains to be done. My own 

opinion is that this is not at all the case, and that in fact the de 

SQUID remains one of the aost underutilized and poorly understood 

electronic devices. In •Y opinion, •ost research in Physics is directed 

along very well-defined lines, with a clearly Uaited subject area, a 

clear beginning, a straightforward approach, and an obvious ending. 

There is a lot to be said for such a state of affairs. for it is the 

epitoae of the scientific •ethod. In addition, ones life is not filled 

with uncertainties, and it is generally easier to sleep at night. Such 

was not the state of affairs for the research in this thesis. There was 

si•ply too U ttle known about the SQUID, and the range of parueters we 

were investigating was so large, that we could never be certain of the 

outco•e of an experi•ent until the experi•ent was coaplete. Many of the 

difficulties we found involve quite disparate subjects, but they all 

arose in connection with an investigation of the de SQUID. That such 

divergent areas can be encountered is as auch a testi•ony to the extreae 

sensitivity of the de SQUID as it is to the large nuaber of proble•s 

that still reaain in the device. These proble•a •ay be grouped into four 

broad, and somewhat arbitrary, groups: 

A: Problems of Use 

cryogenic operation 

shielding fro• external noise 

aatching to conventional electronics 
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achieving high frequency operation 

achieving broadband operation 

achieving high dynamic range 

B: Parasitic and Coupling Effects 

stray capacitance 

input circuit resonances 

junction capacitance 

input circuit renormalization effects 

C: Excess Noise 

high temperature excess flux noise 

critical current noise 

low temperature excess noise 

hot electron effects 

D: Problems of Manufacture 

irreproducibility of junction critical current I0 

stability and lifetime of junction critical current 

electrical destruction of junctions and shunts 

Despite the fact that the de SQUID is by far the most sensitive low 

frequency a•plifier ever built, these problems are sufficiently daunting 

that the SQUID remains a relatively obscure and 11 ttle used device. The 

fact that these problems remain to this day, can largely be explained by 

the need to operate present day SQUIDs at cryogenic te•peratures, 

whereas conventional semiconductor electronics operates at room 

te11perature. It is unlikely however that the need for low temperatures 

is the only reason for the SQUID's slow rate of development. It should 

be recognized that semiconductor electronics is •ore than adequate for 

most applications. Furthermore, the inclusion of room temperature 

elements in a circuit may make the SQUID's contribution to the total 

noise completely negligible, and one would do just as well with a 

noisier a11plifier. The discovery of Y1Ba2Cu307 type superconductors 

( 13) may yet lead to useful devices which operate at 77 K and higher 

5 



( 14), which would put the above ideas to the test. These reaarkable 

discoveries will undoubtedly lead to auch greater study of the de SQUID. 

·~·.·.":~ .. ~ ~:, 
I hope t~~t this work will thus achieve a auch greater relevance and 

apprect'a'ti&h than I had previously expected. 

Admittedly however, this thesis will deal only with the behavior of 

the de SQUID at te11peratures below 4. 2 K; and much of the discussion 

wi 11 be on the behavior below 1 K. With 11uch of the popular press 

focused on higher teaperatures, it often seeas strange to be working to 

achieve lower teaperature operation. The reasons for these apparently 

contradictory research priorities should be borne clearly in aind. By 

working at higher teaperatures, say roo• teaperature ideally, one can 

dispense with expensive and bulky refrigeration equipaent and cryogenic 

liquids. Thus. high teaperature operation saves aoney. On the otherhand, 

the sensitivity of the de SQUID is directly proportional to its 

teaperature (this siaple rule fails at high teaperatures where the devce 

is noraal and at very low teaperatures where the sensitvity is liaited 

by the Heisenberg uncertainty principle). Thus, low teaperature 

operation yields higher sensitivity. 

There are several factors which will ensure the continued vitality 

of cryogenic SQUID based •easuring systeas. First of all, there are very 

few cryogenic aaplifiers. It is difficult to even operate semiconductor 

devices at low teaperatures, let alone build anything as sensitive as 

the de SQUID. Thus, if an experiaent is to be cooled to cryogenic 

te11peratures to begin with, it •ay well be easiest to use a SQUID, and 

one then gets the added benefit of a high sensitivity. This situation 

occurs 11ost notably in the gravity wave experiments discussed in- the 

next section. Secondly, the SQUID is extremely sensit.ive to magnetic 
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fields - a physical quantity which is not so easily measured by 

conventional electronics. Thirdly, although the SQUID has excess low 

frequency noise, or "1/f noise", so do conventional amplifiers, and the 

SQUIDs have generally shown much lower levels. In addition, the 

experimental situation strongly indicates that the 1/f noise is not 

intrinsic to the operation of the SQUID, and is a function of the 

processing or construction. Thus, we can expect future SQUIDs to be the 

most sensitive amplifiers for very low frequencies as well. Finally, it 

is interesting to note that the SQUID is essentially a current sensing 

element, whereas a Field Effect Transistor (PET), for example, is a 

voltage sensing device. Roughly speaking, the SQUID is best matched to a 

low impedance, while an PET is best matched to a high impedance. We can 

thus see that SQUIDs and semiconductor based devices tend to be 

coapleaentary in several ways and that one should therefore expect 

continued applications for both. 

0.2 A Useable Quantum Limited Linear Amplifier at Low Frequencies 

The main reason for continued interest in the de SQUID is that it 

excels at performing very low noise measurements. In most of the 

experiments in which a SQUID is currently being used, the SQUID acts as 

a linear, phase preserving aaplifier. In the final analysis, such an 

aaplifier cannot be made arbitrarily sensitive. Caves has shown that 

because of quantum-mechanics, such an amplifier can never exceed an 

energy sensitivity per unit bandwidth of h/2.(15) This result is 

essentially a consequence of the Heisenberg amplitude-phase uncertainty 

relation, and is very general. The result can also be interpreted as 
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saying that such an amplifier will add at least h/2 of noise. This extra 

noise can be thought of as arising from electrical zero point-motion in 

the resistive shunts of the SQUID. Thus at zero temperature, all of the 

ordiri'iiry thermal noise in the SQUID, as given by Eq. (0.1), will 

disappear, and one will be left with just the quantum zero point motion. 

Koch et al. (16) have analyzed numerically the case of quantum + thermal 

noise, and found agreement with the predictions of Caves.(15) 

Unfortunately, as will be discussed in Chapters 4 and 12, the 

intrinsic energy sensitivity ev is not the true energy sensitivity of 

the SQUID (16,17) (this is similar to the case for a conventional 

aaplifier, where the output. noise arises from a voltage noise term, en, 

and a current noise term, in, and the specification of just en, for 

exaaple, does not completely characterize the sensitivity of the 

amplifier). Rather one finds that a more complicated expression is 

involved, which I will denote simply as e. In particular, ev does not in 

general approach h/2, only 1: does. This is unfortunate because ev is 

easy to aeasure whereas 1: is quite difficult to measure. In fact 1: has 

not yet been measured for a low noise de SQUID, and following this rule, 

I will here only report aeasure•ents of &y. 

For typical SQUIDs 1: is expected to be of the order of ev, and thus 

one might hope to get a reliable estiaate of e by measuring ev and using 

siaulationa of the SQUID behavior to predict the ratio ~:lev· This is the 

technique 1 will pursue. The work of Tesche and Clarke (10,11) i•plies 

that in the classical thermal liait l:y/2.83, and thus 

underestimates the true energy sensitivity of the SQUID. In the 

classical theraal limit, we thus expect: 

1: m 9ksTL/(2.83R) • 3.19ksTL/R (0.3) 

a 



for P•1 and Pc << 1, while for P ~ 1 and for Pc~ 1: 

c • 4.94ksT(LC)l/2 (0.4) 

Unfortunately, in the quantua liait. the relationship between £ and 

£v is not known in general. It is also not. in general, known how the 

relationship between £ and £v varies as one 11akes the trans! tion fro• 

the classical to the quantua regiae, so that one can only .use the 

classical results as a rough guide. The calculations of Koch et al. ( 16) 

were done only for a few selected SQUID paraaeters, and they found that 

e/ev depended upon the SQUID paraaeters. Siailarly, the calculations 

were done at only a few teaperatures, which did not reveal the nature of 

the transition fro• the classical to the quantua regiae. An alternative 

analytical calculation of c and ev vs teaperature has been provided by 

Danilov §.!. al. (17) • but it does not appear to be correct because of the . 

neglect of noise rounding of the SQUID characteristics, and it is in 

disagreeaent with the predictions of Koch et al. in the low teaperature 

u.tt. 

The calculation of the ratio c/av in the quantua regiae is an 

iaportant unsolved problea. Froa the experiaental point of view, we will 

use the classical results of Tesche and Clarke(lO,ll) as a guide, and 

stop our extrapolation when a approaches h. 
Virtually all atteapts to produce a quantua liaited SQUID have been 

based upon Eqs. (0.1) or (0.2). The original approach to low noise SQUID 

design was to decrease L and C as auch as possible, while keeping P • 1 

and Pc • 1 by appropriately adjusting R and 10 . Indeed this approach has 

produced SQUIDs which which were apparently doainated by quantua 

noise. (18-20) Unfortunately, these SQUIDs were virtually useless as 

uplifters because the inductance had been aade so saall that it was 
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iapossible to efficiently couple an input signal to thea. The iaportant 

point here ia that a SQUID by itself is not an aaplifier, one aust 

attach soae kind of input circuit, so Eq. 0.1 aust be used with soae 

'c'aution in choosing which parat~eters to reduce and by how auch. 

The aain goal of the work described in this thesis was to develop a 

useable quantua-liaited SQUID, and this thesis aainly records the 

probleas encountered therein. We had a very specific_goal in mind- the 

device was to achieve the quantua li•it at a frequency of 1 kHz and at a 

teaperature of 20 aK with an inductance sufficiently large that it could 

be tightly coupled to a 1 pH input coil. These rather detailed 

specifications were tailored so that the device could be used in 

existing and soon to be built Weber bar type gravity wave detectors, as 

will be discussed below. However, such a device could be easily used in 

the laboratory as a general purpose quantua Halted uplifter, and would 

be useful for a auch wider class of probleas. 

Rather than atteapting to reduce L and C, we reduced the final 

paraaeter, the teaperature T. Our original technique consisted of taking 

a •ore or less standard de SQUID and cooling it to 20 aK in a dilution 

refrigerator. Since the noise would be very ••all at this low 

teaperature, we used a second de SQUID to a•plify the noise in the 

first. This bootstrap approach is described in detail in Chapter 2. 

At first we siaply did not realize how difficult such a project 

would be. The reason was that no one had published any results on de 

SQUIDs operated below 1K. In fact, we are still the only group that bas 

published such data. The teaperature range below 1 K is new and totally 

unexplored territory for the de SQUID. I re•e•ber that •Y aain worries 

were: that the SQUID aight not cool below ·0.5 K, that structure on the 
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I-V would aake the SQUID unuseable, that the shunts would go 

superconducting, and that the aany electrical connections would not 

survive repeated ther11al cyclings. We soon found that most of the 

original fears were groundless or easily circumvented. However, one 

large and unexpected problea soon becaae apparent. 

0.3 SQUIDs at Low Teaperatures 1/f Noise Considerations 

At low temperatures, the SQUIDs displayed large amounts of excess 

low frequency noise. In aany aaplifiers. at low frequencies, one 

co-only finds the noise per unit frequency bandwidth increasing as 1/f, 

see Pig. 0. 2. Such noise is found in 11any different physical systeas, 

and couonly goes under the naae "1/f noise".(21-23) Experiaental 

investigations of different systeas have shown that there is no coaaon 

physical aechanisa behind all of this 1/f noise. Rather, 1/f noise can 

arise froa aany distinct processes, and the source aust be sought out 

anew in each case. This aakes the area very eclectic and difficult. The 

investigation of the low teaperature excess noise revealed aany 

peculiarities, even by 1/f noise standards. In particular, the 1/f noise 

was actually closer to 1/f2/3 in aost of our devices, whereas slopes 

very close to unity are the rule in 11ost systeas. This noise was 

particularly bad for three reasons: as the teaperature was lowered the 

excess noise actually increased, the power spectrua of the noise scaled 

like 1/f2/3 and persisted out to high frequencies where it rapidly caae 

to doainate the total noise at low teaperatures, and finally we soon 

found that the noise was flux-like and hence not reaovable by any 

aodulation scheae. Because this noise was the dominant source in our 
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SQUIDs at low te•peratures, a great deal of effort was expended in 

trying to understand its properties and its ultimate cause. 

The experi•ental investigation followed Occa.•s razor: The simplest 

and aost obvious causes were explored first. Unfortunately, there are a 

great aany possible sources one can be suspicious of, and I can say 

conclusively that all of these atte•pts to locate the source have failed 

11iserably (see Chapter 8). Nevertheless a great deal has been learned 

about the properties of the source, and in the meantime I have managed 

to eliminate a second source of 1/f noise which occurs at higher 

teaperatures (see Chapter 7). 

Although understanding of the low te•perature excess noise has 

eluded •e. I have been able to find devices which consistently show 

significantly lower excess noise at 1 kHz. These devices have an unusual 

shape., but there is no obvious reason for the slope of the noise to be 

different. With the present level of understanding of the low 

teaperature excess noise and SQUID behavior at low teaperature, I can 

suamarize the requireaents for successful low frequency and low 

teaperature SQUID design: 

(1) fl = 1 

(2) flc << 1, and preferably flc < 0.25 

(3) "split SQUID" design with L large (see Chapter 8). 

The first condition is well-known and true for aost SQUID optiaizationa. 

The second condition reduces the effects of self resonant structure and 

is particularly important at low teaperature, as is discussed in Chapter 

4. The third requireaent is entirely empirical and merely records the 

only way I presently know how to ainiaize the effect of the low 

teaperature excess noise. 
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0.4 SQUIDs at Low Teaperaturea: Hot Electron Effects 

A ·secondary problea with our early SQUID experiments was that the 

cell wh'i'ch held the SQUIDs was not cooling below about 100 mK. This was 

due to a poor ther11al connection between the dilution refrigerator and 

the cell. This was eventually eliminated by changing the original 

stainless steel cell to a copper cell. After the cooling problem was 

fixed, the cell was able to run as low as 20 mK. At this lower 

teaperature it soon became apparent that the SQUIDs inside were not 

cooling below about 140 aK. Now, a SQUID is operated in the resistive 

state, and its relative shunts dissipate this power, so it is not 

surprising that the shunts might heat up. But the physical mechanisll 

which deterained the size of this heating turned out to be more subtle 

than expected. 

After aoae thought, we realized that the electrons in the shunt were 

being driven out of theraal equilibriua with the phonons in the shunts. 

A siaple theory for this "hot electron effect" is presented in Chapter 

9. The basis for this calculation was a particularly clear paper by 

Gantaakber on the electron-phonon scattering rate.(24) These ideas were 

tested by perfoning beating aeaaureaenta on thin aetal fila resitora, 

as is discussed in Chapter 10. With the effect confiraed, I then went 

back and redesigned the SQUID shunts in order to miniaize the heating 

fro• the hot electron effect. The aodification consisted of the addition 

of large voluae "cooling tina" to the shunts, and allowed us to lower 

the SQUID shunt teaperature to about 50 IlK. This teaperature is close to 

the quantua~clasaical crossover regime for the SQUIDs, and any 

14 



addi tiona! improvement in the device should push it firmly into the 

quantum regime. 

0.5 The Detection of Gravitational Radiation 

From the above discussion, one might conclude that my work was 

simply directed at building a high performance SQUID. Certainly, this 

was the task, but the motivation for pursuing this research came from 

quite a different direction. The detection of gravitational radiation 

remains one of the great unsolved experimental problems of this 

century. (25) The most sensitive scheme operating yet is the cryogenic 

Weber bar antenna .( 26) as used by research groups at Stanford ( 27) , 

RomeC28), and elsewhere. In the Stanford system, a 5 ton bar of Al is 

suspended in a vacuum chamber and cooled to roughly 2 K, see (Fig. 0.3). 

The bar is cooled to reduce the random thermal vibration and thereby to 

i11prove the sensitivity. The bar:- is carefully isolated vibr:-ationally 

from the outside world to prevent extraneous noise, and its motion is 

monitored with sensitive transducers. The idea is that a passing gravity 

wave will co•press the bar and leave it ringing at its fundamental 

frequency. This vibration is converted into an electrical signal by a 

motion transducer. The signal is then amplified by a low noise 

amplifier, generally a de SQUID, at which point it can be analyzed with 

conventional electronics. 

Unfortunately, several factors conspire to make this scenario very 

difficult to achieve. Firstly, the interaction of a gravity wave with 

the bar is exceedingly weak and will decrease with the square of the 

distance of the source fro• the bar. Secondly, it is not possible to 
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make a detectable laboratory source of gravity waves and there are very 

few large natural sources. (29) The most likely source is the core 

collapse of a massive star to a black hole, following a supernova 

explosion. Such an event could radiate a significant fraction of a 

stellar mass as gravitational radiation if the star has a large 

quadropole moment.(29) With the present detectors, such an event would 

have to occur within our own local group of galaxies, if not within the 

Milky Way, in order to be detected. It has been estimated that a 

supernova explosion occurs on the average every 200 to 300 years in our 

galaxy, although 

advanced.(30) It 

arguments for considerable higher rates have been 

is unlikely that most of these explosions would 

actually have a large quadropole moment. With such a time scale, at 

best, one can just hope to be very lucky. The goal of the next 

generation of Weber bars is to improve the sensitivity so that 

supernovas within the Virgo cluster can be detected. This large group 

contains about 2500 galaxies and is about 30 million lightyears distant. 

One might optimistically expect about one event a month, which is an 

entirely acceptable rate. Of course the great distance means that the 

signal will be very s•all. 

The improvement in the bars' sensitivities since Weber's first bar 

has been pheno•enal. The sensitivity can be described by the smallest 

strain that the bar can detect. The strain is defined as U/,, where ' 

is the length of the bar, and &' is the change in length arising from, 

for example, the effect of a gravity wave. Whereas Webers' room 

temperature antennas(26) could measure strains of a few times 10-16, the 

cryogenic bar at Stanford(27) can presently measure to about 10-18. For 

a bar length of • = 1 meter, this means that the bar can detect a change 
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in its length of just to-18 •· or about one thousandths of the dia.eter 

of a proton. The next generation of bars is aimed at producing a 

sensitivity of lo-20. This work is directed at four seperate areas: 

··cooling the bar to 20 IlK, iaproving the vibration isolation, iaproving 

t'he transducer, and obtaining a quantua li•i ted SQUID sensor. The 

sensitivity of fh~ ·systea is directly affected by the perforaance of the 

SQUID, and this is the main concern of this thesis. 

0.6 Optiaization for the Detection of Pulses 

While the experi•ental investigation of the SQUID noise was 

proceeding I had also been trying to understand what kind of SQUID would 

be needed for use in a gravity wave detector. In particular, I wanted to 

know what kind of input coil inductance and coupling coefficient a2 were 

required, where M2 2 a2LiL• L is the SQUID inductance, Li is the input 

coil inductance. and M is the mutual inductance between the SQUID and 

the input coil. This knowledge was of fundaaental iaportance because we 

did not want to waste our effort on devices which would not work in the 

detectors. Of course. the requireaents had already been worked out at 

so•e level by several groups. and the original SQUID specifications 

noted above were given to us by the Stanford Gravity Wave Group. 

According to our existing aodels of SQUID optiaization, however, these 

specifications did not •ake auch sense. In particular, they required a 

tight coupling between the SQUID and the input coil, i.e. cx2--> 1. The 

chief result of our optiaization was eabodied in the "golden rule" Qcx2 = 

1 : that is, the best perforaance was attained when the input circuit Q 

and coupling coefficient ex were chosen such that Qa2 • 1 ( 31-32) . Now. 
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cryogenic Weber bars have Q = 106 so that oc2 = 10-6 should have been 

optiau., and hence the requireaent of strong coupling did not appear to 

be correct. 

It was not clear what was wrong. Our optimization models looked 

correct, but a closer exaaination showed that they were derived for 

soaewhat specialized conditions which the bars did not satisfy .. on the 

otherhand, the Stanford scheae for optiaizing the gravity wave antenna 

initially appeared quite aysterious to me, and it was obvious only that 

it used coapletely different ideas of signal optimization. ( 33) In 

addition, they had failed to include correlation effects and the system 

was so coaplicated that the optiaization had to be carried out with the 

aid of a coaputer. As if this were not confusing enough, recent 

theoretical refineaents of the behavior of a SQUID when it is coupled to 

an input circuit cast considerable doubt on the validity of both 

optiaization procedures. John Martinis and John Clarke had built on soae 

original work of Claudia Tesche and Roger Koch to develop a consistent 

SQUID noise theory which would work for strong coupling. The strong 

coupling region, oc2 near 1, was precisely where the gravity wave 

detectors were to run according to the detector groups. It was clear 

that both of the earlier aodels were incorrect for. this region. 

The resolution of these difficulties took aore than a year. I found 

a paper by P.P. Michelson and R.C. Taber(33) to be especially 

illuainating, and used it as the basis for a aore general approach. In 

Chapter 12, I work out the optiaiaua condi tiona for a 11odel tuned 

circuit. The big surprises were twofold. First of all, the gravity wave 

optiaization results were essentially correct. The inclusion of 

correlation effects and the strong coupling theory produced only 
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qualitative changes in the optiaization conditions. These changes lead 

to substantial iaproveaents at higher oc2 and are interesting because 

they predict that it will be possible to attain quantum limited 

perforaance with a SQUID which would not be considered quantua liaited 

in the conventional treataent. The biggest surprise was that the old Qoc2 

• 1 rule and auch of the corresponding optimization theory were 
{ 

incorrect for the ,~roble• at hand. 

The aore general purpose of the optiaization calculations is to 

learn how to use the enoraous sensitivity of the SQUID. There is little 

point to building low noise SQUIDs if they cannot be used at the quoted 

sensitivity. Most measuring syate•s squander their low noise, for 

exa•ple, by poorly coupling a low Q input circuit to the SQUID, and by 

not using signal processing techniques to aaxiaize the signal to noise 

ratio. In order to perf ora low frequency quantUil liai ted aeasureaents,, 

the input circuit and optiaal filtering will have to be very carefully 

executed. 

The optiaization theory presented in Chapter 12 may ultiaately have 

great relevance to the use of "high Tc" SQUIDs at 77 K or higher 

teaperatures. It is generally understood that by choosing the SQUID 

paraaeters appropriately, one can achieve good energy sensitivity even 

at 77 K. What has not received auch attention ia that for aany co .. on 

applications the noise fro• the SQUID will be negligible coapared to the 

noise fro• the resistive 77 K portions of the input circuit. It 

therefore seeas irrelevant that the "high Tc" SQUIDs Possess good energy 

sensitivities. The results of Chapter 12 show that, in fact, this is not 

the case. That is to say. despite the high teaperature of any source 

resistance in the input circuit and the large aaount of Nyquist noise it 
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generates, for certain signals it is still possible to obtain the full 

energy sensitivity of the SQUID if one employs the proper optimization 

strategy. 

One of the most exciting things about working with SQUIDs is that 

the most interesting things are yet to be done, and they are just now 

becoming possible. In the near future, one should expect to see low 

frequency quantum-limited amplifiers and measurements being made. In the 

longer term, it appears quite possible to perform so-called "quantum 

non-demolition" measurements. (15 • 34) In such a measuring system the 

amplifier and input circuit are designed to be sensitive to only one of 

the quantum mechanical variables describing the input circuit 

Haail tonian. Such an arrangement allows one to decrease the quantum 

mechanical uncertainty in the measured variable at the expense of the 

uncertainty in the unmeasured conjugate variable. Such input circuits do 

not confora to the assumptions used in discussing the so-called 

"quanttlll-liait" to the SQUID sensitivity. In this sense the 

"quantum-limit" does not exist if the experimentalist is clever enough 

to measure only the proper variables. 
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0.7 Appendix A: Introduction to SQUIDs 

It is the purpose of this appendix to provide the interested and 

unfaan.·iar reader with a brief introduction to the de SQUID. More 

co11plete and detailed treataents can be found in Refs. (5-8). 

Configuration of .. 3the SQUID 

The de SQUID is constructed from a loop of superconducting material 

which is broken in two places by superconducting tunnel junctions, see 

Fig. 0.1. For the SQUIDs discussed in this thesis, the superconductors 

are Nb, and Pb or Pbln. Each junction is in the form of a thin-film 

superconductor-insulator-superconductor sandwich. The insulating layer 

is very thin, typically 1 to 2 na, and the junction area is typically 2 

J.ta on a side. The purpose of the junctions is to electrically weakly 

couple together the two pieces of the superconducting loop. Ordinarily, 

a thin-fila resistor is connected across each junction, and electrical 

leads are attached to each side of the loop. In normal operation, bias 

current is supplied to the SQUID through these leads, and the voltage 

across the SQUID is moni tared. A SQUID which is to be used as an 

aaplifier will also have a thin fila coil deposited on top of the 

superconducting loop. This coil is used to inductively couple magnetic 

flux to the SQUID loop, and is the signal input for the SQUID. 

It should be noted that there is a related superconducting 

electrical device which has only a single superconducting junction in 

its loop, this is the rf SQUID. Its aethod of operation, electrical 

behavior, and experimental development are all quite distinct from those 
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of the de SQUID. All of the measurements which are reported in this 

thesis were made on de SQUIDs, and I will not consider the rf SQUID any 

further (see Refs. 5-8 for a discussion of the rf SQUID). 

Flux Quantization, ac Josephson Effect, and de Josephson Effect 

It is the superconducting properties of the loop and the tunnel 

junctions which determine the behavior of the de SQUID. There are three . . . ~ 

superconducting effects which, together, produce the SQUID's sensitivity 

to magnetic field: .flux quantization, the ac Josephson effect and the de 

Josephson effect. 

Superconductivity is a manifestation of quantum behavior on a 

11acroscopic scale. The electrons in a superconductor have condensed into 

a state which is distinctly different from the state of the electrons in 

a noraal aetal. In particular, for a superconductor, there exists a 

co•plex order parueter t•nl/2ei• which specifies the state of the 

system, where nl/2 and e are the magnitude and phase, respectively. When 

a magnetic field is applied, the order parameter undergoes a gauge 

transformation: 

[
2eir- -] t ---> t·exp T A.ds . (0.5) 

where 4 is the magnetic vector potential, and the line integral is taken 

on a path through the superconductor. Different paths may possess 

different a•plitudes, and will constructively or destructively 

interfere with each other. The order parameter must be single-valued at 

every point in space in order to be well-defined. If one takes a path 

integral all the way around the SQUID loop, one finds that this requires 
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that: 

62-6 1 + :eJA·ds = 2nw (0.6a) 

where 62 is the phase difference across one junction. and 61 is the 

phase difference across the other. If the superconductor is large 

co11pared to the London penetration depth. then the integral is simply 

equal to 1the magnetic flux passing through the SQUID loop, and one can 

write: 

(0.6b) 

where +0 = 2e/h • 2.07X1o-15 Ta2 is the flux quantum. If there were no 

tunnel junctions. but rather a continuous superconducting loop. one 

would have 62 • 61 = 0, and Eq. (0.6b) would beco11e: 

+ = n+o (0.7) 

That is, the flux in a superconducting loop is quantized in units of the 

flux quantu11. Because of the presence of the Josephson junctions, the 

flux is not quantized in a de SQUID. rather. the phase differences 

across the two junctions becoaes related to the 11agnetic flux, as in Eq. 

(0.6b). 

The phase difference across a tunnel junction has physical 

significance. Josephson (2) discovered that if two superconductors are 

coupled together by a tunnel junction, a current: 

I a I 0 sin(6) (0.8) 

will flow froa one superconductor to the other. where 6 is the 

superconducting phase difference between the two sides of the tunnel 

junction. Current will flow when there is no voltage difference between 

the superconductors, and this behavior is called the de Josephson 

effect. I 0 is the critical current of the junction. and is the maximum 
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supercurrent that the junction can sustain. The magnitude of 10 is 

determined by the height, thickness, and area of the junction barrier, 

and by the superconducting properties of the electrodes (see Chapter 6). 

When there is a de voltage, V, across a superconducting tunnel 

junction, JosephsonC2) found that an alternating current is generated. 

This current is generated at a frequency: 

f = 2eV/h '"' V/+0 (0.9a) 

and the phase difference across the.tunnel junction increases with time 

at a rate: 

d6/dt = 271'f (0.9b) 

These two siaple relations describe the ac Josephson effect. 

SQUID Behavior 

Pro• Eqs. (0.6), (0.8), and (0.9), and eleaentary circuit theory, 

one can construct a mathe•atical model for the behavior of the de SQUID. 

The full systea of equations is presented in Chapter 4 (Eqs. 4.3). The 

solution of these equations is coaplicated because they are non-linear 

in the junction phase differences, and in general one aust solve the 

equations nUilerically. However, in the limit of vanishingly saall 

voltages, V, and when the loop inductance is saall, the equations can be 

solved analytically. When V .. 0, one can neglect any affects arising 

fro• the ac Josephson effect, and one need only consider Eqs. (0.6) and 

the de Josephson effect. Now, the current which flows through one ara of 

the SQUID, I 1 • can be written as the sua of the current which flows 

through the capacitor, the resistor and the junction in that arm: 

(O.lOa) 
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similarly, for the other arm of the SQUID: 

I2 = V/i~C + V/R + I 0 sin(62) (0.10b) 

At zero voltage, the total current, I, which flows through both arms of 

the SQUID is just: 

I = It +I2 a I 0 [sin(61) + sin(62)] 

From Equation (0.6b) one can write: 

(0.11) 

62 = 61 - 21rt/t0 + 2n71' (0.12) 

and thus Eq. {h. '11.) becomes : 

I = I 0 [sin( 6·1) + sin( 61-271'+/+0 )] = 2I0 sin( 61-7ft/ t 0 ) cos (7ft/ +0 ) ( 0.13) 

The meaning of Eq. (0.13) is as follows. At zero voltage, a supercurrent 

will flow through the SQUID which depends on both the phase differences 

across the junctions. and the magnetic flux in the SQUID loop. For any 

given flux, the maximum amount of supercurrent that can flow is: 

I • 2I0 Icos(7rt/t0 )j (0.14) 

Thus, the SQUID's response is periodic in the magnetic flux, with the 

fundaaetal period +0 • When +. =z nt0 , where n is an integer, the 

supercurrent attains its maximum value, 210 • When t = (n+1/2)+0 the 

supercurrent vanishes. Equation ( 0.14) is identical to that of a two 

slit diffraction pattern, as encountered in optical interference 

experiaents, and it occurs for fundamentally similar reasons. The 

application of a magnetic field causes the phases of the order 

parameters in the two arms to shift relative to each other. As the flux 

is increased, this produces alternatively constructive and destructive 

interference. This simple behavior is the reason for the devices naae 

Superconducting QUantum Interference Device, or SQUID. 

It should be recognized that real SQUIDs are generally not operated 

in the zero voltage state, but rather are biased with a fixed current 
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which is in excess of 10 . In this case, the voltage across the SQUID is 

periodic in t. Also, the SQUID is ordinarily biased near (n+1/4)t0 or 

(n+3/4)t0 • A s•all change in the flux in the SQUID will then produce a 

change in the voltage across the SQUID, which can be detected with 

conventional roo• te•perature electronics. Also, a real SQUID will have 

a non-negligible induct"ance, the critical currents for the two junctions 

will usually differ, and there will be thermal noise from the resistive 

shunts. The inclusion of these effects is beyond the scope of this 

Appendix, and a detailed discussion can be found in Ref. (10). 
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CHAPTER 1: SQUID Fabrication and Design Types 

1.1 Introduction 

In this Chapter, I will describe the fabrication procedure which was 

used to build the SQUIDs. I will discuss it in so•e detail because of 

its possible connection with the source of the low temperature excess 

noise, as will be discussed in Chapter 8. Insofar as it was possible, 

the procedure uses conventional photolithographic and thin-film 

deposition techniques. The fabrication of de SQUIDs •ay be broken into 

three stages: the design and construction of the projection masks, the 

processing of the wafer. and the oxidation and co•pletion of the 

Josephson junction tunnel barriers. 

The patterning of the SQUIDs is. done photolithographically. 

Ultraviolet light is projected through an e•ulsion slide or mask onto a 

photosensitive resist which covers a wafer substrate. The •ask contains 

opague and transparent areas, corresponding to parts of the SQUID. · The 

original •asks for our planar thin-til• de SQUIDs were •ade by John 

Martinis. (1) In addition, Claude Hilbert •ade a nUilber of input coil 

•asks(2) and assisted •e greatly in •aking the •ask for the •agneto•eter 

pick-up loop described in Chapter 3. (3) All of these early •asks were 

•ade using Rubylith paper and standard photographic reduction 

techniques, and resulted in 2.5 X 2.5 inch e•ulsion glass slide •asks. 

During 1985, I began to •ake nUilerous new SQUID- •asks. These were all 

•ade using the U.C. Berkeley co•puter assisted design (CAD) •ask 

designing progru KIC. The resulting co•puter patterns can be 

transferred fro• the co•puter to •agnetic tape, which is read by a 
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pattern generator to produce the 2.5 X 2.5 inch eaulsion on glass, slide 

masks. 

I carried out the processing of the wafers in the Electrical 

Engi~eering and Coaputer Sciences Microfabrication Laboratory at 

Berkeley (the Microlab) and in Professor Clarke • s. laboratory in 137 

Leconte. The aaterials depositions, ion milling, and junction oxidations 

were carried out in Leconte. The remainder of the steps were completed 

in the considerably cleaner environment of the Microlab. 

The procedure for fabricating the SQUIDs was developed by Dale Van 

Harlingen, Roger Koch, John Martinis, and Claude Hilbert. I have made 

numerous small modifications to this procedure for several different 

reasons. First of all, in order to search for the cause of the low 

temperature excess noise (see Chapter 8), I made numerous saall 

variations in the procedure, as well as a few materials changes. 

Secondly, I had extreme difficulty getting part of the old procedure to 

work reliably: the IBM "aushroo• technology". (4) The technique involves 

developing the photoresist so as to leave two small 2 pa dots of resist 

on the wafer, see Pig. 1.1. These would ultimately form the windows for 

the Josephson Tunnel junctions, so their size was of considerable 

iaportance. There are two probleas with the mushroo• technology. First 

of all a slight overdevelopaent will co•pletely develop away the 

windows, whereas a slight underdevelopment leaves too large of a window 

or undeveloped resist elsewhere on the SQUID. In other words, the 

technique is inherently unstable. Secondly, even if the windows can be 

developed to the proper size, because of their s•all size they may not 

open during the liftoff, thereby destroying the junctions. Accordingly, 

in all of the masks I made, I abandoned this approach and adopted a 
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Fig. 1 .1 Liftoff technique for construction of a window in SiO. 
(a) Photoresist mushroom, (b)deposition of SiO, (c) Liftoff in 
acetone removes photoresist and leaves window. 
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cross strip window technique. Instead of forming a window froa a single 

small dot, I used the overlap between two long lines which crossed 

perpendicular to each other. Since it is much easier to produce two thin 

lines than a single small dot, this was a much better technique. It is 

interesting to note that many other groups made the same decision 

independenti'y at about this time, and that cross strip windows are now 

very comaon in SQUIDs. The reason is not hard to understand; this single 

change took out about half of the work and frustration involved in 

aaking the SQUIDs. Thirdly, I had occasional, but recurring, problems 

with the old procedure for the Cr adhesion layer. The Cr was used to 

make an overlying thin-film layer stick better to the underlying layer, 

ie. it acted as a kind of glue. However the Cr was very difficult to 

evaporate to a controlled thickness and I often got electrical shorts 

from a thicker than average layer. These shorts would occur between the 

SQUID and the input coil and were electrically undesirable. Following 

suggestions fro• Professor Clarke, I tried the IBM technique of using a 

very thin layer (less than lnm) of Ti as an adhesion proaoter.(4) I can 

confirm that this works very well and I have not encountered shorting or 

peeloff with the Ti. Fourthly, in order to save tiae and to generate 

aany different types of test SQUIDs, from the start I put 36 SQUIDs on a 

wafer instead of the old 9 to a wafer. This was an essentially trivial 

way to pick up a factor of four in the effective processing speed. In 

practice, I made four different SQUID types on each wafer, for 9 of each 

type. As a result, the SQUIDs were 5 X 5 .. on a side and mechanically 

tougher then the old 5 X 12 ma chips. Besides being very efficient, this 

technique had the advantage of creating different types of SQUIDs which 

had undergone identical processing, and thus enabled me to eliminate the 
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possibilty of wafer to wafer variations between·different SQUID types. 

Fifthly, the discovery of the hot electron effect in the low teape~ature 

SQUIDs lead to a subtantial •odification to the size of the shunt, and 

in the largest shunts to an additional processing step which added a 

thick AuCu fila (see Chapter 11) . Finally, I would like to note the 

developaent of our Nb-AlOx-Nb junction by Bonaventura Savo.(5) Although 

I did not incorporate this into •Y low temperature SQUIDs, I report on 

critical current noise in these junctions in Chapter 6, and describe 

Savo's procedure. 

1.2 Fabrication Procedure 

The processing of the wafers for the construction of the SQUIDs is 

built up fro• the repeated application of a saall nuber of steps. I 

will label these steps as follows: CLEAN, HMDS, SPIN, BAKE, 

CHLOROBENZENE, EXPOSE, DBVBLOP, EVAPORATE, SPUTTER, LIFTOFF, PLASMA 

ETCH, ION MILL, DICE. In detail, these steps consist of the following 

procedures: 

CLEAN: In order to reaove grease and dirt from the wafer, the wafer 

is soaked in detergent solution(6). The wafer is periodically sprayed 

with Deionized water (DI), until the DI wets the surface without 

beading. The wafer is then sprayed with 01 water for about 1 ainute in 

order to reaove the detergent, and is blown dry with coapressed 

nitrogen. If the wafer has photresiat on it fro• a previous step, the 

wafer is first cleaned in 1/2 water 1/2 Microposit 1112A reaover(7) for 

2 ainutes. This cheaically strips off all of the resist. The wafer is 

then washed with DI for 1 ainute, and the above detergent cleaning is 
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done. 

HMDS: Iaaediately after cleaning, the wafer is immersed in 

hexaaethyldisilizane vapor (HMOS) for 5 ainutes. This step iaproves 

adhesion of the photoresist to aetal layers on the wafer, and is 

generally done on all steps, whether or not any aetal is present. 

SPIN: Following HMDS treataent, the wafer is placed on a wafer 

spinner and photoresist applied. For Liftoff steps, Microposit 1450J (7) 

was spun at 6000 RPM for 30 seconds. For Plasaa etching, Microposi t 

1350B was spun at 5000 RPM for 30 seconds. These resists becaae obsolete 

at the aicrolab in 1987, and we now use 1400-17 instead of 1350B, and 

1400-31 instead of 1450J.(7) 

BAKE: Following the SPIN, the photoresist is hardened by baking. 

Before 1986. the resist was baked for 20 ainutes using teaperature 

controlled ovens. The 1450J was baked at 70 °C, and the 1350B was baked 

at 90 °C. From 1986 on, the resist was baked on teaperature controlled 

hotplates for 5 ainutes, at the saae teaperatures as was used 

previously. 

CHLOROBENZENE: The 1450J resist is used for liftoffs. The liftoff 

works better when the baked resist is treated with chlorobenzene. 

Following the bake, the resist is soaked in liquid chlorobenzene at 18 

°C for 10 ainutes. The chlorobenzene is then reaoved fro• the wafer by 

blowing it oft with coapressed nitrogen. The wafer is then at 9ooc. This 

is now done for 3 ainutes on the hotplate, and used to be done for 10 

minutes in the ovens. This procedure leaves a hardened surface layer of 

cheaically altered photoresist. During later developaent of the 

photoresist, the uderlying resist is eaten away aore rapidly, leaving an 

overhanging upper layer, see Fig. 1.2. During deposition of a fila, the 

30 

I I 

' 1 



(a) 

SiO 

Fig. 1.2 (a) Photoresist layer has an overhanging hardened 
surface after treatment with chlorobenzene and development, 
(b) this produces a cleaner edge for the deposited film, as it 
is not connected to the overlying film. 
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overhang shades the edges of the film and prevents the connection of the 

fila on top of the resist with that lying in the developed region, thus 

leading to a cleaner liftoff. 

EXPOSE: After the photoresist has been baked (and chlorobenzened if 

it is 1450J) the wafer is placed on a Canon 4X Projection Mask Aligner 
.'\ · .. ·, 

and exposed. ·:fii{'d'er the mask pattern. 

DEVELOP: After exposure, the wafer is placed in Concentrated 

Microposit Developer.(7) For the 1450J, full strength developer is used 

for about 30 seconds. The exact time is gauged by watching the resist 

develop away and by previous experience with the given exposed layer. 

For the 13508, the developer is half diluted with DI water, and typical 

developaent times are about the same. Following development, the wafer 

is rinsed in DI for 1 minute, and blown dry with compressed nitrogen. 

EVAPORATE: After the resist has been developed, a layer of material 

aay be deposited by evaporation or sputtering. The wafer is attached to 

an Al holder by using silicone high vacuua grease. The holder is 

suspended upside down over the evaporation source. The chamber is then 

evacuated to a pressure of typically 1 X 10-6 Torr using an oil based 

diffusion puap with a nitrogen cooled cryotrap. The aaterials that are 

evaporated are: Cr or Ti for an adhesion proaoter, AuCu for the 

resist! ve shunts, and SiO for the insulating layers. The thickness of 

the layer and the deposition rate is monitored with a quartz crystal 

microbalance. (8) Cr was used under all AuCu layers except when using 

sapphire substrates, in which case no adhesion promoter was used. Cr was 

also used under the SiO layers until 1985, after which tiae I began to 

use T i for the reasons discussed above. The Cr was o. 99 pure powder 

which was evaporated at a rate of about 0.5nm per sec, for 10 seconds. 
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sec. The Cu was 0.9999 pure, in the for• of 1 .. diaaeter pellets. The 

Au was drawn wire of unknown purity. The Au and Cu were co•bined in a 

single W boat. (occasionally Ta was used, but this does not work very 

well as the AuCu tends to alloy with the boat) in the ratio of 25% by 

weight of Cu. The boat is heated in vacuua and the AuCu is deposited 

onto the wafer at the rate of about 1 nm/sec. The SiO. of unknown 

purity. was in the for• of large chunks which weJ:"e placed into a 

cha.bered SiO evaporation boat. During an evaporation, the SiO is slowly 

heated up to white heat over about five •inutes, and is then deposited 

onto the wafer at the rate of about 1 na/sec by opening a shutter. 

SPUTTER: The Nb for the SQUID body, contacts, and input coil was 

deposited by sputtering in an Argon at•osphere. Most of the SQUIDs were 

for•ed with Nb fro• a Sloan S-300 sputtergun.(9) A few of the SQUIDs, as 

discussed in Chapter 7, were for•ed in a different sputtering syste•: 

this syste• will be described in Chapter 6. The Sloan sputtergun is a de 

syste• which has a cylindrical Nb ring as the sputtering target. Its 

operation is as follows. The wafers are affixed to an Al holder using 

silicone vacuua grease, which also provides a ther•al ground to prevent 

severe heating of the wafer and the photoresist. The chaaber is puaped 

to about 2 X to-6 Torr, and bottled Ar bled through at about 5 ~. An 

Argon plas•a is ignited by applying about 600 V between the cathode and 

tbe anode, and increasing the Ar pressure in the chamber to about 10 

•Torr. Once the plas•a has started, the Ar pressure is decreased to 

about 7 •Torr, and the plas•a is run at a voltage of 400 V and a current 

of 4 A. The deposition rate is roughly 10 n11/sec. and typical filii 

thicknesses are fro• 200 to 400 na. Residual resistivity ratios, 

(R3oox1Rtox), of about 4 to 5 are typically obtained, and 
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superconducting transition teaperatures are generally greater than 9.0 

K. 

LIFTOFF: After an evaporation or sputtering, a cotton swab, which 

has been dipped in acetone, is used to re•ove the vacuua grease which 

was placed on the backside of the wafer. For a liftoff, the entire wafer 

is then soak~d in a beaker of acetone, and occasionally agitated. The 

acetone works its way under the deposited fila and dissolves any 

photoresist. The fila will then slowly peel away froa areas of the wafer 

which had photoresist on thea, but reaain affixed to areas where the 

photoresist was developed away. The process can take as auch as an hour 

for a 300 na SiO fila, or as little as 5 ain for a 30 1111 AuCu fila. 

After aost of the fila has lifted off, the progress can be checked on a 

light aicroacope. Fresh acetone baths are used at intervals of about 15 

ainutes until the liftoff is coaplete. 

PLASMA ETCH: All of our Nb etching is done with a reactive ion, 

barrel plaaaa etcher that was built by the Micro lab Staff. The etching 

gas is 0.6 Torr of SF6o2. Before etching the wafer, the empty barrel 

vacuua chaaber is preheated to about 100 °C and cleaned by an initial 

SP602 plasaa discharge. The systea is then bled back up to ataospheric 

pressure, the wafer is placed in the bottoa of the chamber, the systea 

is puaped to 0.1 Torr, and then SP602 bled at 0.6 Torr for several 

ainutes. The plasaa is ignited by applying Radio Frequency (RP) power, 

and typically runs at about 175 W. The progress of the etch can be 

watched through a viewport. and generally takes about 2 ain for a 200 na 

thick Nb fila. 

ION MILL: We use an Iontech VS 2.5 Argon ion beaa (10) to reaove 

oxides fro• the surface of Nb filas. This technique is used before 
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coapleting Nb superconducting contacts between different Nb layers, and 

for cleaning the Nb electrode of a tunnel junction prior to barrier 

foraation. The beaa voltage is 400_V, and the beam density at the wafer 

is about 0.5 aA ca-2. An exposure of 40 seconds results in the removal 

of about 20 na fro• the surface. 

DICE: After the last photoresist layer has been developed, the 

front surface of the wafer is scribed, between the devices, with a 

diaaond point using a water scribing machine. The wafer is then 

sectioned into individual 5 X 5 -2 chips by care.fully applying force so 

as to break the wafer along success! ve scri.be aarks. 

With these processing steps defined, I can represent the SQUID 

fabrication as the following sequence: 

Resistive shunts: CLEAN,· HMDS, SPIN 1450J. BAKE, CHLOROBENZENE, 

EXPOSE, DEVELOP, EVAPORATE Cr and 35 na of AuCu, LIFTOFF. 

Nb body and contacts: CLEAN. SPUTTER 200 na of Nb, CLEAN, SPIN 

13508, BAKE, EXPOSE, DEVELOP, BAKE, PLASMA ETCH, CLEAN. 

Firat SiO laver: HMDS, SPIN, BAKE, CHLOROBENZENE, EXPOSE, 

DEVELOP, EVAPORATE 200 D11 of SiO, LIFTOFF. 

Second SiO laver: CLEAN, HMDS, SPIN, BAKE. CHLOROBENZENE, EXPOSE, 

DBVBLOP, EVAPORATE 300 na of 810, LIFTOFF. 

Input coil (optional - only used on soae type A SQUIDs): CLEAN, 

HNDS, SPIN, BAKB. CHLOROBENZENE, EXPOSE, DEVELOP, SPUTTER 400 na 

of Nb, LIPTOPP, CLEAN, HMDS, SPIN, BAKE, EXPOSE, DEVELOP, PLASMA 

ETCH. 

Counterelectrode: CLEAN, SPIN, BAKE, CHLOROBENZENE, EXPOSE, 

DEVELOP, DICE 
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In words, the procedure is as follows. The SQUIDs are made 36 at a 

time on five centimeter diamete~ Si wafers which have a 1.2 pm laye~ of 

thermally grown oxide. I process the wafers one at a time, and I 

generally will complete all of the processing on a single wafer, before 

beginning another wafer. The wafer is first degreased in a detergent 

solution. Photot~sist is then spun on and photolithographically 

patterned for the shunts. A 10 011 layer of Cr is evaporated as an 

adhesion promoter and a 30 011 layer of AuCu is evapo~ated on top. We 

have also used sapphire wafers, and then the Cr is not needed. The 

photoresist is then lifted off leaving the resistive shunts. The wafer 

is then cleaned of all remaining photoresist in a commercial resist 

stripper and again cleaned in detergent. A 200 na layer of Nb is then 

sputtered down froa a de sputtering gun in a 7 mTorr Argon atmosphere at 

400 V and 4 A with a rate of approxiaately 10 nm/sec. The wafer is again 

cleaned in detergent and photolithographically patterned. The Nb is then 

reactive ion etched in an SP6o2 plasma at 0. 5 Torr and 175 W. This 

etching defines the contacts and the Nb portions of the SQUID body. The 

wafer is then stripped of photoresist and cleaned in detergent. A new 

layer of photoresist is then spun on and patterned. A 1.5 nm layer of Ti 

is then evaporated to iaprove adhesion and a 200 n• layer of SiO is 

evaporated on top. The photoresist is then lifted off leaving an 

insulating layer of SiO over the SQUID body except for two 2 ~ strips 

which will form one cross in a cross strip window configuration. The 

wafer is again cleaned and patterned for a second Ti underlayer and 200 

na SiO layer. The second layer is then lifted off leaving SiO over the 

SQUID body except for the second pair of lines in the cross strip 

window. The intersection of the two crossed windows defines the 2X2 ~2 
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Josephson junction windows. The wafer is again cleaned and new 

photoresist spun on and patterned for the counterelectrode. At this 

stage the SQUIDs are coaplete except for the foraation of the Josephson 

junctions. The wafer is then diced into 36 chips of 5 .. on a side and 

. the individual SQUIDs are processed seperately. 

1.3 Junction Oxidation and Coapletion 

The chips are ordinarily stored at rooa teaperature in air until a 

SQUID is needed. An individual SQUID chip is then selected for the 

oxidation procedure. The junction windows are inspected optically for 

size and cleanliness. The chip is sprayed with OI to reaove bits of Si 

froa the dicing and blown dry with N2. The chip is then' secured to a 

glass slide by using a saall aaount of silicone vacuua grease on the 

backside of the chip. The slide is placed on the Argon ion aill, and the 

systea puaped down to 1 pTorr. The Nb electrode is first cleaned in an 

Argon ion aill at 300 V and 0.5 IIA/ca2 for 40 sec. The systea is then 

bled up to ataospberic pressure with N2 gas, and the chip is transferred 

to the RP oxidation bead. As this transfer takes place i~ air, it is 

done as quickly as possible. in order to ainiaize the oxidation of the 

freshly cleaned Nb surface. 

The Nb is then oxidized in an Ar-0(5-) RP plasaa. RP power for the 

plasaa is provided at 7 MHz by a Hartley oscillator, see Pig. 1.3. The 

plasaa is ignited using a Tesla coil, and typically runs at 9 aTorr of 

pressure and 45 W of RP power. Oxidation tiaes are typically 60 sec. 

After oxidation, the Argon-Oxygen •ixture is puaped out of the cbaaber, 

and a 200 na thick layer of Pb-In(5 Wt-) is evaporated. A liftoff is 
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then used to define the counterelectrode. The process typically yields 

critical current densities of order 50 A/cm2. 

At this stage the chip may be covered or "passivated" with a 200 

nm layer of SiO. Generally, I only passivated SQUIDs which I intended to 

keep for extended use, such as devices with coils. Accordingly, most of 

the SQUIDs were left unpassivated. 

1.4 The Different SQUID Types 

Figures 1.4 through 1.19 show the geometrical configurations of the 

different SQUIDs on which I will report results. The figures do not show 

the SiO insulating layers, except insofar as they reveal the position of 

the junctions, and generally do not show the resistive shunts. 

All of the de SQUIDs tested were planar thin-film devices made as 

descibed above (with the exception of two outside devices discussed in 

Chapter 8). Although the processing varied only slightly from one wafer 

to the next, the size construction, and shape of the SQUIDs varied 

enormously. The parameters of the different SQUID types which were 

tested are discussed in Chapter 4, and are sumaarized in Table 4.1. The 

SQUIDs may be divided into three classes based upon their size and 

construction: 

Old Style or Nb SQUIDs: Types: A, F. This class consists of SQUIDs 

which have their bodies 11ade out of Nb. It includes the large SQUIDs 

which have been made for many years by our group. The basic shape is a 

Nb washer about 900 JJa on a side with a 200 }.Ill inside hole, and was 

designed following the pioneering work of Ketchen and Jaycox ( 11). The 

type A devices have been used for many years by the Clarke group, and 
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Fig. 1.4 (a) Schematic of a Type A de SQUID, see 
also Fig. 3.1. (b) shows details of junctions. 
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Fig. 1.5 Schematic of a type A' de SQUID. 
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Fig. 1.6 Schematic of a Type 8 de SQUID. 
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Fig. 1.7 Schematic of a Type C de SQUID. 



100 J.lm Nb 

Fig. 1.8 Schematic of a Type D de SQUID. 
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Fig. 1.9 Schematic of a Type E de SQUID. 
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Fig. 1.10 Schematic of a Type F de SQUID. 
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Fig. 1.11 Schematic of a Type G de SQUID. 
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1 0 J.Lm 

Fig. 1.12 Schematic of a Type I de SQUID. 
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Fig. 1.13 Schematic of a Type J de SQUID. 
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Fig. 1.15 Schematic of a Type L de SQUID. 
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Fig. 1.18 Schematic of a Type 0 de SQUID. 
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Fig. 1.19 Schematic of a Type P de SQUID. Numbers label the 
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were designed so that they could be efficiently coupled to a many turn, 

thin-film, spiral input coil. 

'\>~·r:.f.'.J. 
:Reverse or Pb SQUlDs: Types: B, C, E, G, H, I , P. These SQUIDs 

have th~ SQUID body made out of Pb or Pbin instead of Nb. The materials 

have thus been interchanged or reversed. compared to the old style 

SQUIDs. These devices come in a large range of shapes and sizes. 

Split SQUIDs: Types: D, M, N, J, K. These devices have bodies 

which are made from roughly equal amounts of Nb and Pbin, and have their 

junctions and shunts separated by the body diameter of the SQUID. 
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Chapter 2: Experiaental Arrangeaents and Measureaent Procedures 

2.1 Introduction 

The design of cryogenic equipaent<l-3) is •ost strongly influenced 

by the unique and difficult environaent in which the cold part of the 

equipaent resides. The production of teaperatures below 1 Kelvin is in 

itself a aajor undertaking. For continuous operation below 300 aK, one 

aust use a dilution refrigerator.(4-5) Presently, this necessitates an 

elaborate systea of puaps, pipes, valves, gauges, filters. theraoaeters, 

and a fair amount of patience on the part of the operator. 

The use of low noise de SQUIDs necessitates additional 11easures. 

Magnetic and RF shielding aust be used to prevent interference froa the 

outside world. The SQUIDs require electrical wiring for bias currents 

and outputs. This wiring aust be low-pass filtered to prevent rooa 

teaperature and external noise froa reaching the SQUID. Because normal 

portions of the circuit will dissipate heat and insulators have very 

poor theraal conduct! vi ty at 20 IlK, ( 3) one aust use low powers, and 

theraally ground all heated eleaents. In these low teaperature 

experiaents, the theraal grounding is broadly accoaplished by bathing 

the eleaents in superfluid 4He. 

At low teaperatures, the noise in a de SQUID becoaes very saall. In 

order to aeaaure this noise, one needs a very sensitive aaplifier. This 

is aost siaply accoapUshed by using a second de SQUID to aaplify the 

noise in the first. In fact this is not an ideal arrangeaent. The 

aeasured SQUID has a relatively high output iapedance, which increases 

as T decreases, whereas the measuring SQUID is best aatched to a low 
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iapedance. In addition the measuring SQUID's gain and output impedance 

will vary with the temperature. By placing the measuring SQUID in a 

flux-locked feedback loop, the measuring systea becomes largely 

independent of the properties of the measuring SQUID. The difficulty is 

then to achieve low noise operation over a useful bandwidth. Details of 

the aeasuring feedback electronics and its performance are covered in 

Chapter 3. In the following sections, I will discuss in t~rn the various 

coaponents in the measuring system and the aeasurement techniques used 

to take the low teaperature data. 

2.2 The Refrigerator 

The dilution refrigerator was an Oxford Instruaents Limited, Model 

75 Dilution Unit.(8) The base teaperature of the refrigerator is about 

18 IlK, and the effective cooling power is about 1 }IW at 30 11K with a 

circulation rate of about 60 paoles/sec. The refrigerator is mounted on 

a 1 K Cu pot and insert which were designed by Steve Diaaond, Michel 

Devoret, and John Martinis (see Fig. 2.1). Both the 1 K pot and the 

insert were constructed by the Physics Departaent Machine Shop. The heat 

exchanger, aixing chaaber, and cell are surrounded by a Cu and brass 

theraal radiation shield which is eloped to the refrigerator still. The 

space available for the cell is approxiaately cylindrical, with a height 

of 13 ca, and a diaaeter of about 7. 5 ca, and is liai ted by the size of 

the radiation shield. The teaperatures of the pot, still, heat 

exchanger, and mixing chaaber are measured by aeans of carbon resistors. 

The teaperature of the pot, still, and aixing chaaber can be changed by 

applying power to resistive heaters. The teaperature of the pot can also 
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Fig. 2.~ Configuration of the dewar, refrigerator, and cell. 
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be regulated by changing the puaping speed or 4He intake fro• the bath. 

The teaperature of the refrigerator can also be changed by altering the 

circulation rate. For stable operation at teaperatures above the aixing 

chamber's base teaperature, the •ixing chamber heating is provided by an 

analog feedback system which monitors the temperature and adjusts the 

power accordingly. 

2.3 The Cell 

As far as this thesis work is concerned, the most iaportant piece 

of the low teaperature apparatus is the experimental chaaber which holds 

the SQUID. The configuration of this "cell" is shown in Fig. 2.2 .. The 

main purpose of the cell is to ho'ld the aeasured SQUID, SQUID(l), in 

good theraal contact with the refrigerator and shield it from external 

noise. while siaultaneously allowing the measuring SQUID, SQUID(2), to 

aeasure its noise and gain. 

SQUID( 2) is also placed in the cell, and is cooled along with 

SQUID(l). This was done for two reasons. First of all, it greatly 

siaplifies the wiring of the systea and the checking of its operation. 

Secondly, it greatly reduces probleas of shielding, interference, and 

thermal drift to have both SQUIDs together and at the same teaperature 

inside of a single shield. In principle, the cooling of the aeasuring 

SQUID(2) would also allow tor aore sensitive measureaents to be aade. In 

fact though, the present measuring systea is liaited aainly by the roo• 

teaperature preamplifier, and addi tiona! cooling below 4. 2 K results in 

only aodest iaproveaents in the sensitivity. 

The cell is constructed of three 11ain pieces, an inner aount and 
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shield, an outer steel base flange, and an outer cell vacuum can. The 

shield consists of a superconducting Nb tube which is open at one end. 

The inner •ount supports the two SQUIDs and their wiring. The mount 

consists of a Nb support rod which has had slots cut in it (see Fig. 

2.3). The slots accept fiberglass or phenolic canvas blocks which serve 

as the mounting stages for the SQUIDs and wiring. The Nb support rod 

also serves to magnetically isolate the two SQUIDs from each other and 

froa the magnetic flux generated by each others bias currents. The end 

of the Nb rod is bolted to the base flange, and serves as a 

superconducting endcap for the shield tube. A simple brass clamp is used 

to grasp the shield tube and hold it firaly against the base flange and 

endcap .. 

The cell vacu1111 can serves three purposes. First of all, the can 

seals in the liquid 4ue that is used as the cooling fluid in the cell. 

The base flange and can are bolted together and the interface sealed 

with an In 0-ring to make a superfluid leaktight joint. Secondly, the 

can is made of OFHC Cu to provide a good ther•al connection between the 

mixing chamber and the 4ue in the cell. This connection is formed by a 

Cu M-12 screw on the •ixing cha•ber, and a •atching M-12 threaded hole 

in the Cu of the vacu1111 can. This connection also serves to mechanically 

bold the cell in place. Finally, the vacu1111 can serves as a nor•al •etal 

electrical and •agnetic shield. The relatively thick (2.5 .. ) walls have 

a high electrical conductance, and produce good magnetic shielding down 

to frequencies of order a f.ew Hz. At high frequencies, . the can and 

flange for• a closed RF shield which is broken only by the connectors 

for the wiring (which are· not RP shielded). 

The base flange serves several purposes. The wiring for the two 
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SQUIDs is brought out through the base flange. Upon leaving the mount, 

the wires enter a protective teflon sleeve and pass through a tube in 

the flange which reemerges on the upper side of the flange some distance 

from the vacuum can. The connection from the flange to the outside world 

is made via two superfluid leaktight connectors.(7) The connectors are 

mounted on thin brass sleaves which are hard-soldered to small stainless 

steel tubes (see Fig. 2.2). The tubes are welded to the flange at the 

point where the wiring emerges from the top side. The entire arrangement 

is superf 1 uid leak tight. This procedure was used to allow easy soft 

soldering of the connectors to the brass peices. the brass peices were 

made to be thin so that they would flex in response to a strain, thus 

enabling the joint to survive repeated cooling and warming. 

An important secondary feature of the cell is that it can be readily 

reaoved from the refrigerator. This allows the cell to be tested in a 

separate system. A special insert and a second set of feedback 

electronics was built especially for this purpose. The insert fits into 

a standard 4 inch inside diameter glass 4He dewar, which can be pumped 

on to get to about 1.2 K. Before every run on the refrigerator, the cell 

is ordinarily tested at 4.2 K. The time and expense for a refrigerator 

run are sufficiently great that such a check is very worthwhile, as many 

simple SQUID and wiring problems can be quickly found and corrected. The 

4. 2 K insert also allows us to perfect or try different measuring 

schemes and test the SQUID operation in a well-known regime. This was 

extre•ely useful in the initial phases of the experiment. and also 

provides us with an important cross-check on the behavior of the system 

in the refrigerator. 
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2.4 The Helium Fill Line 

During normal operation of the refrigerator, the cell is filled with 

superfluid 4He. This is done to provide thermal contact to all of the 

cell contents. Solid to 4He thermal contact is notoriously poor,C3) but 

for the small power levels we will use (typically several pW to the 

SQUIDs, up to several tens of nW in some of the normal metal wiring) it 

is more than adequate. 

When the cell is warm, the 4He is stored in a keg which is connected 

to the cell gas handling system. This system is completely separate from 

the refrigerator's own gas handling system. 4He can enter and exit the 

cell via the 4He fill line. For safety's sake, it is important that the 

fill line does not become plugged while the cell is full of liquid 4He. 

Such plugging could easily occur if air or some other impurity froze in 

the cold portion of t'he fill line. We have adopted several measures to 

prevent such an occurrence. First of all. the cell gas handling system, 

cell, and fill line are all evacuated by means of a diffusion pump which 

has a liquid nitrogen cooled cold trap before admitting 4He. Secondly, 

before the gas can enter the fill line, it must pass through a liquid 

nitrogen cooled charcoal cold trap in the cell gas handling sytem. This 

trap should remove all impurity gases except H2. Thirdly, the fill line 

includes a relatively large diameter Cu-Ni tubing wound in a spiral in 

the 4. 2 K bath surrounding the refrigerator. This section acts as a 

filter and safely freezes out any small amount of impurity before it 

enters into the smaller diameter fill line below. Fourthly, the 4He is 

maintained at an over-atmospheric pressure, typically 25 to 16 psi 

absolute. Should a small leak open to air, the 4He will leak out of the 
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line rather than air into the line. Finally, if all else fails, a thin 

Cu diaphrap has been soft soldered to an opening in the cell flange. 

Should the fill line plug, and the cell wara up, the diaphrap would 

burst at an overpressure of about 10 ataoshperes, thereby preventing 

•ore serious daaage to the cell and refrigerator. 

Superfluid 4He is a very good thermal conductor froa about 0.7 K to 

the ~-point, 2.14 K. (3) Because the refrigerator has a very s11all 

cooling power, it is also i•portant that the fill line be very well 

ther•ally grounded before reaching the cell. The ther•al conductance of 

the fill line can be reduced by making the fill line long and thin. We 

have used Cu-Ni capillary with a 100pa inside diaaeter and a 375 pa 

outside diaaeter. It is divided into 5 sections: 4.2 K flange to the pot 

(15 ca), pot to the still (18 ca), still to the heat exchanger (71 ca), 

heat exchanger to the aix (61 ca). Fro• the 11ix to the cell a large 

diaaeter capillary about 20 ca long is used; there is no hara because 

the 4He is already as cold as it will get. The lengths fro• the 4.2 K 

flange to the pot and froa the pot to the still are rather short, but 

the pot and still have a large cooling power. so the additional load is 

not of great conseque.nce. It is iaportant that the 4He be cooled as it 

progresses to the cell, as this will lessen the heat load on the •ix. At 

the end of each capillary section (at the pot, the still, the heat 

exchangers, and the aix), the fill line is joined to a heat exchanger. 

The exchangers are aade fro• sintered Cu powder which has been 

coapressed inside a Cu block. The sinter presents a large surface area 

to the 4He fluid and allows the fluid to cool to the teaperature of the 

cold point. The blocks are bolted to the various cold points, and the 

fill line capillary is soldered to it, foraing a superfluid leaktight 
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seal. 

The small diameter and long length of the capillary means that it 

takes a long ti•e to evacuate the cell at roo• temperature. There is 

also a relatively slow recovery of 4He upon warming the syste•. 

Consequently, it is i•portant to keep the dead volume in the cell as 

s•all as possible. Unused portions of the cell interior have accordingly 

been filled with fiberglass or teflon where possible. The total dead 

volume of the cell is of order 10 cm3. 

2.5 Therao•etry 

Carbon resistors are used to •oni tor the temperatures of the 1 K 

pot, the plate, the still, and the •ixing chuber.(S) These are only 

roughly calibrated, and are used only for diagnostics on the operation 

of the refrigerator. The main ther•o•eters for the experi•ent are bolted 

to a Cu sleeve, which is cla•ped to the outside of the cell. During a 

typical run, a carbon resistor ther•o•eter and a doped Ge thermo•eter 

are used. The carbon resistors are subject to drift arising from ther•al 

strain, and •ust be periodically calibrated. The Ge ther•o•eters are 

stable, but are subject to breakage. Both types of thermometers depend 

upon ther•ally activated variable range hopping, and the conductance 

versus te•perature dependence is nontrivial.(9) The original 

therao•eters were calibrated by Professor N.E. Phillips' group. The 

original carbon resistor was manufactured by Speer(S) and had a roo• 

te•perature resistance of about 200 o. It failed after about 2 years 

(presumably fro• stress during theraal cycling) and was replaced by an 

uncalibrated Matsushita carbon resistor(lO), which also had a roo• 
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teaperature resistance of about 200 D. The resistor was prepared by A. 

Cleland in the fora of a thin section of the original resistor which was 

then claaped between two Cu blocks to ensure good theraal contact. (8) 

The Ge theraoaeter was labeled 8185, and was the C-50 type aanufactured 

by Cryo Cal ( 11) . The Matsushita was calibrated against the Ge 8185 

resistor. 

As a check on the calibration of the above ther11ometers, and an 

additional Ge theraoaeter, I have used the noise therao•etry technique, 

which is described in Chapter 10. Essentially, there is always a third 

theraoaeter in the cell. This is the saall bias resistor Rx, which is 

shown in Fig. 2.4. When SQUID(l) is not biased, this resistor puts 

Nyquist current noise into the input circuit. This is readily measured 

by SQUID(2), and its value scales directly with the teaperature of the 

4ae in the cell. This therao•eter also provides a test of whether the 

inside of the cell is as cold as theoutside. 

During soae of the experi•ents, an additional Neutron Transautaion 

Doped (NTD) Ge theraistor was attached to the sleave. This thermoaeter 

was part of Professor Sadoulet 's project on NTD boloaetric particle 

detectors, and was operated by Ning Wang. (12) It provided a sensitive 

check on the theraal stability of the refrigerator, as well as another 

teaperature reading on the outside of the cell. 

2.6 Cooling the Cell 

Before beginning a refrigerator run, the operation of the SQUIDs is 

tested at 4.2 K on the test insert. The cell is ordinarily run with a 

broken 0-ring in the test insert, in order to bring the SQUIDs into 
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contact with the 4ae bath. Once the devices are found to be working . 

correctly, the cell is waraed up to roo• teaperature. The In 0-ring on 

the cell is replaced to ensure that no 4He will leak out of the cell 

when it is on the refrigerator. The carbon and Ge theraometers are then 

attached to the cell. They are bolted onto a 1 •• thick Cu sleave which 

is cla.ped to the cylindrical outside surface of the cell vacuuJR can. 

After the cell theraoaeters are attached, the cell is screwed to 

the •ixing chaaber of the refrigerator, and the 4He fill line is soft 

soldered to the cell. The cell is then evacuated through the fill line. 

Because the fill line is long and narrow and is constricted by four 

sintered heat exchangers, re•oving air from the cell is a very slow 

process. The pu•ping begins with a aechanical puap, and, after an hour, 

proceeds with a liquid nitrogen trapped oil diffusion pUIIp. The total 

pumpdown ti•e is ordinarily greater than 4 hours, after which tiae the 

cell pressure has probably been reduced to less than 3 am. For pumping 

tiaes shorter than about three hours, the cell fill line frequently 

beco•es plugged after subsequent cooling to 4.2 K. 

While the cell is being evacuated at roo• teaperature, the 

refrigerator wiring and therao•etry are tested for continuity and 

shorts. The wiring is then plugged into the cell. Wiring which goes to 

the cell is fastened against the outside of the cell using nylon thread 

or insulated Cu wire. The radiation shield is then attached, and the 

systea inspected visually for aechanical contacts between the cell or 

wiring and the radiation shield. The refrigerator vacuu• can is then 

bolted to the vacuua flange, and the vacuua space surrounding the cell 

and refigerator is pumped out to 0.8 •Torr or less. Once the cell and 

refrigerator vacuua can have been evacuated, a heliua leak detector is 
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attached to the refrigerator vacuua can puaping system. The cell is then 

pressurized to about 25 psi with He and the vacuum can is checked for 

room te•perature He leaks. The sensitivity is typically about ± 1 X to-9 

cc/sec STP. 

Assuaing that no leaks are found. the vacuum space is filled with 

about 500 mTorr of H2 which will serve as a theraal exchange gas for the 

cooling to 4.2 K. (H2 solidifies at 14 K). The dewar for the 

refrigerator is filled with liquid nitrogen, and raised into position 

around the refrigerator insert. The refrigerator is then allowed to cool 

overnight to 77 K. 

The following morning, the thermometers are checked to verify that 

the refrigerator is at 77 K. The nitrogen is then removed and two 

concentric p-•etal shields are placed around the dewar, centered on the 

refrigerator. 4He gas is bled through the dewar for 15 to 20 minutes to 

re•ove traces of nitrogen re•aining in the dewar. This lessens the 

chance of plugging the He liquid input to the 1 K pot, and should reduce 

the a•ount of frozen nitrogen in the 4He bath. 4He liquid and cold gas 

is then very slowly transferred into the dewar. The temperature of the 

refrigerator and the pressure of the hydrogen exchange gas are monitored 

carefully as the slow transfer proceeds. If the transfer is too fast, 

the exchange gas will freeze out and leave the refrigerator uncooled. On 

the otherhand, if the transfer is done carefully, after about two hours 

the refigerator can be brought to 14 K before the exchange gas freezes 

out. Once the exchange gas is frozen out, the transfer resuaes at nor•al 

speed, and the dewar is rapidly filled. The needle valve for the liquid 

4He input to the 1 K pot is then opened and the 1 K pot is pu•ped to 

about 2 .. of pressure. This brings the pot to a te•perature of about 
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1.5 K. Circulation of the 3He-4He mixture for the refrigerator then 

begins, and after about 1 hour, the entire refrigerator and cell have 

cooled to about 1.5 K. Once the cell has cooled below 4 K, it starts to 

fill with liquid 4He through the cell fill line, and this generally 

takes about 1/2 hour. Subsequent operation of the refrigerator is 

standard, with the mixture condensing in the refrigerator in about 2 

hours, the aixture undergoing phase seperation in another hour. The 

refrigerator typically stabilizes at 25 mK after an additional 8 hours. 

After four or five days the refigerator will reach the base temperature 

of about 18 mK. The long time constant appears to be associated with the 

cooling of the plastics. teflon, or epoxy in the SQUID cell. 

2.7 Magnetic and RP Shielding 

IJ 

The high sensitivity of the de SQUID to magnetic fields means that 

the device 11ust be carefully isolated from magnetic noise from the 

outside world. The shielding adopted here was built fro• several layers. 

The first layer of shielding is due to the laboratory (8231 Birge) being 

located approxiaately 8 meters below ground in the second basement of a 

steel and reinforced concrete building. This provides considerable 

attenuation of radio and other large aanaade RP signals, and an ordinary 

battery powered radio will not detect any stations. 

Unfortunately, a radio which is operated in the lab is not 

coapletely quiet. One can easily hear bursts of RP froa the numerous 

experiaents bei-ng operated in the vicinity. Most of this noise seems to 

be associated with the operation of pulsed laser syste11s. In addition, 

the laboratory is peraeated with audio frequency aagnetic fields. The 
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biggest audio culprits are: the ubiquitous 60 Hz powerline noise and its 

har•onics. cathode ray tubes, and coaputers or other digital devices 

which are placed in non-shielding cases. All of these sources can be 

readily detected with a s•all handheld magnetic pickup and a.plifier. 

The attenuation of the nuaerous laboratory sources is accoaplished 

mainly by enclosing the refrigerator dewar and SQUID electronics in a 

copper aesh screened rooa. The rooa is roughly 2.5a X 2.5• X 2.5a with 

120 gauge Cu mesh foraed fro• three foot wide panels which are soldered 

together at the edges. During data taking, the entrance to the rooa is 

sealed by a Cu mesh door which is held closed against the aesh of the 

screen roo• wall by aeans of four clops. The screening action becoaes 

ineffective below several hundred Hz, and above frequencies of about 100 

MHz, where one starts to find resonant cavity •odes. The operation of 

the screened roo• can be tested qualitatively by aerely opening the 

door, and aore quantitatively by placing a aagnetic pickup inside of the 

screened roo•. and watching the output on an oscilloscope. 

The next layer of shielding is acco•plished by two concentric 

p-•etal shields. The shields rest on a stand centered on the cell. and 

surround the refrigerator dewar. They are in the fora of cylinders with 

both ends open. The larger of the p-•etal shields is 76.5 c• in height, 

and 38 ca in diueter, with a wall thickness of 1. 58 ma. The saaller 

inner shield is 50 c• in height. 25 c• in diueter. and 1. 2 •• in 

thickness. Together, the two shields should provide an attenuation of 

about 10-4 in applied low frequency aagnetic fields. The two shields 

should also provide a siailar attenuation of the static field of the 

Earth (14). Direct aeasure•ents show that the static field is less than 

20 aG. 
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The next layer of shielding is accoaplished by the aetal dewar, 

which surrounds the refrigerator, and its •ating aetal top flange. This 

shield is broken by the rubber 0-ring used to seal the top flange to the 

dewar, and by the nuaerous wires entering the top. It is therefore 

probably not very effective at high frequencies. 

The next layer of shielding includes the closed stainless steel 

vacuua chaaber for the refigerator, and the Cu thermal radiation shield 

which surrounds the cell and •ix. The next layer of shielding is foraed 

by the Cu cell walls, as noted above, and the last layer of shielding is 

foraed by the superconducting Nb shield tube. SQUID(l) is placed at the 

far, closed end of the tube where the attenuation of all external 

fluctuating fields is a •axi•ua. SQUID(2) is located about 1/3 of the 

way fro• the open end of the shield tube. 

Wiring going into the screened roo• can also carry external noise 

(generally RP) into the rooa. This is handled by only using grounded BNC 

for SQUID wiring, and, where possible, using low pass RF filters at the 

screened rooa. During a •easurement, all 60 Hz powerlines are 

disconnected fro• the inside of the screened rooa. The ther•oaetry 

wiring for the refrigerator is all passed through low pass ( 100 kHz 

knee) filters at the wall of the screened rooa. The aeasuring feedback 

electronics box for SQUID(2) is located in a RF shielded box at the top 

of the refrigerator insert. It draws its power froa a box of autoaobile 

batteries also located in the screened rooa. Its only output, the 

feedback voltage, exits the screened rooa on an unfiltered line, but is 

buffered in the feedback box. The flux bias for SQUID(l) is low pass 

filtered (100 kHz knee) at the wall of the screened rooa, and is also 

passed through RC filters in the dewar and the cell. The filtering of 
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the SQUID(l) current bias is done at 4.2 K, using a co•bination of RC 

and ~-wave filters, and in the cell, using a simple RL network as will 

be discussed below. The operation of the shielding for the SQUID( 1) 

lines can be tested simply by moving their small battery supplies into 

the screened roo•. so that they do not 11ake connection to the 

outside. 

2.8 The SQUID Measuring Circuit - Construction 

The de SQUID circuit used to 11easure the noise in a second de SQUID 

is shown in Fig. 2.4. SQUID(l) is the aeasured SQUID, while SQUID(2) is 

the •easuring SQUID. The current source Ib1 is constructed fro11 11ercury 

cell batteries and RC filters, as is shown in Fig. 2.5. The construction 

of the current source Itt is si•ilar. The feedback coil for SQUID(2), 

labelled Mt in Fig. 2.4, is hand wound from 10 turns of 4 11il Nb wire 

and placed into a 0.125 inch hole 50 •11 below the SQUID. The inductor 

LRPC is 20 turns of 3 •11 Nb wire wound on a 0.5 c• fiberglass for•. The 

s•all resistor Rx is for•ed fro• a 25 pa di81leter piece of aanganin wire 

roughly 0.5 c• long. The wire is spot welded to the Nb wire which for•a 

the rest of the input circuit, and its ends are soldered to the Cu wires 

which supply the bias current. 

2.9 Circuit Operation 

The operation of the SQUID •easuring system is so11ewhat unusual 

because one SQUID is used to •easure another, and because of the use of 

a voltage bias on the aeasured SQUID. The arrange•ent is shown in Fig. 
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2.4. Both SQUIDs were held at approxiaately constant voltage (at low 

frequencies) by 11eans of resistors Rx and Rxx (which had resistances 

which were •uch less than the SQUID shunt resistance R). Because the 

voltage is fixed., a change in the flux in SQUID(l) will produce a change 

in the current I passing through SQUID(l). This change in current will 

produce a change in the flux in SQUID(2) via the spiral input coil L1 . 

SQUID(2) is aaintained in a flux locked loop by rooa temperature 

feedback electronics, the operation of which is described in detail in 

Chapter 3. The feedback electronics produces an output voltage V0 which 

is directly proportional to the flux applied to SQUID(2). Since this 

flux is linearly related to the current I in SQUID(l), it can be seen 

that the output of the feedback loop is directly proportional to the 

current passing through SQUID(l). 

The input circuit also acta to f11 ter out high frequency noise 

coaing down the Ibt leads. When SQUID(l) is biased at a non-zero 

voltage, it gives its ara of the input circuit a aucb higher resistance 

than Rx· Noise which aay be present on Ibl is thus shunted through Rx 

rather than through SQUID(l). The 12 pH inductor LRFC aids 

in this t 11 tration at high frequencies. Siailar ly, high frequency noise 

froa SQUID ( 1) is prevented fro• reaching the SQUID ( 2) input coil by 

LRFC. With a typical SQUID(l) iapedance of 8 a, all frequencies below 

about 250 KHz are passed, which leaves a wide aeaaureaent bandwidth. 

2.10 Data Taking 

The purpose of the data taking is to characterize the noise, gain 

and operating characteristics of the aeasured SQUID as a function of the 
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operating point and temperature. The above arrangement permits the 

taking of such data on a single SQUID per refrigerator cooldown. As the 

data taking time is rather. long (typically 1-2 weeks) there is little 

advantage in measuring more than one SQUID at a time. Data are generally 

taken at a sequence of temperatures between 4.2 K and 20 mK. In addition 

to noise measurements, there are several quantities which are measured 

to provide information about SQUID(l), to find the system calibration, 

and to check the system operation. I now discuss the technique used for 

each type of measurement in turn. 

2.10a Calibration of the Feedback Loop 

The voltage output, V0 , from the feedback electronics is 

proportional to the flux, +·, applied to SQUID(2). This proportionality 

constant, •V0 /1t, is just Mf/Rf. where Mf is the feedback coil mutual 

inductance with the SQUID, and Rf is the feedback resistance (see Fig. 

2. 4) . It can be measured using one of two techniques. One technique is 

to break the feedback loop and feed a known amount of current down the 

feedback coil. By watching the output of the preamplifer, one can see 

the gain of SQUID(2) get larger and smaller as the flux goes from, say, 

0 to +0 /2. One can thereby judge the amount of current it takes to put 

one flux quantum into the SQUID. The loop can then be relocked. If an 

identical a•ount of current is now fed to the feedback coil, the output 

voltage of the loop will change by an aaount corresponding to one flux 

quantum. This procedure· is tedious to perform in practice, and does not 

allow for very accurate measurement because of drift and the difficulty 

of ascertaining when exactly one flux quantum has passed. 
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I have. however, developed another way to find the calibration. It 

is very quick and accurate, and I now use it alaost exclusively. The 

technique is soaewhat interesting in its own right as it is •akes use of 

the behavior of feedback and the periodicity of the SQUID 

characteristics in +0 • Suppose that SQUID(2) is in feedback, and no 

external current is being sent to the feedback coil. The output voltage 

of the feedback loop will be soae voltage, say VA, which we can suppose 

is zero volts without any loss of generality. I now supply soae external 

current, -Ait, to the feedback coil. This would ordinarily put some flux 

into SQUID(2), but since the systea is in a flux-locked loop, the 

feedback electronics will send down exactly the saae aaount of current, 

but of opposite sign, to cancel out the applied flux. The voltage output 

of the electronics will then be Va • VA + AlfRf, corresponding to the 

current supplied by the feedback, see Fig. 2.6. If the feedback loop is 

now broken and reset one finds that the voltage output of the SQUID(2) 

can change. If Aif is saall, so that there is less than 1/2 a flux 

quantua introduced into SQUID(2), then upon reset, the device returns to 

the original Voltage v8 . If however, •ore than 1/2 a flux quantu• is 

applied, the voltage will not be the saae, but rather will ju•p to soae 

I 
new value Va•· with a voltage difference AV0 • Va-Va. If a large flux+ 

is applied to SQUID(2), when the feedback loop is reset, the electronics 

will send down only enough current to bring the flux in SQUID(2) to N+o. 

where N is the integer closest to +/+0 . Thus in Fig. 2.6, increasing the 

flux fro• point A to D increases the voltage fro• VA to Vo. and upon 

reset, the voltage juapa by 2AV0 to Vn•. The voltage juaps are thus 

quantized, with the step difference, AV0 , corresponding to the nuaber of 

volts it takes to generate one flux quantua. By putting down different 
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aaounts of flux, one can readily gauge the step size. In practice, I 

generally put down a current corresponding to soaething in the 

neighborhood of one flux quantu•. I then record the voltage, reset the 

feedback loop, and again record the voltage. The voltage difference then 

corresponds to one flux quantua, with an accuracy li•ited by the 

accuracy of the voltaeter, and one has the flux to output voltage 

conversion. 

2.10b Calibration of the Current Passing Through the SQUID 

The output of the feedback electronics is a voltage. Fro• the above 

section we can calculate how auch flux this corresponds to in SQUID(2). 

Sending a current I through the SQUID input coil will induce a flux I·Mi 

in the SQUID(2), conversely, if we know Mi we can calulate the current I 

fro• the output voltage. The deter•ination of Mi can be done in two 

ways. First of all. Mt is deter•ined by the fixed geo•etry of the 

•easuring SQUID and its input coil, and is a constant for all SQUIDs of 

its type. It can be lieasured directly in a bare SQUID by watching the 

I-V characteristic of the SQUID as a known aaount of current is fed to 

the input coil. Modulation through one or •ore flux quantu• can be 

readily •easured, and the total flux is thus known and can be divided by 

the applied current to find the 11utual inductance. When SQUID(l) is 

hooked into the circuit of Figure 2.5, the aeasure•ent can be •ade in 

the following •anner. When the SQUID( 1) is biased with less than the 

critical current, the SQUID(l) and input coil ar• of the input circuit 

is superconducting. All of the current (provided that it is less than 

the critical current of SQUID( 1)) then will go through the input coil. 
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In practice then, one feeds down a saall known aaount of current, Ibl• 

and aeasures the change in the feedback output voltage. Froa the 

feedback calibration, this corresponds to a known a.ount of flux. and so 

the autual inductance can be calculated. The presence of resistance in 

the SQUID(1) ara of the circuit would cause soae of the current to pass 

through Rx, and one would underestiaate the Mutual inductance. Since the 

•utual inductance is fixed, and is generally well-known from independent 

measureaents, this is a good check for excess resistance in the SQUID(l) 

arm of the circuit. 

2.10c Calibration of Rx 

In order to know the bias voltage across SQUlD(1), it is necessary 

to know the value or Rx· This can be aeasured in two ways. The first 

technique is to turn SQUID(1) off, the resistor Rx generates a Nyquist 

noise current in the input circuit: 

Sl a 4kaTRx[Rx2 + ~2(Lapc + Lt)J-1 

This generates a noise flux in the input coil which is readily measured 

by SQUID(2). With an Rx of about 0.1 o, and an L of 12 pH, this produces 

a Lorentzian noise spectrua with a. roll-off of about 1 kHz. To find Rx 

then, the teaperature of the refrigerator is fixed at soae known level 

T. One then aeasures the spectrua of the noise at the feedback output, 

and extracts the level of the Lorentz ian noise froa Rx. This is then 

converted into an equivalent current noise in the input circuit. The 

resistance Rx can then be calculated directly froa Nyquist's foraula. 

The second technique is perforaed with SQUID(1) on. A Microwave 

generator is attached capacitively to the Ib1 line, and J£-wave power 
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sent down at so•e frequncy f. The •icrowaves will generate a Josephson 

current step on the current-vs-voltage (I-V) characteristic at a voltage 

V = hf/2e. where e is the charge of an electron, and h is Planck's 

constant. An I-V is then taken (see below) and the step's location is 

found in ter•s of the current Ibl and the feedback output voltage Vout· 

The aicrowave frequency is then changed by a s•all amount Af, and the 

voltage at which the step appears will change by an aaount 4.V h4.f /2e. 

A second I-V is then taken, and the position of the new step is found, 

say Ibt + 4.Ibt• and V0 ut + 4.Vout· The resistance Rx can then be shown to 

be: 

Rx = 
4.V 

2.10d The Current vs. Voltage Characteristics 

One i•portant and infor•ative characteristic of a SQUID is its 

current vs voltage trace (I-V) for fixed applied magnetic flux. This can 

be readily obtained to a high resolution by using the above circuit. The 

experi•ental arrange•ent is shown in Pig. 2.7. The flux in SQUID(l) is 

first fixed by fixing current I+l· The bias current Ibl is then swept 

fro• zero to so•e •axi•u. while the ouput voltage of the feedback loop 

is •oni tored. The level of current lbt is •onitored by •easuring the 

voltage across a series 10 kO resistor in the bias box. This output is 

used to drive the x-axis of an x-y recorder, while the voltage fro• the 

feedback electronics is used to drive the y-axis. Once the SQUID co•es 

out of the zero voltage state, to a good approxi•ation, the voltage 
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across the SQUID is linearly related to Ibl· Similarly, the output of 

the feedback electronics is linearly related to the current passing 

through the SQUID. Together then, the trace foras the current-voltage 

characteristic. I generally measure curves for t = 0, to/4, +o/2, and 

3+0 /4, and for V froa zero to 20 ~V. 

I wanted to re•ark briefly on an important, and occasionally 

confusing, convention that I will frequently use. I will generally call 

the flux at which a SQUID passes the aaxiaWI uount of current zero 

applied flux, or possibly +0 . Of course since the SQUID characteristic 

is periodic in the flux, there is no way to know whether this is really 

zero flux, it could be any Nt0 , where N is an integer. When the 

operating flux of a SQUID is given. it should thus be understood in the 

sense of aodulo +0 . For as,.aetrical SQUIDs (see Chapter 4), there is a 

second coaplication, the aaxiaua current through the SQUID will not 

occur at t • Nt0 , but rather at soae non-integral t/+0 . Siailarly, the 

ainiaua current will not occur at +0 /2. In such cases, I will still 

adhere to the convention of calling the flux of maxiaua current t 0 , and 

the flux of ainiaua current +0 /2. 

2.10e The Current vs Flux Characteristics 

Another iaportant characteristic of the SQUID is a plot of the 

current through the SQUID versus the applied flux (I-t), for fixed bias 

voltage. This is obtained in a aanner very siailar to that for the I-V. 

The bias voltage across SQUID(l) is first fixed by fixing Ibl (in fact, 

the voltage across the SQUID will vary slightly, as the flux is changed, 

because the voltage bias is not held perfectly fixed by Rx, but this is 
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a small effect, of order Rx/Ro ~ 1%). The flux in SQUlD( 1) is swept by 

varying Iu, and the amount of current is measured by monitoring the 

voltage across a series 10 kO resistor in the current supply. The 

voltage across the resistor is used to drive the x-axis of an x-y 

recorder and the output voltage of the feedback loop is used to drive 

the y-axis. 

The resulting plot forms the 1-+ characteristic. The calibration of 

the flux axis is trivial and self-checking. The SQUID characteristics 

are periodic in the flux quantum, one need only find the distance 

between successive current maxima or minima to determine the amount of 

current Itt needed to generate one flux quantum in SQUID(l). The slope 

of the curve at a given flux is then the flux gain •JI/at at the point 

for SQUID( 1). 

2.10f Noise vs. Voltage Maps 

It is also possible to measure the noise from SQUID(l) as a function 

of the bias voltage (N-V). This is generally done simultaneously with 

the I-V plot, see Fig. 2.7. The resulting noise plot is used to find the 

noisy and quiet portions of the I-V for later study, and together with 

the 1-V, forms a kind of map of the SQUID. To take the noise map, the 

bias flux is first fixed, and the bias current is swept by hand. The 

bias current is monitored in the usual way, and drives the x-axis of an 

x-y recorder. The output ~rom the feedback electronics is then sent to a 

Hewlett-Packard 3585A spectrum analyzer. The analyzer is operated as a 

narrow band (typically about 300 Hz) rms noise detector about a single 

frequency (typically in the range of 10 to 20kHz). An analog output of 
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the noise level is sent through a 0.15 Hz low pass filter, the ouput of 

which is then used to drive the y-axis of the x-y recorder. The 

resulting plot iS proportional to the current noise, SI, flowing through 

SQUID(1) as a function of the voltage. 

2.10g Noise vs. Flux Maps 

It i$ also possible to obtain the noise as a function of the bias 

flux (N-+). This is ordinarily done simultaneously with the I-+ map, 

using the same technique to measure the noise as was done for the noise 

versus voltage plot. Examples of I-V, I-+, N-V, and N-+ maps are 

presented in Chapter 4. 

2.10h Flux Noise Spectra 

The I-V, I-+, N-V, and N-+ maps are used to locate quiet areas for 

further study. Most of the re11aining data which are taken are in the 

form of noise spectra. The measurement system is shown schematically in 

Fig. 2.8. We first fix Itt, which sets the flux in SQUID(1), and Ib1 

which fixes the voltage across SQUID(1). The output from the feedback 

electronics is then sent through a Princeton Applied Research (PAR) 113 

aaplifier (low frequency roll-off set at 0. 03 Hz), which is generally 

followed by a low pass Krohn-Hi te filter. The output of the filter is 

sent to a Hewlett-Packard 3582A spectrua analyzer, which fourier 

transforms the voltage as a function of time and power averages to 

produce the noise power spectral density. For each bias point, four 

overlapping spectra are taken froa 0.1 to 25.5 Hz. 1 to 255 Hz, 10 to 
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2550 Hz, and 100 to 25500 Hz. E~ch spectra contains the ras voltage 

noise spectral density at 256 uniforaly spaced frequencies. The spectra 

are generally averaged for 256 scans, the slowest scan is the 0.1 to 

25.5 Hz which takes about 40 ain to coaplete. I have occasionally taken 

scans froa 0.04 to 10 Hz, and froa 0.01 to 2.5 Hz, but do so only 

infrequently because of the large averaging time required. From the 

calibration of the flux gain, ai/at, the noise spectrum can be converted 

into an equivalent flux noise spectrua in SQUID( 1). The spectra are 

transferred to an HP series 9000 aicrocoaputer and are stored on discs. 

along with the teaperature and other measurement details, for later 

analysis. Noise spectra are generally taken at voltages where the noise 

properties look good fro• the aaps. Spectra are then usually taken at 

flux of 0, +0 /4, +0 /2, and 3+0 /4. In addition, at each teaperature a 

spectrua is generally taken with SQUID(1) off. This serves as a 

background check and is also used to do noise theraoaetry on Rx (see 

Chapter 10). Examples of noise spectra can be found in Chapter 8. 
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CHAPTER 3: The Feedback Electronics, and the Operation of an Integrated 

de SQUID Magnetoaeter (1) 

3.1 INTRODUCTION 

For a nuaber of years Professor Clarke • s group was involved with 

using cylindrical (2) de SQUIDs as 11agnetometers for geophysical 

Jleasurements.(3) The SQUID was flux modulated at 100 kHz and was 

operated in a flux-locked loop, the output of which was proportional to 

the applied magnetic field. These devices were highly reliable, (3) and 

their sensitivity, typically 10 fT Hz-0.5, at frequencies above about 

10-2 Hz. was aore than adequate. However, the slew rate of these SQUID 

11easureaent systeas was limited by the associated rooa teaperature 

electronics to about 105 +0 /sec. Since the area of the SQUID is about 7 

.. 2 • a aagnetic field of about 0.3 nT is required to generate one flux 

quantua and the corresponding aaxiaua slew rate of the applied magnetic 

field is about 30 ~T s-1. 

This slew rate is adequate for aany applications. However, when the 

systea is operated in the field occasional ataospberic electrical 

actitvity can cause the feedback loop to unlock. These electrical 

events, called "sferics" or "ataospherics", are usually the result of 

distant lightning stora activity which is propagated around the Earth 

through aultiple reflections ott ot the ionosphere and the ground.(4) In 

addition there is always the possibil ty of manaade noise from radio 

stations, electrical aachines, and autoaobiles. Fortunately, geophysical 

aagnetic measureaents have generally been aade in quite reaote locations 

where the doainant activity appears to be of natural origin. The 
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fluctuations are typically 1 nT in magnitude and extend up to 

frequencies of 10 kHz, typically producing a rate of field change of 100 

~T s-1. The occurrence of these large events can vary fro• once a day to 

once every few 11inutes, depending on the level of atmospheric electrical 

activity. Since geophysical aeasurements may be required at frequencies 

as low as 1 aHz, ( 3) the systea 11ay not be useful if unlocking occurs 

11ore often than once every hour. One staple way to overco•e this 

difficulty is to attenuate the high frequency co•ponents of the sferics 

by placing a copper cylinder around the SQUID to act as a low pass 

filter. However, as discussed in Ref. 2, Nyquist noise in the shield 

li11ited the sensitvity above 1 Hz to about 100 fT Hz-112. This loss of 

sensitvity has undesirable consequences in certain types of 

•easureaents.(5) 

To overco•e these li•itations, we have developed a new •agnetometer. 

Its •agnetic field sensitivity is co•parable with that of the earlier 

cylindrical de SQUIDs, and its •axi•ua slew rate with respect to 

11agnetic field has been increased by about a factor of 200. The 

•agneto•eter was designed around an existing planar(6,7) de SQUID with a 

planar spiral input coil, (8) and incorporates a thin-filii pick-up loop 

that is deposited on the saae chip as the SQUID. The increase in slew 

rate was achieved both by i•proving . the electronics and by increasing 

the sensitivity of the SQUID. First, the f_lux •odulation was increased 

to 500 kHz, and a two-pole integration circuit was used in the 

electronics. (9) Secondly, because the flux sensitivity is an order of 

11agnitude greater than that of the cylindrical SQUID, one is required to 

couple in an order of aagnitude less flux in order to achieve a given 

aagnetic field sensitivity. 
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Although the precise details of the superconducting input circuit 

are particular to our specific SQUID design, the design could be readily 

adapted to any thin-fila de SQUID that has sufficiently high coupling to 

the input coil. Siailarly, the electronics has been tailored for 

aagnetotelluric work, but the high slew rate and broadband operation 

achieved would be useful in aany other SQUID based systeas. ( 8 • 10-15) In 

fact, the electronics was used with only very 11inor modifications for 

the low te•perature •easure•ents discussed in the rest of this thesis, 

and this is the aajor reason I discuss it now in some detail. 

3.2 The SQUID and Input Circuit 

The configuration of the SQUID aagnetoaeter chip is shown in Pig. 

3.1, and its para•eters are suaMarized for convenience in Table 3.1. The 

design was chosen to attain a sensi tivty of at least 10 fT Hz~1/2 at 

frequencies where the noise fro• the SQUID is white. The SQUID is a type 

A fro• the original J. M. Martinis •asks (see Chapter 1). It is tightly 

coupled to a 20 turn input coil which was designed by c. Hilbert, and 

has an inductance of 120 nH. The input coil is connected to a 

single-turn. thin-til•. pick-up loop. The pick-up loop has an area Ap= 

47 ••2 and is for•ed fro• a 25 ~ wide line of Nb which is 400 na thick. 

The esti•ated inductance of the loop is Lp • 40 nH, based on the loop 

geo•etry. The di•ensions of the loop were li•ited by the available area 

on the chip and by the 1 .1 c• field of view of the projection 11ask 

aligner. For opti•ua sensitivity. the loop inductance should be equal to 

the input coil inductance of 120 nH. The inductance is thus so•ewhat 

below the value for optiaua sensitivity (15), but, near opti11ua, the 
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Contact 
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Fig. 3.1 Construction of the SQUID magnetometer; 
(a) Chip and pick-up coil, (b) SQUID and input coil, 
(c) details showing junctions and shunts. 
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Table 3.1 Typical parameters of the SQUID Magnetometer 

SQUID inductance L 400 pH 
Critical current per junction Io 10 JlA 
Shunt resistance per junction R 8 0 

Number of turns on input coil N 20 
Inductance of input coil Li 120 nH 
Mutual inductance between input coil and SQUID Mi 6 nH 
Inductance of ~ick-up loop Lp 40 nH 
Area of pick-up loop Ap 47 mm2 
Effective pick-up area of SQUID As 0.16 mm2 
Effective pick-up area of the magnetometer Am 1.48 mm2 

sensitivity depends quite weakly on Lp, so there is little loss in 

sensitivity due to this mismatch. To estimate the sensitivity of the 

magnetometer I assume that the magnetic field to be detected, oB, is 

applied to only the pick-up loop. The resulting flux change in the 

SQUID, 6+, is related to 68 by: 

(3.1) 

where Mi ~(LLi)1/2 is the mutual inductance between the input coil and 

the SQUID. 

In practice Eq. 3.1 will be modified because the applied magnetic 

field also threads the spiral coil and the SQUID. I can estimate these 

corrections as follows. In the absence of the input coil, a flux o+s = 

oB·Aeff would thread the SQUID loop, where Aeff is the effective pick-up 

area of the SQUID. From the construction of the SQUID, the flux o+s is 

of opposite sign to that enclosed by the pick-up coi 1, and thus the 

direct SQUID pick-up tends to decrease the field sensitivity. The 

estimated effective pick-up area of a SQUID is: 

(3.2) 



where 1 in is the inside diaaeter of the SQUID loop, and lout is the 

outside dia•eter of the SQUID loop. For the type A SQUID used in the 

experiment lin = 180 pa. and lout = 900 pa, yielding an effective area 

of As a 0.16 .. 2. The second correction involves the amount of flux 

threading the 20 turn coil. Suppose the pick-up loop was not 

present, and an external flux 6ts was being applied to the SQUID, 

since the input coil is tightly coupled to the SQUID, the total 

a•ount of flux threading the input coil will just be Ndts where N is 

the nu•ber of turns on the input coil. When incorporated into the 

input circuit, this will couple a total aaount of flux 6t' into the 

SQUID where: 

6t' ~ N6tsMi/(Li+Lp) (3.3) 

The total flux produced in the SQUID is thus: 

6t ~ 68 {-As - NAsMti(Li+Lp) + ApMti(Li+Lp)} (3.4) 

where for the SQUID used here: 

- As a -0. 16 .. 2 (3.5) 

- NAsMi/(Li+Lp) a -0.12 .. 2 

ApMi/(Lt+Lp)} a 1.76 .. 2 

The effective area of the •agneto•eter can the be defined as: 

~ • -As - NAsMi/(Li+Lp) + ApMti(Li+Lp) a 1.48 .. 2 

The two corrections produce a 16~ reduction in the •agnetic field 

sensitivity. Notice that AM is •uch s•aller than the pick-up area Ap· 

Thus, when adding a pickup coil, one does not take full advantage of the 

coil area. The •ain loss factor is fro• the ratio Mi/(Lt+Lp) a 0.04. 

Substituting Eqs. 3.5 into Eq. 3.4, one finds that 1.4 nT is 

required to produce one flux quantu• in the SQUID. The estimated 

effective pickup area of the bare SQUID is 0.16 ••2, which •eans that 
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roughly 13 nT are required to produce 1 +0 in the bare SQUID. The 

addition of the pick-up coil has thus increased the magnetic field 

sensitivity by about a factor of 9. 

The ras value of the equivalent magnetic field noise, s 81/2, in the 

pick-up loop is found by replacing 6+ with s+l/2, where St is the 

spectral dens! ty of the equivalent flux noise in the SQUID. Using a 

typical value of s+l/2 = 4 X to-6 t 0 Hz-1/2 we obtain s 81/2 111 5 x 10-15 

THz-1/2 in the white noise region, about a factor of 2 better than 

required. 

The fabrication procedure for the SQUID and the pick-up coil has 

been described in Chapter 1. The SQUID was 11ounted in a fiberglass 

holder just above a 2. 5 - diaaeter 10-turn coil of hand-wound Nb wire 

that provides feedback flux, ac •adulation flux, and de offset. Two 

pieces of Nb foil were pressed against the Nb pads of the SQUID to 

provide electrical contact. To 11easure the intrinsic noise of the SQUID, 

the fiberglass •ount was inserted into a Pb shield tube. For use as a 

aagnetoaeter, the SQUID was unshielded. In either case the device was 

imaersed directly into a 4.2 K liquid heliu• bath. 

3.3 The Feedback Electronics 

The feedback electronics is based on an earlier design,(2) and has 

been upgraded to i•prove the frequency response and the slew rate. It is 

shown sche11at1cally in Fig. 3.2. The aajor iaproveaents are the use of 

wideband transforaers to couple the SQUID to the preamplifier. an 

increase in the flux 11odulation frequency fro• 100 to 500 kHz, and the 

use of a two-pole integration circuit. The operation of the electronics 
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is conventional. (2) A 500 kHz square-wave modulation flux with a 

peak-to-peak amplitude of +0 /2 is applied to the SQUID. When the 

quasistatic flux applied to the SQUID is exactly n+0 or (n+1/2)+0 , where 

n is an integer, the resulting voltage across the SQUID consists of a 

square wave at 1 MHz. When this signal is lock-in detected at 500 kHz, 

the mean output voltage will be zero. If one now applies a small 

additional flux o+ (<< +0 ) to the SQUID, there will be a component at 

500 kHz across the SQUID, with magnitude and phase depending on the 

magnitude and sign of 6+. When this signal is lock-in detected, there 

will be a non-zero average output which is proportional to o+. The 

signal from the integrator is aaplified, passed through an integrator, 

and fed back to flux lock the SQUID. 

The input stage of the prea•plifier is a type 2n5434 roo• 

te•perature JFBT, which was chosen because of its exceptionally low 1/f 

and white noise. In order to achieve a low system noise, it is necessary 

to present an optimum impedance to the preamplifier. To determine this 

optimum source impedance, Christoph Heiden connected a parallel LCR 

tuned circuit, resonant at 485kHz and cooled to 4.2 K, across the input. 

The noise was measured at the output of the preaap as a function of the 

impedance of this circuit, which was varied by changing the value of the 

parallel resistance. The optimllll source resistance, R0 Pt, was between 

1.5 and 2 ko. The a~~plifier noise voltage was en • 1 nV Hz-1/2. This 

yields an aaplifier noise current in = en/Ropt • 0.5 pA Hz-1/2 at 500 

kHz. The noise te•perature of the prea•plifier is then Tn = enin/2kb • 

18 K. Although this value seeas fairly high compared to the 4.2 K bath 

te11perature, it should be realized that the SQUID produces an output 

voltage noise of order: 
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(3.6) 

where 7v = 8 for our SQUIDs at T = 4.2 K. At the normal bias point of 

our SQUIDs at 4. 2 K, the dynuic resistance is about the same as the 

SQUID shunt resistance R. And thus the output of the SQUID appears to be 

about four times hotter than an equivalent passive resistor at the same 

bath te•pe'rature. Thus the SQUID appears to be at about 17 K, which is 

comparable to the noise fro• the preaap. The preamp will thus make a 

non-negligible contribution to the systea noise, and further improvement 

would be desirable. 

Since the dynaaic resistance of our SQUIDs at 4.2 K at the optimum 

bias point is about 8 o, one requires an i11pedance transformation of 

about 200 to 11atch the SQUID to R0 Pt. In addition, the bandwidth should 

be as large as possible in order to achieve a high slew rate. The 

requireaent of a large bandwidth precludes the use of a cooled resonant 

LC circuit. Siailar 1 y, we have found that the bandwidth of a single, 

cooled transforaer is too saall because of the presence of stray 

capacitance between the leads coupling the secondary of the transformer 

to the preaaplifier. To overcoae these difficulties we have used two 

different arrangeaents, both of which have perforaed satisfactorily. 

The first arrangeaent involved a single rooa temperature 

transforaer. The priaary was wound fro• 5 turns of 116 copper wire and 

the secondary fro• 110 turns of 124 copper wire, on a Ferroxcube 

. 4C4-A100 core. The inductance of the priaary was about 2. 5 pit. It was 

necessay to use low resistance leads between the SQUID and the pri11ary 

coil to avoid significant degradation of the sensitivity because of 

additional resistance and Nyquist noise in these wires. The rather thick 

leads required (15 strands of 134 Cu wire) would yield an undesirably 
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high level of liquid heliua boil-off in a systea designed for field use. 

To overcoae this heat leak problem, we developed a second coupling 

systea with two transforaers, one cooled and one at rooa temperature, 

see Fig. 3.2. The cooled, superconducting transfor11er consisted of 62 

and 280 turns of 50 pa diaaeter niobiua wire for the primary and 

secondary. respectively, wound on a 6 m• diameter bakelite form. The 

priaary inductance was about 10 j..dl. With a turns ratio of about 4. 5, 

this transforaer reflected a SQUID impedance of about 160 o into the 

secondary circuit, a value substantially lower than the shunting 

iapedance of the cable due to stray capacitance, roughly 5 ko at 500 

kHz. The priaary and the secondary coils of the rooa teaperature 

transformer consisted of 39-1/2 and 125 turns respectively of 126 copper 

wire wound on a 4C4-A60 core. The pri•ary inductance was about 96 j..dl. In 

the absence of losses, the coabined iapedance transfor11ation of the two 

transforaers was about 200. To prevent the pri•ary of the cold 

transforaer fro• shorting out the SQUID at low frequencies, we inserted 

a 0.7 o resistance in series with the priaary (see Fig. 3.2). Without 

this resistor, it would not be possible to send de bias current through 

the SQUID. 

3.4 Why Use a Two-Pole Integrator ? 

By using a two-pole integrator in the feedback loop, one can 

significantly increase the syste• slew rate at low frequencies. The open 

loop gain of the systea can be written in the fora: 

(3.7) 

where: Vt is the flux-to-voltage transfer coefficient of the SQUID, 
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GA(~) is the gain of the transformers, Gr(~) is the gain of the 

integrator, amplifiers and mixers, Mf is the mutual inductance between 

the SQUID and the feedback coil,and Rf is the feedback resistance. When 

the feedback switch is closed, a flux +a(~) applied to the SQUID gives 

rise to a feedback flux: 

+f(~) = •a<~)G(~)/(1+G(~)). (3.8) 

Thus, the saall signal frequency response of the system is given by: 

+f(~)/+a(~) ~ G(~)/(l+G(~)) (3.9) 

When the loop is locked. the flux in the SQUID. •s, is just the 

difference between the applied flux +a and the feedback flux •f· This is 

ordinarily called the error signal. or, in this case, the error flux 

+e: 

(3.10) 

But the error flux is related to the feedback flux by G. thus: 

(3.11) 

Because the loop will unlock if the error flux exceeds +0 /4, the value 

at which the output froa the SQUID is a maxiaua. one finds a aaxiaWI 

slew rate of: 

(3.12) 

This result is valid provided that the feedback uplifier does not 

saturate. This corresponds to a aaxiaua rate of change in the applied 

flux of: 

(d+a/dt)aax = (1+6(~))~+0/4 

and in the feedback flux: 

(d+f/dt)aax = G(~)~+0/4 

(3.13a) 

(3.13b) 

Por an unlocked SQUID. (d+a/dt)aax • ~+0/4, so that the feedback has 

increased the aaxiaua allowed slew rate of the applied field by a factor 
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of (1+G). A aore rigorous discussion of this formula is presented in the 

following two sections. 

Clearly, to achieve the highest possible slew rate one must use the 

largest possible gain G(~). On the otherhand, if the gain is too large, 

the feedback loop beco•es unstable. At a sufficiently high frequency, 

the phase shifts introduced by the integrator and other circuit ele•ents 

causes the feedback to beco•e positive. If the gain is greater than 

unity when the phase shift goes to 180 degrees, the syste• will break 

into sustained oscillation. This results in an upper limit to the 

useable gain. As has been de•onstrated by Giffard, a substantial 

i•prove•ent in slew rate at low frequencies can be achieved by 

introducing a second pole into the integrator. (10) The gain of the 

integrator is then of the for•: 

where: 
A .. ~ ~~~~3 (provided ~12 << ~22 ) 

RfRaRaC2~1 
~1 is the frequency where IGI falls to unity 

~2 = 1/R2C2 

~3 "' l/R3c3 

t = Vd(+s)l+s 

(3.14) 

Vd(+s) is the voltage at the output of the •ixer when 

there is a 

flux +8 in the SQUID. 

For stable operation we should have ~2 • ~1 /4 as will be shown below. 

Also, for the circuit at hand, ~3 << ~2· 

The second pole at ~3 allows one to obtain higher gain at lower 

frequencies and hence to achieve a higher slew rate than is possible 
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with a single pole. In practice, as we shall see, the frequency 

dependence of the gain introduced by the other co11ponents ultimately 

li11its the slew rate by i11posing an upper bound on ~1· 

3.5 Loop Stability Considerations 

The condition for the •axi•u• stable gain can be understood quite 

si•ply by considering the differential equation describing the tiae 

dependent behavior of the feedback loop. A 1-pole systea can be 

idealized as in Fig. 3.3. For the 1-pole circuit, the feedback flux is 

just: 

(3.15) 

For the two-pole systea. the situation is aore coaplicated. The two-pole 

integrator used in the electronics (see Fig. 3.2) replaces the 1-pole 

integrator in Fig. 3.3. When the loop is locked, the flux in the SQUID 

is again: 

(3.16) 

The feedback flux is now given by: 

+r = iA:1 [ : : ~=~::J. •s (3.17) 

where I aa working in the frequency do•ain. When Eq. 3.17 is substituted 

into Eq. 3.16; the resulting expression 11ay be transformed into a second 

order differential equation in the tiae do11ain: 

[~3 d+a + d2+a ]. ,.. 
dt dt2 

(3.18) 

The ter•s in the first brackets with ~3 11ay be neglected anywhere ~>>~3 . 
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Fig. 3.3 Idealized one-pole integrator circuit. 

106 



107 

The tera with ~3 by itself in the second brackets •ay be neglected as it 

is negligible for typical A~t~3 and ~2· The differential equation thus 

reduces to the fora: 

(3 .l9a) 

This is the equation for a driven anharaonic oscillator. The driving 

ter• is proportional to the second derivative of the applied flux. The 

anhar•onicity is due to the non-linear response of the SQUID as included 

in the tera A which contains the ter• Vd(+s>· 

In order to analyze the situation further. it is necessary to.aodel 

the SQUID-to-•ixer response function Vd(+s>· For s•all +s the response 

will be linear, while for large +s the response is bounded and periodic. 

The siaplest aodel is to take a triangular response with period +0 , see 

Fig. 3.4. For saall •a· Eq. 3.19a then reduces to a driven linear 

har•onic oscillator. 

For saall perturbations the situation can be analyzed exactly, and 

is well-known in feedback or autoaatic control theory.(16) There are two 

seperate issues that need to be addressed: is the loop stable. and is 

the transient response well-behaved? The loop is defined to be stable if 

after a saall perturbation the loop eventually returns to its inital 

state. For the linear approxiaation to the above second order equation, 

all of the solutions to the equation have tiae dependences of the fora 

exp(i~xt), where the~ are the solutions to the associated second order 

equation (the associated equation is generated by Fourier transforaing 

the corresponding hoaogenous differential equation). In order for the 

loop to be stable, all of the ~x aust possess a positive real iaaginary 

part. Only in this case will the solutions die down after a long period 



of time. For the above differential equation in the linear 

approximation, the associated equation is: 

0 = ~2 - i~A~1~3/~2 - A~1~3 (3.19b) 

The solutions are ~x = iA~1~3/(2~2> ± (A2~12~32/(4~22) + A~1~3 }1/2. 

Since both roots have a positive imaginary part, the feedback loop will 

be stable. The real part of the solution is the frequency at which the 

loop rings. F~r small ~1/~2 this is just ~1· 

The loop transient response is controlled by the Q of the 

oscillator. If the Q is too high, the loop rings for long periods of 

time after being driven. If the Q is too low, the loop response is slow 

( which is to say the loop bandwidth is low). The dividing line between 

these two extremes is the case of critical damping. The condition 

corresponding to critical damping is 1/2Q = 1 where for small ~ 1 ;~2 one 

finds Q 111 <~2;~1 )1/2 . The condition for good transient response thus 

becomes: 

(3.20) 

which is one of the results to be shown. This condition was stated by 

Giffard (10) (and is well-known for other systems), although it clearly 

holds only for a linear SQUID response. It should also be realized that 

the loop can be run for higher Q, corresponding to the underdamped case. 

In this case however, the closed loop gain beco•es •uch larger than 

unity when I G I --> 1, because of the decreased damping. Near ~1 , One 

typically sees an increase in the closed loop gain, and the noise, which 

grows progressively as the Q is increased until the system breaks into 

continuous oscillation. Although the solutions to 3.11b are always 

stable, in a real systea there are always paras! tic components which 

produce additional phase shifts at high frequencies. Thus 3.11b must be 
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regarded as an approxi•ation, and the real equation will possess 

oscillating solutions if ~1 is aade too large. 

3.6 Maxi•ua Slew Rate Considerations 

The concept of maxi•u• slew rate is not very well defined. The 

ability of a loop to track a given signal depends not only on the 

properties of the loop but also on the nature of the applied signal. In 

section 3. 4 I briefly considered the case where the signal was of 

sinusoidal fora. In general, a signal with a different tiae dependence 

will yield a different aaxi•ua slew rate. 

To illustrate this, consider an input flux of the for•: 

•a • bt2/2 + at + c (3.21) 

where b, a, c are constants. Then d2+a/dt2 "' b. Substituting this into 

differential equation 3.18, one finds: 

d2+s/dt2 • b- ~1rl dvd<+s)/dt- ~1~2rl vd<•s>· (3.22) 

Now the syste• will not unlock iff the error flux •s never exceeds 

t 0 /4. In particular this •eana that the d2ts/dt2 = 0 as t--> •, and 

d+8 /dt = 0 as t --> •, otherwise the error flux will grow without bound, 

(there is a third possibility: that the derivatives of •s oscillate 

positive and negative with ti•e for all ti•e: this would i•ply that the 

system is unstable and is in free and self-sustained oscillation; a case 

we are not interested in.). 

Substituting this into the differential equation 3.22, one finds: 

b = ~1~2f-1 vd(ts) (3.23) 

Thus we can see that the only parueter of the input signal which 

•atters is the second derivative or curvature. What this •eans is that 
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the two-pole loop will track a constant flux or a constantly changing 

flux with no error. This !•plies that the loop cannot be unlocked by 

signals which have no dervitaves beyond the first. When subjected to a 

constant curvature signal, on the otherhand, the error flux in the loop 

settles down to •s such that the above relation is satisfied. There will 

be a •axi•u• b for which the equation still has a solution because the 

voltage out of the SQUID attains a •axi•u• when +s = +0 /4 and begins to 

decrease thereafter. This •axi•u• b is thus: 

b•ax '" "'1"'2r1 vd( +o/4) (3.24) 

The ter• rlvd(+o/4) is typically of order +o/4, and thus the maxillUil 

slew rate beco•es: 

(d2+a/dt2) = b•ax • "'1"'2+o/4 (3.25) 

3.7 Perfor•ance 

The open loop gain and para•eters of the two-pole loop were varied 

e•pirically to obtain the •axi•ua possible slew rate. At this •axi•UII 

rate, however. we observed excess white noise, indicating that the 

syste• was about to go unstable. Thus for all subsequent •easure•ents 

the gain was reduced so•ewhat until no excess noise was observed. To 

enable us to co•pare the •easured frequency response and slew rate with 

the values expected fro• the open loop gain, we deter•ined G(CJ). Fig. 

3.4 shows our esti•ation of G(c.i) fro• the •easured low frequency gains 

and the calculated response of the integrators. In addition we have 

plotted the •easured effect of the transfor•er resonace which produces a 

deviation fro• the 1/"'2 dependence near 100 kHz and a s•all peak near 

400 kHz. Note that these contributions have been •ixed down fro• 
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frequencies 500 kHz higher; the actual resonance frequency of the 

transforaer is at about 900 kHz. The value of "'2/271'. about 800 kHz, 

plays no significant role in the response of the. aaplifier. The noise, 

dynuic range. frequency response and slew rate were determined with 

these circuit para•eters. The perfor•ance is su .. arized in Table 3.2 

To calibrate the •agneto•eter, we measured its response to a known 

external aagnetic field in the absence of a superconducting shield. The 

field required to produce one flux quantum in the SQUID was 1.32 nT, a 

value within 6~ of the value predicted by Eq 3.4; 

Pig. 3.5 shows the spectral density of the flux noise of the SQUID 

in a superconducting shield. The noise is white at frequencies above 10 

Hz, and corresponds to a flux noise of about 3.8 ~•o Hz1/2 . This value 

is soaewhat higher than the predicted value:(17) 

(3.31) 

for the para•eters listed in Table 3.1. I believe that this discrepancy 

Table 3.2 Measured perfor•ance of the SQUID •agneto•eter 

Magnetic Field to generate +0 1.32 nT 

[ 

4 X to-6 t 0 Hz-1/2 (f>10Hz) 
flux noise of SQUID, s.112 (t) 1 . 4 X 10-s/(f/1Hz)112toHz-1/2(f<1oHz) 

[ 
5 X 1o-15 THz-1/2 (f>10Hz) 

field sensitivity, sa112(t) 14 1/2 1/2 2 X 10- /(f/1Hz) THz- (f<10Hz) 

Dynuic range (f<6kHz) ± 2 X 107 Hz1/2 

Frequency response ( ± 3 dB) 

Maxi•u. slew rate (6 kHz) 
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arises largely fro• the prea•plifier noise. At frequencies less than 10 

Hz, the spectral density of the noise varies approximately as 1/f, where 

f is the frequency. This excess noise spectral density is very typical 

for this type A SQUID geoaetry (see Chapter 7 for more discussion of the 

iaplications of this siaple fact). The corresponding aagnetoaeter 

sensitivity is shown on the right hand axis of Fig. 3.5, and is about 5 

fT Hz-1/2 in the white noise region. We note that the 1/f noise of the 

aagneto•eter is actually higher than that of the cylindrical SQUID when 

referred to an equivalent magnetic field noise. 

The aaxiaua low frequency flux that could be applied without causing 

the electronics to saturate was ~ 78 +0 • This value is set by the 

maxiaua output voltage of the integrator, and the feedback resistance 

Rf. and could easily be increased by an order of aagnitude. The dynamic 

range was thus 2 X 107 Hzl/2 in the white noise region. 

We determined the frequency response of the shielded flux-locked 

SQUID by applying a saall alternating flux and measuring the signal at 

the output of the electronics as a function of frequency. The measured 

response (Fig. 3.6) is approxi•ately flat to 80 kHz, peaks at about 150 

kHz. and falls rapidly above 600 kHz. The frequency response predicted 

fro• G(~). including only the frequency response of the two-pole 

integrator. beco•es very large near 100 kHz. This is because ~2 >> ~1 . 

and we have neglected the response of the transfor11er. To approxi•ate 

the frequency response of the transforaer, we introduce a frequency 

~2 ·12" a 120kHz (see Fig. 3.4) above which the gain is assuaed to roll 

off as 1/~. This ~2' plays the role that ~2 would have, and a more exact 

treataent would need to take into acount more accurately the transfor•er 

response. The frequency response predicted fro• this G(~) is also shown 
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in Fig. 3.6. Although the divergence has been removed, the measured 

closed loop gain still differs significantly fro• the prediction above 

100 kHz. We believe that this extended frequency response arises 

predominantly fro• the transformer resonance, and fro• additional closed 

loop gain produced by the mixer near the 500 kHz modulation frequency. 

Moreover, the rapid roll off above 600 kHz indicates a large additional 

phase shift, and suggests that the system will become unstable for a 

small increase in the closed loop gain. Thus we see that the system gain 

can be increased only to the point where parasitic effects begin to 

doainate the response. 

The slew rate was determined from the maximum sinusoidal flux, 

tfsinc.~t, that could be fed back without causing the system to unlock. 

Figures 3. 7 and 3. 8 show the aaximua tr and c.~tr vs. frequency. The 

aaxiaua slew rate, c.~tr, occurs at a frequency of about 6 kHz and is 

approxiaately 3 X 106 t 0 s-1. At frequencies below 6 kHz, the slew rate 

is liaited by the dynamic range of the systea. At higher frequencies, +f 

falls off as 1/c.~2, as expected, flattening out as the transformer 

resonance and mixer response begin to contribute. The slew rate 

predicted fro• Eq. 3.6b and G(c.~) with and without the transforaer 

contribution are also shown; as with the frequency response, the 

prediction deviates markedly froa the aeasured curve above about 100 

kHz. 

As a practical test of the aagnetoaeter, we operated it without a 

superconducting shield both in our laboratory and in the open, in the 

center of caapus about 50 • away from the nearest building. In order to 

screen out interference froa radio and television stations, we enclosed 

the cryostat in 140, 250 p-a thick, copper aesh. The aabient magnetic 

116 



1rr 2~~~~~~~~~~~~~~~~~ 

10- 1 10° 10 1 102 103 

Frequency (kHz) 

Fig. 3. 7 Maximum amplitude of sinusoidal flux that can 
be fed back without causing the system to saturate or 
break lock (solid line through the open circles). Solid 
and dashed lines. are prefictions from G( 00) as in Fig. 3.4. 

117 



-
I 

N 

::10 e -

104~--~~~~~~~--~~~--~~~ 
10- 1 10° 101 10

2 
103 

Frequency (kHz) 

Fig. 3.8 . Slew rate vs frequency (solid line through 
open circles). Solid and dashed lines are predictions 
from G(ro) as in Fig. 3.4. 

118 



field fluctuations in the laboratory tests were do11inated by 60-Hz 

oscillations froa powerlines, typically to-7 T peak-to-peak, with odd 

har•onics readily visible out to 5 kHz. During daytime operation in the 

laboratory, we found that the systea lost lock several times per day. We 

believe that this unlocking was mostly due to large switching transients 

fro• the departaental •achine shop, which is situated directly below our 

laboratory", although it could have arisen from other equipment in the 

building. However, for the few days that we tested the magnetometer, it 

would stay locked in overnight when the shop was closed. During one of 

the overnight tests, we experienced a local thunderstorm (which, 

incidentally, is a rare occurrence in the San Francisco Bay Area) in 

which I observed nearby cloud-to-cloud lightning. I did not observe any 

strokes to ground. I estiaated the cloud height at about 2 ~ by noting 

that the cloud base was relatively low but well above the tops of the 

Berkeley hills (aaxiau height about 500 a). "Dia" flashes produced an 

output spike froa the •agnetoaeter, which did not unlock, but "bright" 

flashes always caused the aagnetoaeter to unlock. During daytime 

operation outside the building over a period of 4 hours the only 

unlocking event occured when a walky-talky was · operated within a few 

tens of aeters of the SQUID. Thus, we feel that during field operation 

under noraal conditions, the aagneto•eter is likely to reaain locked in 

for an entire day. However, local thunderstoras are al•ost certain to 

cause the aagnetoaeter to unlock. 

3.8 Conclusions 

One interesting aspect of the operation in the field is that the 
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SQUID works in the unshielded magnetic field of the Earth. Although the 

Earth's field (40 ~T) is much smaller than Hcl for Nb (200 aT), the thin 

fila geometry has a large demagnetizing factor, and consequently a large 

demagnetizing field, HD• is developed. We can estimate this field as HD 

• HE d/1 where HE is the Earth's field, d is the SQUID diameter, and ' 

is the Nb fila thickness. For a 200 n. film thickness and a 1 mm SQUID 

diameter this becomes HD • 200 aT, which is the c~itical field of Nb. 

This means that the SQUID is probably in an inte~mediate or mixed 

noraal-superconducting state, and it is fortuitous that the SQUID 

functions. 

The above electronics has proven itself to be very useful and 

durable. At this tiae (1988) the electronics shop has made roughly 10 to 

20 of the high frequency feedback boxes, including the two boxes that I 

operate, and on the whole, different researchers have successfully 

applied them to a number of SQUID based projects. However, various 

shortcomings have been noted, and I will reaark on three of them. 

First of all, the sensitivity is less than one would hope. In the 

above work, the lowest noise observed was about 4 ~+0Hz-1/2 , whereas 

the SQUID should have been generating only about 2 ~+0Hz-l/2. the 

additional noise was undoubtedly froa the electronics. Of course 

ideally, one would like the prea.p to contribute a negligible aaount of 

noise coapared to the SQUID. This has been difficult to achieve because 

the input FET is not sensitive enough, and is probably somewhat 

aisaatched to the SQUID. In addition, the two transformer coupling 

scheae ensures that there will be some losses in the voltage gain 

between the SQUID and the prea.p because of leakage of field fro11 the 

air core cold transforaer. The perforaance could be iaproved through a 
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more careful study of the optimal matching impedance, or by using a 

lower noise FET. 

There is a related problem that can also give rise to lower 

sensitivity. The feedback loop is designed so that low frequency flux in 

the SQUID gets converted to higher frequencies at the SQUID output by 

mixing with the 500 kHz square wave aodulation. On the otherhand, it is 

unavoidable that higher frequency noise will get 11ixed down to lower 

frequencies. Thus a 0 Hz and a 1 MHz signal will both be converted to a 

500 kHz SQUID output. For the 1 MHz to 500 KHz conversion, there will be 

soae non-unity tl"ansfer coefficient, which can readily be estiaated as: 

2cos(cx)/1f, (3.32) 

whel"e ex is the phase difference between the 500 kHz modulation and the 1 

MHz signal. Further along in the loop, both of these 500 kHz signals 

will be aixed down to de. Thus any flux noise in the SQUID at 1 MHz will 

appear as a low frequency noise at the feedback output. This kind of 

behavior is coaaon to aany clocked systeas and is referred to as 

aliasing. In order for the low frequency output of the feedback loop to 

be an accurate representation of the low frequency signal in the input 

circuit, it is thus iaportant that any signal froa the input circuit not 

contain 1Mhz coaponents. This is one of the l"easons fol" the 12 ~H coil 

inserted into the input circuit of the measuring SQUID systea discussed 

in Chapter 1. 

In any case, it is difficult to envisage a rooa teaperature preamp 

which is substantially (say a factor of 5) bettel" than the existing one 

coaing along any time soon. In fact we have not been able to locate 

anything better than the 2N5434 PET. The ultimate solution to the 

sensitivity problea, in my view, is simply to abandon the PET and use a 
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second SQUID as a low noise preamp to read out the front end SQUID. As 

was discussed in Chapter 2, this is the course I have pursued in this 

thesis to perfora very low noise 11easurements on the refrigerator. 

The second point is that even higher slew rates are desirable. If 

the slew rate is needed at high frequencies, the reader can consult the 

next paragraph. At low frequencies, the slew rate is not limited by the 

loop gain, but rather by the dynamic range of the feedback output. Thus 

the loop tracks the signal until it gets so large that the amplifier 

driving the feedback current is saturating (about :t 10 volts for the 

present setup). By simply extending the supply voltage or choosing high 

voltage op-aaps at the output, it should be possible to significantly 

increase the low frequency slew rate. For exaaple, by going from 10 

volts to 100 volts, the peak slew rate should go to about 3 X to7 at 2 

kHz. with no other modifications. The slew rate at lower frequencies 

will be proportionally increased, whereas there will be no iaproveaent 

at higher frequencies. A second possibility is to decrease the feedback 

resistor Rf· In practice though, making Rf too s•all degrades the systea 

sensitivity. 

The third shortcoming is that higher frequency operation is desired. 

With the present setup, I believe it will be difficult to get another 

factor of 5 in the bandwidth. This will also almost certainly result in 

an additional loss of sensitivity. The present setup can effectively be 

used out to 1/4 MHz, if one is willing to live with relatively higher 

noise at higher frequencies, and if considerable tweaking of the loop 

co•ponents is done. The central problea is that it is difficult to 

control the stray phase shifts over such extended circuits at these 

frequencies. The only way out of the dilemma is to substantially reduce 
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the size of the feedback circuit. The ultimate solution here may well be 

a cryogenic feedback electronics, or a SQUID based op-amp. Such a 

configuration could potentially operate up to a GHz. Such a device would 

be a very useful alternative to a bare SQUID. A significant step in this 

direction has been already been reported by Jutzi et al., who have used 

an on-chip superconducting analog to digital converter to read out the 

SQUID, which is then flux-locked with conventional electronics.(18) 

Finally, I note that the 1/f noise in the present system, which is 

generated by the SQUID, could be greatly reduced by using one of the Pb 

based SQUIDs or new Nb SQUIDs which will be discussed in Chapter 7. 
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Chapter 4: Estimation of the SQUID Parameters «, p, and L · 

4.1 Why is Accurate Parameter Estimation Important? 

The de SQUID is an interesting scientific device because it has an 

extremely high sensitivity. Paradoxically, because the sensitivity is so 

high, it can be difficult to measure. It should be recognized that, in 

general, the sensitivity of a SQUID based circuit will d~p~nd not only 

on the properties of the SQUID, but also on the configuration of the 

input circuit and the fora of the signal. Nevertheless, for a wide class 

of probleas, one can provide a number which characterizes the SQUID 

sensitivity and is independent of the rest of the circuit. This "figure 

of •erit" is the energy sensitivity. 

I know of only two ways to estimate the energy sensitivity of the de 

SQUID. One can in principle build a circuit and •easure how saall of an 

energy can be detected. This· is quite difficult because the mini•u• 

detectable energy is extremely small, and, in general, one aust eaploy 

the technique of opti•al filtering as will be discussed in Chapter 12. 

This is generally not done. Instead, the energy sensitivity is estimated 

based on measure•ents of the SQUID noise, and model estimates of SQUID 

behavior when it is connected to an input circuit. These models require 

knowledge of a few SQUID parameters, soae of which are themselves not 

easily estimated. Thus, the accurate estimation of a SQUID's paraaeters 

is i•portant for the deter•ination of the SQUID's sensitvity. 

I should note that it can be misleading to say "the energy 

sensitivity". There are two distinct quantities that are coa•only called 

the energy sensitivity, (although in fact, as will be shown in Chapter 
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12, neither in general represents the true energy sensitivity of a SQUID 

measuring system). The most commonly measured energy sensitivity is what 

I will call the intrinsic(l) or flux noise energy sensitvity per unit 

bandwidth, which I will denote as cv throughout this thesis. It is 

defined as: 

£v = Sv(f)IVt1-2/2L = St(f)/2L ( 4.1) 

where: Sv(f) is the voltage noise power per Hertz at the output of the 

bare de SQUID, L is the SQUID inductance, Yt is the SQUID 

flux-to-voltage transfer function, f is the frequency, and St(f) is the 

spectral density of the equivalent magnetic flux noise in the SQUID. In 

fact, the quantity cv is not a good measure of the energy sensitivity of 

the de SQUID, which is to say that a SQUID may be able to detect more or 

less than cv in a unit bandwidth. A better measure is what I will call 

the total energy sensitivty c. This quantity is defined by the 

relation:(1,2) 

£ = (cv£j-tvj2)-1/2 

where: £v is defined above 

(4.2) 

tj = Sj(f)L/2, and Sj(f) is the power spectral density of the 

circulating current in the SQUID loop 

tvj • Svj(f)/2, and Svj(f) is the cross correlation power 

spectral density between the SQUID's 

circulating current and voltage. 

The significance of t is that at a frequency ~0 • the smallest energy 

that can be detected by a SQUID with a linear input circuit is c~0 (see 

Chapter 12) . 

The quantity cv is the only one of the sensitivities that was 

measured for this thesis. It is important to mention explicitly why this 
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is the case. Now ideally, one would like to measure t. For a good SQUID. 

the energy t~0 is an extremely saall quantity, and at low frequencies, 

it is generally much saaller than kbT• where T is the temperature of the 

SQUID. The technique that one could use to measure t directly is covered 

in Chapter 12. It involves a significantly more sophisticated approach 

than the simple noise measurement schemes used here. On the otherhand, 

one might try to measure the three quantities tv• tj• and &vj• and then 

use Eq. 4.2 to get t. This suffers from two problems. First of all, it 

is difficult to measure ej and tvj· This requires a second SQUID 

measuring systea which is coupled to the first.(3) The only measurement 

of these quanti ties I aa aware of was performed by Martinis and 

Clarke,(3) and could only be done on very low resistance. non-optimal, 

SQUIDs. Secondly, it is quite difficult to measure the tv• tj• and tvj 

accurately enough to get a useful estimate of t froa the above formula. 

Theoretical aodels(4) of the behavior of the SQUID suggest that tvtj is 

not much bigger than and so the expression aaounts to the 

difference of two large nuabers. 

Froa the above discussion we can see that it will be necessary to 

•easure St(f) and L in order to estiaate ev· The aeasurement of St(f) 

foras the bulk of the experiaental work because of its saallness. The 

experiaental approach to measuring this quantity was presented in 

Chapters 2. This leaves just the inductance L as the only relatively 

inaccessible parueter. The estiaation of the inductance L. and two 

related quanti ties ex and fl, is soaewhat coaplicated and is the main 

subject of this Chapter. 

Now, in all of this discussion of the estiaation of the energy 

sensitivity, there is a very iaportant point that seems to be 
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universally understood and yet also universally ignored. It should be 

pointed out that the above estiaates of the energy sensitivity and the 

inductance rest on the validity of the equations of motion for the 

SQUID. Which is to say, the aeasured SQUID aust act like an ideal SQUID 

in order for us to reliably apply the above results. Much data has been 

reported elsewhere on devices with very non-ideal characteristics. In 

such cases, one still sees the authors blindly plugging into for11ulas 

for the senstivity, with little regard for the fact that the equations 

of motion that produced their observed I-V's cannot possibly be the same 

as those used in the theoretical estiaates of the sensitivity. Such an 

approach is clearly unjustified and highly suspect. In order to apply 

the results of this section, and to get accurate estiaates of the energy 

senstivity of the SQUID it is iaportant that the device show 

characteristics which are in substantial agreeaent with those produced 

by the aodel equations of aotion. This point cannot be overeaphasized. 

It is interesting to note that the issue is soaewhat subtle because 

of the effects. of noise rounding. At high temperatures, the I-V can 

appear very saooth due to noise rounding. When the device is cooled 

however, the noise rounding disappears, and it is coaaon to see large 

aaounts of structure. Clearly, such a device also cannot be described by 

just the bare SQUID RSJ aodel, although this is not evident until the 

device is cooled sufficiently to reaove noise rounding. 

4.2 Techniques for Estiaating L 

The SQUID inductance L can be estiaated by studying the geoaetry of 

the SQUID loop. Jaycox and Ketchen in particular have provided simple 
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formulas for the inductance of washer shaped SQUID loops.(5) However, it 

is difficult to obtain reliable numbers froa the geometry of the SQUID 

loop because most SQUIDs have complicated shapes and are often coupled 

to nearby circuits which can cause screening of · the geometrical 

inductance. The formulas thus provide only a rough, although very 

useful, estimate of the inductance of most SQUIDs. 

An alternative technique which is frequently used is to carefully 

aeasure the current-vs-voltage (I-V) characteristic of the SQUID, and 

note the modulation depth. The modulation depth is defined as the 

•axiaUII change in current that occurs when the SQUID is biased at a 

fixed voltage (near 0) and the flux is swept over one t 0 • For a 

syuetrical SQUID, the aaximua current occurs at t = 0, and the miniaua 

occurs at t :a +0 /2 (see Fig. 4.1). The aodulation parameter of the 

SQUID, fl • 2LI 0 /t0 is then estiaated using calculated curves of the 

aodulation depth vs fl, as for exaaple in ref. 5, or see Fig. 4.2. For a 

syuetric SQUID with {l<<1, it can be shown that the modulation depth 

approaches the value A ~ 1 - n{l/4, as is shown by the dashed line at low 

fl in Fig. 4.2. Siailarly, in the high fl H•it. it can be shown that 

A•1/fl, as is shown by the dashed line at high fl in Fig. 4. 2. A 

. reasonable approxi•ation to the shape in the inter•ediate regiae is 

given by A=l/(l+fl). Measure•ent of the SQUID critical current 10 then 

allows an esti•ation of L through the relation L = {lt0 /2I0 . 

4.3 Probleas with the Modulation Depth Estimate of L 

The aodulation depth procedure for estimating L has three serious 

deficiencies. First of all, the I-V characteristics and the modulation 
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Fig. 4.1 Schematic of current vs voltage 
characteristic of a SQUID at zero and one 
half of a flux quantum. 
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depth are temperature dependent due to the effects of noise rounding, 

i.e. the shape of the 1-V changes with temperature, especially as v-->0. 

The calculated modulation curves on the other hand are generally 

reported only for T=O. It is difficult to accurately gauge the T=O I-V 

characteristics from the I-V of a typical SQUID at 4.2 K. 

Secondly, modulation depth depends not only on the total critical 

current of the SQUID, but also on the asYJIIIletry in critical current 

between the two junctions. This can be quantified by a parameter ex • 

(Io2-Iot)/{I0 t+I 0 2)· Pig. 4.2 was calculated on the assumption that the 

asymmetry ex was zero. The critical current of the junctions is one of 

the aost difficult para.eters to control, and substantial variations are 

comaon in our own SQUIDs, as we will show. Thus unless one measures the 

asymmetry ex, as well as the total critical current, one can not be 

certain of the inductance. 

Finally I note a so•ewhat deeper problem. Pig. 4.1 is based on the 

bare SQUID Resistively Shunted Junction llodel(4) (RSJ). The RSJ aodel 

will of course predict the shape of the entire I-V, and not just the 

zero-voltage characteristics. A proper fit would then involve fitting 

the I-V curve rather than just a small piece of it. This would not be a 

problea it the aeasured I-V closely reseabled the calculated 1-V, for 

then both fits would yield the saae esti11ate. On the otherhand, it is 

quite co .. on to see I-V's which have large a.ounts of structure on thea. 

Such devices cannot possibly be adequately described by just the bare 

RSJ model. and there aust be soae additional circuit eleaents. In this 

case the assuaptions used in deriving Pig. 4.2 cannot be satisfied, and 

its use in estiaating the inductance cannot be readily justified. 

Experimentally then, one can only use the technique with any confidence 
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on devices which have well-behaved current-vs-voltage characteristics. 

It should be recognized that the problem of estimating L when the 

SQUID has non-ideal behavior is considerably easier than the problem of 

estimating the energy sensitivity of a SQUID with non-ideal behavior. 

This is because the 0-vol tage I-+ is considerably less dependent on 

details of the SQUID-circuit because all the time derivatives drop out. 

On the otherhand, knowing L for a non-ideal device may be completely 

useless if the energy sensitivity is no langer simply related to 

St( f) /21. 

The way out of these difficulties is threefold. First of all. it is 

necessary to accurately estiaate the asYJilaetry ex. Essentially, I can 

then calculate new curves of modulation depth vs fl for this ex, and hence 

obtain fl. In practice, one must use a soaewhat more complicated 

procedure to find both fl and ex, but the principle is the same. Secondly, 

in these experiaents, I can obtain the I-V at very low temperatures 

where noise rounding effects are negligible. And finally, I attempt to 

produce devices which have essentially ideal I-V characteristics at low 

temperatures, and assuae that in this case the device can be adequately 

descibed by a bare SQUID RSJ aodel. 

4.4 Calculation of T~o. V•O Modulation Depth Curves 

The calculation of the zero temperature. modulation depth vs. 

asymaetry curves is based upon the ideal equations of motion of the de 

SQUID. These can be written as(6): 
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Current equations: 

I = It + I2 

J (Il - 12)/2 

It I 01 sin(ot) + (V1-Vnt)IRt + CtdVt/dt 

12 = I 02 sin(o2) + (V2-Vn2)/R2 + c2dV2/dt 

Voltage equations: 

V = (V1 + V2 + L1di 1/dt + L2di 2/dt)/2 , 

v1 do 1/dt t 0/2n 

v2 do2/dt t 0/2n 

Phase equation: 

o2 = ol -2n+/+0-2nLJ/+0-2~LI/2+0 , 

(4.3) 

where the various parameters have been defined in Appendix A. The Eqs. 

can be put into a dimensionless form by introducing the variables: 

i = I/1 0 

v = V/I 0 R 

e = t2wi 0R/+0 

(4.4) 

• = +l+o 

When the voltage is zero, the SQUID can sustain a maximum 

supercurrent ic<•>. whic~ depends upon the applied flux +. This is the 

curve we wish to generate. Setting v = 0 in the above equations, and 

taking T = 

i 

2j 

62 = 

0 to re11ove the noise terms. 

(l-ex) sino1 + (1 +ex) sino2 

-(l-ex) sino 1 + (l+ex) sino2 

61 - 2wt - n{Jj -w{J.,i/2 

one finds: 

(4.5a) 

(4.5b) 

(4.5c) 

The Eqs. 4.5 can be simplified to just two equations by using Eq. 

4.5b to replace j in Eq. 4.5c. We thus are left with: 

i = (1-ex)sinol + (1+ex}sinc52 

o2 = 61 - 2w•- (n{J/2)[-(1-ex)sinol + (1+ex)sino2] -w{J.,i/2. 

(4.6a) 

(4.6b) 
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This set of coupled nonlinear equations can be solved for the current i 

as a function of the applied flux. In general, the equations have 

several solutions i for a given value of the flux. This is particularly 

true at large p. The solution which we are interested in is the largest 

permissible i that occurs at a given +: this will be taken as ic(+). 

One interesting aspect of these equations is that they are independent 

of the junction capacitance. Thus the zero voltage I(t) will be the same 

for devices with different Pc, and we are spared having to ascertain 

another difficult SQUID paraaeter. 

The Eqs. 4.6 have been solved by numerous authors, using a variety 

of teehniques.(6-ll) The •ajor thrust of their works has been in 

~xploring the behavior of SQUIDs or double junction interfero•eters, and 

in developing novel devices. The purpose here is so•ewhat different: I 

wish to construct a technique for esti•ating L and ex fro• experi•ental 

data. The equations will need to be solved yet again to achieve this. I 

have adopted the technique used by Tesche and Clarke,C6) which works as 

follows. First introduce two functions P and P': 

P(i,61) m i - (1-cx)sin61 - (1+cx)sin62 (4.7a) 

F'(i,61) a •F/•61 ~ -(1-cx)cos61- (l+cx)[l+~P(t~cx)cos61]cos62 (4.7b) 

Now setting P•O gives us Eq. 4.6a, and setting P'=O in Eq. 4.7b allows 

us to select the largest i. To proceed, choose a 61 and insert it into 

Eq. 4.7b with P'aO to obtain cos62 , and hence sin62 = (1-(cos62 )2)1/2. 

Next substitute these values of 61 and 62 into Eq. 4. 6a to obtain i. 

Next use the values of i and 61 to calculate 62 fro• Eq. 4.6b. Thus, 

starting froa a 61 , I have chosen an 1 and a 62 such that Eq. 4. 6b is 

satisfied. I then calculate P and P' fro• Eqs. 4.7 and test whether they 

are simultaneously zero. If not the process, which is a 1-D search, is 
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repeated until a zero is located. In general there will still be several 

local aaxiaa, so one must sweep o1 froa 0 to 2w. One now chooses the 

zero which produces the largest current, and this is Ic(+) for V=O. 

The calculation was iapleaented on a Tektronix 6130 coaputer using a 

siaple Fortran prograa. The region o1 from 0 to 2w is first searched for 

zero crossings using a straightforward 2 X 104 point grid search. The 

interval with the largest current is then examined with a bisection 

search routine to deteraine the 61 crossing accurately. The current at 

this o1 is then found, and corresponds to the aaxiaua current that can 

flow in the zero voltage state at the given t, or, fl. The routine is 

susceptible to certain errors, in particular, missing a zero interval or 

choosing the wrong aaxiaa. This arises because of the rapidly varying 

nature of the functions P and P'. These difficulties are alleviated in a 

direct fashion by the initial fine grid search at the expense of 

coaputing tiae. 

Curves are constructed for a range of « and fl. I fix or and fl, and 

then find ic(t) for • fro• 0 to 1 in steps of 1/50. The result is then a 

curve of i as a function of t for the given « and fl. Pro• this curve, I 

then extract the ainiaua current, lain• and the aaxiaua current, iaax· 

The aodulation depth is then just Uaax-iain)/i11ax I have also found it 

useful to extract a second paraaeter fro• the ic(t) curve. The aaxiaua 

slope rt .. ( •tl••)aax and the ainiaua slope r2 are strongly dependent 

upon the asyuetry «. I have found the ratio of these two slopes r • 

I r 2!r1 1 to be very useful. I then sweep the « and fl and generate a 

corresponding faaily of curves of modulation versus r. 

These curves of aodulation depth versus slope ratio can be 

paraaeterized by either « or fl. Pig. 4.3 shows curves paraaeterized for 
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Fig. 4.3 Modulation depth vs slope asymmetry r. 
From top to bottom the curves are for fixed ~ , 
with ~ : 0.25, 0.5, 0. 75, 1.0, 1.5, 2, 3, and 4 
respectively. 
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p, with the low a portions of the curves occurring at larger a, and the 

high a portions of the curve occurring at small a. At large a, all the 

different curves approach the same modulation depth (1-a), a well-known 

result. At small a, the modulation depth is relatively insensitive to a. 

This is especially true for large p SQUIDs. Notice also that the ratio 

of the slopes, r, approaches a minimum for any given p, and, the larger 

p, the smaller is this minimum r. 

4.5 Estimation of L and a 

In order to estimate the SQUID inductance, one will need to know the 

SQUID's critical current I 0 , the measured modulation depth. and the 

measured ratio of the slopes r. These can all be found from the I-V or 

the I-+. One now uses Fig. 4.3 directly to obtain a and p, interpolating 

between the points where necessary. From I 0 and p, one can now find L = 

P+0 /{2I 0 ). 

The above analysis admits of errors in several stages. First of all, 

the actual SQUID need not have the ideal equations of motion. Secondly, 

the presence of a sizeable inductive asymmetry would invalidate the 

approach. For the SQUIDs of this thesis, however, the inductive 

asymmetry 7J should be quite small because of the generally symmetric 

geometrical construction of the SQUIDs. Thirdly, at certain values of r 

and modulation depth, · the technique does not allow for the accurate 

estimate of a and p. This happens at the small r portion of each fixed p 

curve, where curves of different p cross. It should be remarked that the 

surface is in fact everywhere double valued, which is to say that there 

are always two different a's and P's which can produce the same 
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modulation and r. This usually does not cause any problea because one of 

the solutions will generate an L which is very far from the expected 

geometrical inductance, and may be safely discarded. Near the high r 

part of every curve, however, the different L's approach each other, and 

the technique becomes inaccurate. Fourthly, the measured I 0 and r can 

be in error. 

Table 4.1 shows the results of just such an analysis for the SQUIDs 

of this thesis. One should not view this as Merely a large collection of 

nuabers, for there is auch revealed about the fabrication procedure, the 

validity of the RSJ 11odel, and the range of SQUIDs studied in this 

thesis. 

Large asym•etries in the critical current are rather common. For 

all of the SQUIDs of Table 4.1, one finds an average 1«1 of about 0.28. 

This aeans that on the average, the two critical currents differ by 

about 30~. This is an indication of the difficulty of making 

reproducible critical current densities in the Nb-NbOx-Pbin junctions. 

This is all the aore disconcerting when one realizes that the junctions 

in each SQUID were aade siaultaneously in exactly the same RF oxidation 

plasaa, and went through all of the same processing steps 

simultaneously. This is the aost favorable case one could hope for. It 

also indicates that it is necessary to ascertain the assyaetry in order 

to get an accurate estiaate of the inductance fro• the modulation depth. 

The results have been grouped according to device type. Devices 

with the same letter in their naae have the saae geoaetry (this is true 

for all. of the devices except the type A's which can have slightly 

different geoaetr ies, although all are very siailar, see Chapter 1) . 

Devices with the saae geoaetry should yield the saae inductance L if the 
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Table 4.1: Paraaeters of Measured SQUIDs 

Device Date .T 2Ig A r ex f!. L 
(aK) (~) (nH) 

A1 7- 2-85 150 3.66 0.484 0.632 0.45 0.7 0.396 
A2 (*) 7-21-85 130 10.8 0.328 0.61 0.6 L35 0.26 
A3 (**) 5-25-85 160 5.78 0.635 0.779 0.22 0.495 0.18 
A4 8-10-85 120 0.71 0.89 0.99 0.0 0.16 0.47 
A'S 9-16-85 170 6.23 0.392 0.754 0.39 L2 0.399 
A6 (***) 2-19-87 1390 2.04 0.6 0.83 0.18 0.58 0.59 
A7 (***) 2-16-87 4200 17.2 0.176 0.953 0.25 4.0 0.48 
A8 (***) 2-12-87 4200 3.84 0.53 0.905 0.11 0.79 0.43 
81 10-27-87 160 3.00 0.304 0.709 0.55 1.7 1.17 
C1 9-21-85 120 6.15 0.32 0.60 0.68 0.52 0.18 
C2 11-15-85 150 5.32 0.618 0.826 0.18 0.55 0.214 
C3 1-31-86 1400 21.2 0.292 1.0 0.0 2.1 0.205 
C4 2- 6-86 1400 7.1 0.55 0.954 0.06 0.75 0.219 
C5 2- 8-86 1400 3.07 0.379 0.766 0.62 0.24 0.16 
D1 5-30-86 110 6.34 0.313 0.597 0.64 1.35 0.44 
02 8-29-86 50 4.55 0.414 0.772 0.35 1.1 0.50 
E1 2-19-86 95 5.51 0.563 0.96 0.05 0.725 0.27 
E2 5-21-86 510 15.1 0.291 0.96 0.13 2.1 0.29 
P1 2-27-86 140 5.73 0.32 0.945 0.15 1.93 0.70 
Gl 3-12-86 110 4.15 0.39 0.76 0.61 0.24 0.12 
11 6-27-87 105 4.13 0.668 0.905 0.09 0.45 0.225 
Jl 8- 5-86 50 21.6 0.283 0.919 0.25 2.1 0.20 
K1 8-14-86 35 11.42 0.23 0.939 0.23 2.9 0.53 
M1 10-31-87 25 5.64 0.39 0.99 0.02 1.4 0.514 
M2 5- 6-88 20 6.2 0.35 0.71 0.55 1.4 0.47 
N2 12-11-87 20 17.7 0.196 0.886 0.5 3.4 0.398 
01 5-19-87 30 1.36 0.97 0.964 0.05 0.03 0.046 
Pl 6- 5-87 23 1.77 0.352 0.865 0.55 1.25 1.46 
NBS1 7-21-87 20 (see Chapter 8) 0.08 
FIN1 4-10-88 43 (see Chapter 8) 0.04 

(.) 20 turn input coil, left open for aeasureaent of p. 
(**) Magnetoaeter configuration, (geoaetry described in Chapter 3) 
(***) These were variants of the type A, discussed in Chapter 7. 



analysis is correct. Not surprisingly, one can see a roughly constant L 

for the devices in each group, at about the 10 or 20% level. However, 

there is a notable exception. In the type A devices, differences as 

large as 50% occur. This is undoubtedly because some of the type A 

devices were of slightly different construction, and so•e were made with 

coils (as noted) while others were made without coils. The presence of a 

coil apparently produces an inductive screening, and can cause a 

considerable reduction in the inductance of the SQUID. Without 

exception, the devices with coils also showed large aaounts of structure 

on their I-V characteristics at low temperatures. For this reason, I 

stopped putting coils on the aeasured SQUIDs, and only the early type 

A's were ever tested with coils in place. A second discrepancy occurs in 

devices with larger ex. One sees that the inductance of the higher ex 

devices is generally underestimated, this is equivalent to saying that 

we observe •ore •adulation than we should. I do not know the source of 

this discrepancy. Although such behavior is consistent with an inductive 

asyaaetry, .,.,, a .,., asyaaetry is not consistent with the construction of 

the SQUIDs. 

The results of Table 4.1 deaonstrate the range of SQUID paraaeters 

that have been investigated. This is su•aarized in Table 4.2. One can 

see that I have aade two orders of 11agnitude variations in ex, fl, and L, 

while 2I0 has been varied by about a factor of 30. The reason for these 

large variations was to test the behavior of the excess noise in the 

SQUID as a. function of the SQUID paraaeters, as will be discussed in 

considerable length in Chapters 5, 6, 7, and 8. For coapleteness, in 

Table 4.3 I have also listed the origin of the different devices 

according to the wafer substrate upon which they were fabricated. 
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Table 4.2: Para.eter Range of tested SQUIDs 

Quantity Device Value 

largest {I A7 4.0 
saallest {I 01 0.03 
largest ex Cl 0.68 
smallest ex C3, A4 < 0.01 
largest 21 0 FIN1 43.0 J.IA 
saallest 21 0 A4 0.71 J.IA 
largest L P1 1.46 nH 
saallest L 01 0.046 nH 

Table 4.3: Devices Made on the Saae Wafer 

Wafer wafer aaterial devices 

b Si, 100, .05 aca, 12 kA theraal oxide A3 
f Si, 100, .05 aca, 12 kA theraal oxide A1 
h Si, 100, .05 aca, 12 kA theraal oxide A2 A4 
i Si, 100, .05 aca, 12 kA theraal oxide A5 81 C's D's 
k Si. 100, .05 aca. 12 kA tberaal oxide E1 F1 G1 
1 Si. 100, 20 aca, no theraal oxide E2 

• Al203 11 Jl Kl 
n Si, 100, .05 aca, 12 kA tberaal oxide A6 A7 AS 
0 Si, 100, .05 aca, 12 kA theraal oxide 01 Pl 
p Si, 100, .05 aca, 12 kA theraal oxide Ml N1 
q Si. 111, 20 aca, 12 kA theraal oxide M2 



4.6 Soae Measured SQUID Characteristics 

Ideal SQUID I-V characteristics have been calculated by many 

authors.(6-ll) Measured I-V curves are often very poor, which is to say 

they often possess kinks, steps, or negative resistance regions which 

are not generated by the ideal models. In itself, this would not 

necessarily be a bad thing, except that the structure is generally 

associated with large aaounts of white noise, and we do not know 

theoretically how to estimate the true energy sensitivity in such 

regimes. 

The structure is undoubtedly due to high frequency effects in the 

SQUID which change the SQUID equations of 11otion from the ideal RSJ 

aodel. This seeas aostly to be due to two effects: 

(1) Large introduces hysteresis into the SQUID 

characteristics. 

( 2) The incorporation of an input coil or input circuit causes 

screening of the SQUID, and generally introduces large amounts of 

resonant structure. 

Working at saall Pc and without an input coil eliainates aost of the 

structure. In practice, Pc<0.2 produces nearly ideal characteristics in 

a device without an input circuit. It should also be noted that high 

teaperature causes a considerable reduction in the apparent structure 

due to the effects of noise rounding. This structure becomes 

increasingly apparent as the teaperature is lowered. 

To illustrate soae of these effects, I now present data from two 

SQUIDs. While al11ost all of the SQUIDs tested in this thesis produced 
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very nice looking characteristics at 4.2 K, only a minority had very 

nice I-V's at low temperatures. The following two devices are 

representative of this ainority, and should be taken as a demonstration 

that SQUID's with nearly ideal characteristics can be produced even at 

low teaperatures. It should be clearly understood that SQUID's with 

larger Pc• or an input coil, showed •uch aore structure. 

There are two important points about the SQUID I-V characteristics 

taken with the SQUID readout systea discussed in Chapter 2. First of 

all, the voltage across the device is not directly measured. Rather, I 

record the quantity IbtRx .. Vx• while the voltage across the SQUID is 

given by: V = Vx - IRx (see Chapter 2), where I is the current passing 

through the SQUID, and Rx is the value of the bias resistor (see Fig. 

2.7). This technique produces the tilted I-V characteristics shown 

below. At zero voltage, the I-V characteristic appears to have a finite 

resistance, this is aerely a result of plotting Ib1Rx instead of V. 

Secondly, it should be realized that the current axis suffers fro• no 

such skewed coordinate systea, but is directly measured by SQUID(2). 

The first SQUID is device El, which has an estiaated Pc of 0.1, (see 

Table 4.1 for aore data). I-V characteristics at the teaperatures 4. 2, 

1.6, 0.54, 0.30 and 0.095 K are shown in Figs. 4.4 a, e, i, •· and q 

respectively. For this sue SQUID, I also present the I-+ 

characteristics in Figs. 4.4c, g, k, o, and s: the noise vs. V in Figs. 

4.4 b, f, j, n, and r: and the noise vs. + in Figs. 4.4d, h, l, p, and 

t. The I-V and I-+ characteristics are all very saooth, with no 

discernible structure at even the lowest teaperature. At low voltages, 

one can clearly see ·the noise rounding of the I-V increase as the 

teaperature is increased. The noise vs. V does begin to show a slight 
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Fig. 4.4 (a) 1-V of SQUID E1 at 4.2K, the curves 1 to 4 
curves are for fixed flux bias current: 78.8, 0, 11 0.8, 
and 23 J.LA, respectively. (b) Noise vs V for the same 
flux bias currents as in (a). 
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1.44, and 0.72 !J.V respectively. (d) Noise vs flux bias current, 
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curves are for fixed flux bias current: 38.5, 74.2, 0, 
and 93.9 J.LA; respectively. (f) Noise vs V for the same 
flux bias currents as in (e). 
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increase in the noise at around 3. 5 p.V as the temperature is lowered 

below 0.5 K. One can also clearly see that the low voltage portions of 

the I -v, where the noise rounding is prominent, is associated with a 

large aaount of noise. As the te11perature is lowered, this low vo 1 tage 

region of high noise gets smaller in extent, and one can obtain good 

perfor11ance quite close to the a-voltage portion of the I-V. Other than 

the s•all feature in the noise at low teaperatures, the characteristics 

are essentially ideal, and could easily be fitted to an ideal SQUID 

model. 

The second SQUID is device 02. The I-V characteristics for this 

device are shown in Figs. 4.5 a, e~ i, and k, at temperatures of 4.0, 

0.95, 0.51, and 0.024 K respectively. The noise vs. V are shown in Fi.g. 

4.5 b, t, j,and 1. The I-+ are shown in Figs. 4.5 c and g, and the noise 

vs. • are shown in Figs. 4.5 d and h only for the te•peratures 4.0 and 

0.95 K. The I-V at 4 K is saooth, with no discernible structure. As the 

teaperature is lowered to 0.95 K, a saall current step becomes visible 

at around 10 p.V. By 0.51 K, the step has grown quite sharp, and a second 

s•all feature is visible at +0 /2 at about 5 p.V. At the lowest 

te•perature, both steps are clearly visible. The appearance of the I-V 

as the teaperature is lowered is reflected in the behavior of the noise 

vs. V plots. One sees a saall rise in the noise at voltages that 

correspond to a step. As the teaperature is lowered and the step becoaes 

sharper, the noise typically becoaes larger in the iaediate vicinity of 

the step voltage. At voltages far fro• a step, there appears to be 

little affect upon either the noise or the I-V characteristics. The I-+ 

and noise vs. + are all fairly s•ooth. This is undoubtedly because they 

did not happen to pass through the region of a step. 
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Fig. 4.5 (a) 1-V of SQUID 02 at 4.0K, the curves 1 to 4 
curves are for fixed flux bias current: 6.83, 0, 8.78, 
and 1.88 J.LA, respectively. (b) Noise vs V for the same 
flux bias currents as in (a).(9-2-86). 
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Fig. 4.5 (c) 1- q, for SQUID 02 at 4.0K, from top to bomom, 
the curves are for voltages Vx of: 4.32, 2.88, 1.44, and 0.72 
JJ.V respectively. (d) Noise vs flux bias current, from top to 
bottom, the curves are for voltages ~: 0.72, 1.44, 2.88, 4.32 
J.1 V respectively. 
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flux bias currents as in (e).(9-1-86). 
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Fig. 4.5 (g) l-et> for SQUID 02 at 0.95K, from top to botttom, 
the curves are for voltages V x of: 2.88, 1 .44, and 0. 72 
11V respectively. (h) Noise vs flux bias current, from top to 
bottom, the curves are for voltages Vx : 0.72, 1.44, 2.88 J.LV 
respectively. 
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Fig. 4.5 (i) 1-V of SQUID 02 at 0.51 K, the curves 1 to 4 
curves are for fixed flux bias current: 5.44, 7.76, 0, 
and 0.57 J.LA, respectively. (j) Noise vs V for the same 
flux bias currents as in (i).(S-31-86). 
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Fig. 4.5 (k) 1-V of SQUID 02 at 0.024K, the curves 1 to 4 
curves are for fixed flux bias current: -2.53, 0, -5. 72, 
and -7-08 !lA. respectively. (I) Noise vs V for the same 
flux bias currents as in (k).(S-28-86). 
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4.7 Appendix A: The SQUID Paraaeters 

I record here the definitions of the various SQUID parameters as 

used in this thesis (see Fig 4.6): 

Ioj is the critical current of juction number j, where j=1,2 

Io = (Io1 +Io2)/2 

Rj is the resistance of shunt j, 

L1 (L2) is the inductance of the left (right) ara of the SQUID, 

M is the mutual inductance between the two SQUID arms, 

Lis the SQUID ring inductance and equals Lt+L2-2M,(6) 

Cj is the capacitance of junction j, 

Vj is the voltage across juction j, 

t is the applied flux. 

t 0 • 2.07 X to-15 Ta2 is the flux quantu•. 

Ij is the current flowing through the j-th SQUID arm 

I = It +I2 is the bias current, 

J = (I 2-I1)/2 is the circulating current in the SQUID loop 

V is the voltage across the SQUID, 

Vnj is the rando• Nyquist voltage due to Rj, and is 

proportional to T 

T is the SQUID te•perature 

t is the ti•e. 

The dimensionless variables are: 

i .. I/I0 

v • V/I 0 R 

e ~ t21ri 0 R/t0 , 

j = J/Io 

• ~ +l+o 
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Fig 4.6. Lumped circuit model schematic of the de SQUID, 
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fl = 2LI0 /+0 • 

., = (L2-Lt)IL, 

r = 2wkbT/I0 +0 
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Chapter 5: Para11eter Fluctuations and Excess Noise 

5.1 Introduction 

The main subject of this thesis is excess noise in the de SQUID. 

Accordingly, it is important to explain what is meant by excess noise 

and how it can arise. This Chapter is devoted to a theoretical 

investigation of a broad class of hypothetical noise sources: what I 

call "parameter fluctuations". I say hypothetical because in fact most 

of these have never been observed experimentally. Nevertheless. it is 

our purpose here to understand how these sources would behave if they 

were present. In this way we can attempt to find the source of the 

excess noise in our SQUIDs by co•paring the observed properties of the 

noise with the expected behavior ·Of the hypothetical sources. 

5.2 Parameter Fluctuations as Sources of 1/f Noise 

The behavior of the de SQUID can be treated theoretically by 

nuerically solving the classical equations of •otion as given by Eqs. 

(4.3). These equations describe the evolution of the phases 6 1 and 62 

with ti•e. In solving these equations. one can include the effects of 

thermal noise Vnl and Vn2 arising from the Nyquist noise in the 

resistive shunts of the SQUID. The resulting voltage, V, across the 

SQUID will undergo random fluctuations in time. and this is the ideal or 

thermal noise at the SQUID output. For frequencies much s•aller than the 

Josephson frequency, it is known that the equations predict that this 

noise will be independent of frequency or "white".(l,2) 
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The calculations are non-trivial because of the non-linear equations 

and .also because the noise is generally required at frequencies which 

are small compared to the Josephson frequency. Numerical simulations are 

thus quite slow because the calculation must thus span very different 

time scales. The simulations show that one should expect a certain level 

of white noise at frequencies much less than the Josephson frequency. In 

addition, this noise should scale in a certain way with the parameters 

and depend linearly on the te11perature (forgetting about quantum 

aechanical zero point motion). 

I can then define excess noise in the SQUID as any noise which 

cannot be explained as arising from the Nyquist noise in the shunt 

resistors as found in the above siaulations. Experimentally, the excess 

noise is often readily identifiable fro• the ideal noise because it has 

a 1/f type spectrum rather than the expected white noise. Thus at low 

frequency one sees aore and 110re noise. There is nothing that says that 

all excess noise in the SQUID must be of this form, it is just that this 

form has a very clear signature and is thus readily identified as not 

arising froa the shunts' Nyquist noise. 

The presence of 1/f noise or excess low frequency noise in a real 

device cannot be explained through the Eqs. ( 4. 3). At the very least, 

some 11odification is necessary. The possible aodifications are of two 

types. Firstly, it is possible to alter the equations of motion or to 

introduce addi tiona! equations into the set. Such equations could in 

principle produce low frequency noise due to the complicated non-linear 

dynaaics. We do not follow such an approach here, although it has been 

atteapted elsewhere for siailar systeas. (3) The reasons are outlined 

below. Secondly, it is possible to generate 1/f noise by assuming that 
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one of the parameters in the equations is varying in time so as to 

produce a 1/f spectrum. In the Eqs. (4.3) it is generally assumed that 

the physical parameters: 

+ , I, Io1• Io2• R1, R2, Ct, C2, Lt, L2, M, 

are constants in time, where I have treated the voltage V across the 

SQUID as the output paraaeter ( ie. the dependent parameter) of the 

SQUID. If instead, one of the parameters varied in time so as to produce 

a t/f power spectrum, the result 11ight be a t/f spectrum at the output 

of the SQUID. Such a hypothetical source I describe as being due to a 

paraaeter fluctuation. 

In treating this problem I will 11ake three simplifying assumptions: 

(1) The equations of motion are correctly described by Eqs. (4.3). 

(2) The fluctuations are very slow compared to the Josephson 

frequency, so that the equations of motion may be solved 

quasi-statically. 

(3) The fluctuations are very saall, so that a linear 

approxiaation aay be aade. 

The second and third assumptions are generally very well satisfied 

for 1/f noise. The first assuaption is the weakest because in a real 

SQUID, the equations of aotion are not directly accessible, and hence 

their exact fora is not known. What evidence do we have that the 

equations of motion are are a reasonable basis for descibing the SQUID? 

Experiaentally, it is observed that the static I-V, I-t, the white noise 

N-V, and white noise N-+ characteristics are adequately described by the 

unaodified equations, provided ~c is not too large, and the device does 

not possess an input circuit. These experi11ental observations put some 

constraints on any modified equations, and suggest that the unmodified 
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equations are a reasonable basis for analyzing the bare SQUID's 

behavior. 

Por the remainder of this Chapter, I will make an additional 

assu.ption. I will suppose that the current I is the output variable, 

and that V is the independent variable. I will do this in order to 

present the results in a fora which will be useful for interpreting my 

experimental data. It should be recognized that this does not require 

any changes in the SQUID equations. Experimentally, this situation 

corresponds to fixing the voltage at low frequencies (generally less 

than about 500kHz) across the SQUID, while allowing the current I 

through the SQUID to vary. Because only the low frequency portion of V 

is fixed, the high frequency dynaaics of the SQUID are unaffected, and 

one gets the saae I-V as when the SQUID is run with a current bias. 

5.3 The Quasi-Static Solution 

The above assuaptions allow one to use a linear quasi -static 

approxiaation. The procedure is as follows. First fix all of the 

para~~eters. Then solve the Bqs. ( 4. 3) , obtaining I as a function of V 

for a given+,«,,, .... : this can be written I(V,t,«,p, ... ). Now pick a 

paraaeter, say« and vary it by 4«. Again solve Eqs. (4.3), and obtain 

I(V+AV,t,«+Aa,p, ... ) = I(V,t,«,p, ... ) +AI. One can then write, to first 

order: 

AI = ( "I I"«) A« ( 5.1) 

Por a spectral density s«, the corresponding power spectrua in I is: 

sr = (•II•«)2s« (5.2) 

If s« has a 1/f spectrum, then s1 will too, provided only that •i/ct« a 
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0. The two power spectra are connected by a transfer function (ai/aa)2. 

In general, the transfer functions connecting variations in a given 

paraaeter to variations in the output current I are non-trivial. That is 

to say, they need to be calculated nuaerically, and they are dependent 

upon the flux bias, voltage, and other SQUID paraaeters. It is this 

non-trivial dependence which enables us to experimentally distinguish 

one source from another. 

5.4 Parameters and the General Treatment 

The equations of motion are not generally solved in the form of Eqs. 

(4.3). Rather they are first put into a more convenient form by 

transforaing to dlaensionless variables. These dimensionless paraaeters 

are generally foraed fro• coabinations of the various physical 

parueters. This variable change aakes the equations neater, but it 

aakes the effect of a parueter fluctuation less transparent because the 

fluctuations should occur in the original physical parueter rather than 

the aatheaatically convenient dimensionless parameter. Thus, I will need 

to consider both parueter sets to describe the noise. The original 

"physical paraaeters" are: 

t , V, Iol• Io2• R1, R2, C1, C2, L1, L2, M. 

Where I have taken the output as the current I flowing through the 

SQUID. In principle, any of the parameters can be thought of as being 

the input paraaeter, and this is the view I will take below when I will 

assuae that one of the reaaining paraaeters is fluctuating. 

I can think of the above set of physical par8Jieters as a vector :X in 

an 11-diaensional space. Thus by giving the coordinates of X one 
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specifies the parueters of the SQUID and its operating point. The 

output current I then becomes a non-linear scalar function of x. 

Following Tesche and Clarke(l), I now introduce what I will call the 

"associated physical parameters": 

t , V, I 0 , R, C, L, ex, p, 11· 

These parameters are defined in Appendix A of Chapter 4, and form yet a 

third parameter set, as not all are dimensionless parameters. One can 

think of this set as specifying a vector Y in a 9-dimensional space. 

Again following Tesche and Clarke,(l) one can introduce the eight 

"dimensio~less parameters": 

p, Pc• •· v, ex, .,, p, ~ 

Where again, the definitions can be found in Appendix A of Chapter 4. 

One can think of this set as specifying a vector ~ in an 8-diaensional 

space. The dimensionless paraaeters can be generally grouped into 

syaaetric and antisyaaetric sets (4): 

syaaetric: 

antisyaaetric: 

p, Pc• v, • 

ex, p, .,, t 

The classification depends upon whether the parameters involve the sua 

or the difference of the physical parameters. The antisYJUletric 

parameters involve the difference of two of the physical paraaeters, and 

the syaaetric are the reaaining paraaeters. 

One iaportant difference between the syaaetric and antisyaaetric 

groups is that they behave differently under scale changes in the 

physical paraaeters. For exaaple, suppose that I01 --> d 0 and I2 --> 

.:I02 where .: is a nuaber. Then one finds that soae or all of the 

syaaetric parameters will scale: 

P --> .:p • Pc --> .:Pc • v --> v/.: , • --> • . 
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On the otherhand, the antisyaaetric parameters do not change, thus: 

« --> « ' ~ --> ~ ' p --> p ' f --> f. 

Scale changes in any of the physical para11eters will produce sbilar 

behavior, although in general only soae of the symmetric parameters will 

scale. The point is that the antisyametric para•eters are scale 

invariant. 

With the di11ensionless variables, the equations of motion becoae:(l) 

~1 i/2 - j - (1-«)sin61 + Pc(1'-f) d26 
= vnl - _1 

de (1-p) (1-p) de2 

d62 i/2 +- j - (1+«)sin62 + Pc{l+f) d262 
= Vn2 -

de (l+p) (l+p) de2 

v = (1+~) d61 ............__ + (1-~) d62 

2 de 2 de 

j .. 61 - 62 -27ft ~i (5.3) -
np 2 

Te output current can then be coaputed froa: 

I(x) = I 0 ·1(p,a,t, ... ) = I 0 ·1(z) (5.4) 

where i is a function only of the diaensionless variables. It should be 

noted that R, L, 10 , and C do not occur explicitly in the di•ensionless 

equations of •otion. In the vector notation a fluctuation o1X in the 

vector x will produce a change in the output !i given by: 

(5.5) 

where: 
U "'A·!.R 

and A is a matrix which connects the physical parameter vector x to the 

di•enaionless paraaeter vector z: 
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As is customary, the partial derivative is taken with all of the other 

parameters held fixed. The power spectrum produced in i by a fluctuation 

in the physical para11eter vector i ca~ then be written as: 

si =j~k [ ;zi·A ].j[ ;zi·A ].k sjk (5.6) 

where: S jk is the correlation power spectrum between the j -th and k-th 

component of the vector parameter x. 

The above formulation allows for the possible existence of 

correlations between the fluctuations in different SQUID parameters. 

Because of the large number of such possible correlations (S jk has 61 

independent components), and the physical implausibility of most of 

the•, I will treat only a select subset. In particular, I will only 

consider the effects of correlations between "like" physical para11eters. 

Thus, for example, I 0 1 and I0 2 are both currents, and sufficently alike 

that one could readily construct physical aechanis•s which produce 

correlated fluctuations in both. 

5.5 The Co•ponents of ~zi 

The co•ponents of •zi connect variations in the dimensionless 

parueters to variations in the di•ensionless output current i. 

Explicitly, the co•ponents are: 

•zi .. { ~. •i •i •i •i •i •i •i ] -· -·-· -· -· -· 
"fl •flc •v •• .tee "P .., •t 

Of the eight co•ponents, only •il•• and •i/•v can be readily obtained 

experi•entally. •il•• is just the flux gain, or flux to current transfer 

function, and can be obtained from the I-+ curves as discussed in 

Chapter 2 . .ti/.tv is just R/Ro, where Ro is the dyna.ic resistance of the 



SQUID at the bias point, and can be found f~om the SQUID I-V. 

The partial aija., can be evaluated for small flc and v, once it is 

~ealized that: 

i(v .•. .,) = i(v,.-i.,{J/4,0) 

as has been shown by Tesche and Cla~ke. ( 1) Thus the SQUID 

characteristics for non-zero ., can be generated from the zero ., 

cha~acteristics. The change in i produced by a change in ., can thus be 

written as: 

.U = ~ r-i{JA'1J - '1flAi ]. 
a• 4 4 

solving fo~ Ai one finds: 

:: = - ri:J.r 
1 

For a typical SQUID, '1fl is saall, and the partial reduces to: 

aifa., = -(1{J/4)aifa• 

The reaaining 5 partials aust be calculated numerically, as they a~e 

not siaple functions of the SQUID paraaeters or bias point, and a~e not 

easily obtained experimentally. I will make qualitative comments below. 

The pa~tial ai/aflc can gene~ally be neglected for the SQUIDs in this 

thesis because of the saall size of flc and the low voltage at which the 

SQUIDs are operated. I will similarly neglect aifat. For a more 

co•plete discussion of these terms, see section 5. 10 on capacitance 

fluctuations. 

The partials aifa{J, and aijaa can be obtained from curves of I-+, as 

calculated in Chapter 4, in the limit v << 1. Since the SQUIDs in this 

thesis are generally operated in this limit, the I-+ should prove 

satisfactory. Fig. 5.1 shows i as a function of fJ for fixed • and a = 0. 

Such cu~ves have been published elsewhe~e.(1,4) Fig. 5.2 shows a ~ough 
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calculation of aifa(J for fixed + and ex=7J=O. The behavior of aifa(J is 

qualitatively as follows. For a symmetric SQUID aifa(J vanishes at +0 and 

attains a maximum at +0 /2. Similarly, aifa(J vanishes for v>>l. 

The behavior of ai/aex is qualitatively as follows. In the low 

voltage limit, there are two effects. First of all, the entire I-+ 

shifts along the t axis, by an amount which depends upon ex. Secondly, as 

was noted in Chapter 4, the modulation depth also changes if ex changes. 

This effect not only depends upon ex, but also upon (1. 

The only remaining partial is aijap. for v<<1, i is independent of p 

as was remarked in Chapter 4. Similarly, for v >> 1, the I-V follows the 

resistive line, and is again independent of p. Thus aifap --> 0 for v 

<< 1 and for v >>1. There is a qualitative argument which descibes p 

fluctuations elsewhere. At zero voltage, no current flows through the 

resistive shunts, and the I-+ are accordingly independent of both R and 

p. For a finite fixed voltage, a current V/R1 flows in shunt one, and 

V/R2 flows in shunt two. If p fluctuates, there must be a correlated 

antisy•aetrical fluctuation in the two R's. Since the voltage is fixed, 

the currents through the two aras will change. This has two effects. 

First of all, Teshe and Clarke(l) showed that to first order, the 

effect of finite p is to produce a circulating current ip/2. This 

produces a flux in the SQUID because the circulating current flows 

through the inductive arms of the SQUID. Thus there will be more flux 

noise at larger i. At +0 and +0 /2, the I-V is independent of t, so this 

term will not contribute to the noise, rather, the noise will behave as 

a voltage dependent flux noise. Secondly, if p is not zero, there will 

generally be a net change in in the current flowing through the two 

resistors. This is simply due to the fact that a decrease in resistance 
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in a s•all resistor will draw more current than the increase in 

resistance a large resistance will stop drawing. In both cases, the 

larger is V, the more current flows through the shunts, and the greater 

will be the noise at the SQUID output. 

5.6 The Flux t 

This is a trivial case. Fluctuations in the magnetic flux, t, 

produce an output spectru•: 

si = (at/u)2s• (5.7) 

The quantity ai/at is readily measured experimentally, and its 

characteristics are well-known. In particular, for symmetric SQUIDs, it 

goes to zero when t is an integral or half integral multiple of t 0 . For 

any SQUID, there will always be two points per +0 where this transfer 

function disappears owing to the periodicity and the boundedness of the 

I-t characteristic. An experiaental test for flux noise thus consists of 

measuring the observed noise as a function of the flux gain and seeing 

if the required scaling is observed. 

5.7 The Voltage V 

The voltage is ordinarily considered fixed in this thesis. If we 

suppose however that it can fluctuate, then the current through the 

SQUID will also fluctuate. The resulting noise spectrum is again 

trivial: 

(5. 8) 

There is no need to change to diaensionless variables to understand this 
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expression. The quantity ai/av is just 1/RD, where RD is the dynamic 

resistance of the SQUID at the bias point. Since RD is easily measured 

experi11entally when one takes an I-V characteristic, it is a si11ple 

matter to test for excess noise due to fluctuations in the de voltage. 

5.8 The Critical Currents I0 1 and I0 2 

Fluctuations in the critical current are of particular importance 

because they are frequently observed to produce 1/f noise in real 

junctions and SQUIDs. The mechanism which produces these fluctuations is 

discussed in Chapter 6. The analysis of the effect of critical current 

noise on the SQUID is co11plicated because the critical currents r01 and 

102 enter into four of the diaensionless SQUID parueters: fj, fjc, ex, and 

v as well as the scaling factor 10 . 

We consider a SQUID biased at a fixed voltage (at low frequencies) 

and suppose that the junctions undergo a critical current change: 

Iol --> lot + ~lot and Io2 --> Io2 + &Io2 · 

The current . I which flows through the SQUID will thus change. The 

diaensionless current through the SQUID will go fro• i(v,t,fj,cx,fjc,···> 

to i(v+AV,t,fj+&fj,cx+Acx,fjcHfjc,···>· To first order, the change in i is 

just: 

variations in the di11ensionless paraaeters can be reexpressed as 

variations in the physical paraaeters I01 and I0 2 by using the chain 

rule: 

&i = [ ~ 
.ti 01 av 

+ + + 



+ + 
clOt 

eli l - Uo2 
clOt . 

+ 

(5.9) 

(5.10) 

Where, for convenience, I define a0 and b0 such that the above relation 

holds. 

Now fluctuations in I01 and I02 will produce a change in the current 

I. Since I = 10 · i, the fluctuation in I will just be: 

The resulting power spectrua is then: 

sr = (i/2 + Ioao)2·sro1 + (i/2 + Iobo)2·sro2 + 

+ 2(1/2 + I0a0 )(i/2 + I0b0 )·S112 

(5.12) 

where: s 101 is the power spectrua of the critical current fluctuations 

in junction 1, Sro2 is the power spectrUil of the critical current 

fluctuations in junction 2. Su2 is the correlation power spectrum 

between the critical current fluctuations in the two junctions. 

Eq. 5.12 is co•plicated to evaluate because of the 11any partials 

that occur in the a0 and b0 teras. But most of the partials can be 

evaluated exactly by using the definitions in Appendix A of Chapter 4: 

av -v av -v ai R 
= .. = 

•lot 21 0 aio2 210 
a(J 

= fl clfl 
= fl -

•Iol 210 •Io2 210 
8 flc flc 8 flc _ - - flc 

aiol 210 aio2 21 0 
clOt -oc 1 clOt -Ot 1 

= = + 

•Iol 210 210 •Io2 21 0 210 
(5.13) 
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Equation 5.12 is too general to be of much use. Accordingly, I now 

consider three cases: (a) only one junction fluctuates, (b) both 

junctions fluctuate sya•etrically, and (c) both junctions fluctuate 

independently. 

(a) For the case where only one of the junction fluctuates, I will 

suppose without loss of generality that it is junction l. In this case: 

Sro2 = Su2 = o (5.14) 

Equation 5.8 then reduces to: 

(5.15) 

Substituting for A by using the partials in 5.13, and neglecting ai/a~c· 

one finds: 

1 [ Sr • 
4 . 

-R at at ]
2 

i + - v + fl - ( 1+«) .· S1o1 
Ro a{l acx 

(5.16) 

In the liait « a 0 and v m 0, Eq. 5.15 reduces to: 

(5.17) 

Since •i/acx changes sign as a function of t, the •agnitude of the noise 

will depend upon •· At certain +, the three ter•s in brackets will add 

together to produce a large effect, while at other points they will tend 

to cance 1 . When i ·is a aaxi•u• both •1 I a ex and a i I a~ vanish, and the 

noise is si•ply: 

in the low voltage liait. 

This case is of so•e interest because one occasionally finds 

junctions that are auch noisier than usual. The presence of an unusually 



noisy junction in a SQUID would reveal itself by the difference in the 

noise at ± +0 /4, and 5.8 could serve more generally as a starting point 

for determining the noise due to each junction individually. In 

addition, so•e junctions display Lorentzians. These are peculiar to the 

individual junction, and thus one should .expect to see the shape of the 

noise spectru• change as one varies the flux between ± +0 /4 in SQUIDs 

which are dominated by critical current noise. 

(b) For the case when both junctions fluctuate symmetrically, it is 

simplest to start fro• Eq. 5.11 and take a scale change: 

Iot --> ~rot (5.18) 

now let ~ = 1 + 4~. and the resulting changes in the Ioj are: 

(5.19) 

Substituting into 5 .11, and neglecting fie ter•s one finds after so11e 

rearrange•ent: 

41 = Io[ i + 

[ i + 

-R .ti 
- v +II 
RD •II 

-R 

Ro 
•i 

v +II-
•II 

2 

]. Sio 
(5.20) 

Where Sr0 = I 0 2 S~ is the fluctuation produced in I0 by the fluctuation 

in ~. This expression yields noise at +0 , +o/2, and equal a•ounts of 

noise at ± +0 /4 for a s~etrical SQUID. 

This case is of interest for two reasons. First of all, one would 

expect this type of fluctuation to easily arise. The most common case 

would be if the bath teaperature underwent a fluctuation. Secondly, if a 

SQUID .is biased in a flux locked loop, as was discussed in Chapter 3, 

syaaetrical current fluctuations do not produce noise at the output of 
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the feedback loop. ( 5) Thus, this type of noise is removed by the 

standard electronic modulation technique which was described in Chapter 

3. 

(c) For the case of independent fluctuations in the two junctions. I 

set s112 == 0 in Eq. 5.12. If I suppose that the two junctions are 

equally noisy, then one finds: 

(5.21) 

where: Sio = (S101 + s102 )/4 and I have assumed that SI01 s102 and a = 

0. This expression yields equal amounts of noise at ± +0/4 for a 

sym11etrical SQUID. Also, the noise does not scale with the flux gain 

aila•. For i(•) a maximum, ai/aa and aijap vanish. If in addition v << 

1, then Sr = i 2 ·Sro m Siol + Sro2 

5.9 The Shunt Resistances R1 and R2 

Fluctuations in resistance are not generally known to contribute to 

the 1/f noise in SQUIDs.(&) The resistances Rt and R2 enter into the 

equations of •otion only through the di•ensionless para•eters p, v and 

Pc· These are defined as follows: 

R1 ~ R/(1+p), R2 = R/(1-p), (5.22) 

or: R = 2RtR2/{Rt+R2), p = (Rt+R2}/(R2-Rl). 

A change in R1 or R2 will thus produce a change Ai in the 

di•ensionless current i according to: 

at at 
Ai • -- ARt + -- AR2 (5.23) 

aR1 aR2 

I now apply the chain rule to calculate the partial derivatives: 



= 

= 

.ti .tv + ~ "P + ~ 8 flc 

.tv •Rt .tp •Rt •flc•Rt 

•i ~ + ~ "P + ~ 8 flc 
.tv •R2 ap •R2 •flc•R2 

Most of these partials can be readily evaluated: 

"i R 

av Rn 

.tv 
= 

ap 
= 

8 flc = flcR 

•Rt Rt2 

pR 

Substituting for 

fluctuation in 1 as: 

the 

Ai = [v( l+p)2 + 
2Ro 

+ v( 1-p)2 -

2Ro 

av -vR 
= -·-

-pR 

•flc = flcR 

•R2 R22 

evaluated partials, we can 

•1 (l+p)2(1-p) •i flc(l+p) + 
ap 2R "flc R 

•1 (1-p)2(t+p) ~ flc(l-p) + 
ap 2R 'flc R 

(5.24) 

(5.25) 

thus write the 

].AR 1 + 

]AR2 

(5.26) 

Where c and d are defined such that the equality holds. The 

resulting noise in I is: 

(5.27) 

where SRj is the spectral density of resistance fluctuations in Rj, and 

sa12 is the correlated power spectral density of the resistance 

fluctuations between Rt and R2. 
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I now consider two simple cases: (a) just R1 is fluctuating and (b) 

when both resistances fluctuate symMetrically. 

(a) When just R1 fluctuates, SR2 = SR12 = 0 in Eq. 5.27, and one 

finds: 

(5.28) 

In the limit where p = 0, and neglecting Pc terms, this becomes: 

8i 1 )
2 

-- . SR1 
8p 2R 

(5.29) 

The term 8 i I 8 p seal es roughly as v, so that the overall noise in I 

scales as v2. The term 8i/8p also contributes a flux dependence to the 

noise, so that the noise at +0 /4 is different from that at -+0 /4 even 

for a sy1111etrical SQUID. Thus, this case will not produce a flux-like 

noise. 

(b) Secondly I consider the case where R1 and R2 are fluctuating 

sy .. etrically. This could arise from say a change in the bath 

temperature. Such a fluctuation represents a scale change in resistance, 

and thus we expect the antisyametric para•eters will remain unchanged. 

It is easiest to start fro• Eq. 5.26 and take: 

(5.30) 

where ~ = 1 + A~ is a number. The resulting changes in the Rj are: 

(5.31) 

Substituting into Eq. 5.26 one finds: 

(5.32) 

The •ost important properties of this expression are that it scales like 

v2 and is not proportional to the flux gain 8i/8t. 
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5.10 The Parameters L1, L2 and M 

The inductances L1, L2, and M only enter into the equations of 

motion through the parameters fl and .,. The inductance L of the SQUID 

loop is just:(1) 

(5.33) 

A fluctuation in L1, L2, and M will thus produce a fluctuation ~i in the 

current i given by: · 

(5.34) 

All of the partials except atjap can be evaluated exactly. The easy ones 

are: 

ap 
= 

at L 

1 

L 
= -

1 

L 

+ ., 

L 

(5.35) 

2., 

L 

and in the s•all., li•it where most SQUIDs operate (see section 5.5): 

-"' ---
4 a• (5.36) 

I now will consider three cases: (a) where just M fluctuates, (b) 

where L1 , L2 , and M fluctuate symmetrically, and (c) I will also remark 

on an associated problem: when fluctuations occur in L, they may also 
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cause fluctuations in +. 

(a) Fluctuations in M are not known to contribute to the excess noise 

in SQUIDs. The reason is undoubtedly because M is set by the geoaetry of 

the SQUID and by the permeability of the surrounding medium. At low 

teaperatures, for typical materials. both should be highly constant. 

It is easiest to start from Eq. 5.34, and set AL1 = AL2 = 0: 

u = [- at 2fJ at 2'7 
].AM -- --

afJ L a, L 
(5.37) 

sx 12 [ 
at 2fJ at 2'7 ]~ 

0 -- + -- M 
afJ L a, L . 

(5.38) 

Where SM is the spectral density of fluctuations in M. For the small " 

limit, where most SQUIDs are operated, the expression reduces to: 

2 [ a i 2fJ 1 2 

sr = Io -- -- ~M 
. afJ L 

(5.39) 

For fixed t, when i is ·a maximum, aifafJ is zero, while when i is a 

11ini•u•. aifafJ is a maximu•. Thus the noise does not scale with the flux 

gain, and hence will not appear as a flux-like noise. 

(b) For the case of symaetric fluctuations in L1, L2, and M, let: 

AM = MA" (5.40) 

where '" is a s11all nu•ber. Upon substitution into Eq. 5.31 one finds: 

(5.41) 

and thus: 

(5.42) 

The most i•portant properties of this noise are that it does not scale 

with flux gain aifa•. and it depends upon the fJ of the device. 
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(c) Now there is an iaportant coaplication that must be considered 

in a real SQUID. Changes in the inductance may be accomplished by 

changing the size of the SQUID. Experimentally, we expect that a change 

in the size of the SQUID will cause a change in the flux. This is 

because flux is ordinarily generated by applying a magnetic field B to 

the SQUID, and the flux is given by the dot product of this field with 

the the SQUID area. The noise at the SQUID output is then simply: 

SI = t 0 2(ai/•+)2·s2·SA/t0 2 (5.43) 

where SA is the spectrum of the area fluctuations. The inductance L 

scales roughly with the square root of the area of the SQUID. I can 

write this. as L = 7Al/2, where 7 is a proportionality factor. The noise 

in I thus beco•es: 

(5.44) 

The resulting contribution to the noise from inductance fluctuations 

scales as a flux noise, and depends upon the field at the SQUID, as well 

as the SQUID inductance. For a SYJIIIetric fl=l SQUID at +=0.25, it can be 

shown that the noise produced by this indirect inductance effect will be 

a factor of about 4+2 larger than the noise produced by the direct 

inductance effects calculated in the previous section. Thus, unless the 

. SQUID is very s•all or is cooled in an ultralow magnetic field, the 

indirect effect should do•inate. 

5.11 The Parameters C1 and C2 

Fluctuations in the capacitance are not generally known to produce 

excess noise in the de SQUID. This is undoubtedly because the 

capacitance of •ost SQUIDs is dominated by the parasitic capacitance 
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arising from the thin oxide layer of the Josephson junction. The 

capacitance of each junction is simply: 

C = tA/d (5.45) 

where: 1: is the dielectric constant of the oxide barrier, A is the 

juction area, and d is the junction thickness. For the SQUIDs in this 

thesis, the capacitance is estiaated to be about 0.5 pF, based upon 1: = 

27~: 0 ; A = 4 (~)2, and d = 2 n•. One can generally expect the junction 

area, thickness, and dielectric constant to be constant to a very good 

approximation. However, it is conceivable that the motion of a 

dislocation in the barrier could affect the effective area or distance, 

or could lead to polarizabilty changes. On the otherhand, such 

fluctuations would also produce fluctuations in the critical current of 

the junction, which would generally be expected to aask any associated 

effects produced by the capacitance. 

The junction capacitances c1 and c2 only enter into the equations of 

aotion via the di•ensionless para•eters flc and ~. The situation for 

non-zero t does not see• to have been analyzed in the literature, and I 

have no co .. ents on the effects one would expect. 

I will now consider the case of sy••etric fluctuations in c1 and c2 . 

The antisya•etric para•eters will be unaffected by such a fluctuation. 

The only re•aining paraaeter which includes the capacitance is flc· The 

effect of a fluctuation in capacitance is siaply: 

Ai 
.Ji •flc AC 

at 27ri 0 R2 
AC = .. (5.47a) 

•flc ac •flc •o 

u I0 ·Ai = 
•i 27ri2R2 0 AC (5.47b) 
•flc +o 
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Neglecting •il•flc• the current fluctuations will be scaled by r
0

2R2. 

Thus devices with the sa•e C and Sc will show different levels of noise 

SI depending upon their value of I0 R. 

I have not attempted a detailed evaluation of the quantity •il•flc, 

but I note a few of its properties. First of all, the low temperature 

zero voltage I-+ curves are independent of flc· as was discussed in 

Chapter 4 (provided of course that the device is not hysteretic). In 

addition, for v >> 1, i is independent of flc· One can thus conclude that 

•il•flc --> 0 both as v --> 0 and as v --> •, at least in the low 

temperature small flc limit. 

Unfortunately, •il•flc does not vanish in the region 0 < v < 1 where 

real SQUIDs operate. Near flc = 1, the effect of a s•all change in flc 

becoaes large as the device can change fro• non-hysteretic to 

hysteretic. V.J. de Waal et al.(2) have calculated the effect of finite 

capacitance on the properties of the de SQUID. They have published a 

calculated I-V characteristic for the case fl = l, flc = 1.6, and r 

0.05. The effect of large flc on the I-V are not simple. At + = +0 , the 

pri•ary effect is an increase in the dyna•ic resistance for v < 0.5. The 

curve thereby arrives at the high voltage resistive line at a lower 

current and voltage than it would if the device had flc = 0. At + = +0 /2, 

and + • +0 /4, the I-V develops what appears to be a large, rounded 

current step near v = 0.5, with the current on these branches actually 

exceeding that on the t a 0 branch. In addition Tesche has published an 

analysis of the complicated effects produced by a stray capacitance 

shunting across the SQUID inductor.(7) Experimentally, it is also 

observed that the effect on the I-V for large flc is particularly 

pronounced near steps or resonances in the characteristics. and the 
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effect of changes in flc should be correspondingly large near such 

features. 

To summarize, one expects that capacitance fluctuations should 

produce noise at the output of the SQUID which will depend upon both the 

flux and the voltage bias. The effects should be largest in devices with 

large flc· should be most pro•inent around v = 0.5 and in devices with 

structure. 
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Chapter 6: Critical Current Noise in Nb-Al20a-Nb Junctions(!) 

6.1 Introduction 

This Chapter is concerned with excess noise which arises from 

fluctuations in the critical current of a Josephson junction. Such noise 

has been known for at least the last 10 years, and the cause has been 

debated for most of this time. AI though understanding has come slowly, 

the basic underlying aechanisa which produces this excess noise is now 

generally agreed upon. The detailed microphysics, however, has still not 

been entirely resolved, and much remains to be understood both 

theoretically and experimentally. 

As will be discussed in the next section, the fluctuations in 

critical current are the result of microscopic physical processes within 

the junction barrier. One should thus expect that barriers which are 

prepared differently or are made of different materials should generally 

show different aaounts of noise. From the experiaental point of view, 

perhaps the most important question that has not been answered is: what 

junction aaterials or preparation techniques will yield the lowest 1/f 

noise? This work was part of an atteapt to address this question fro• 

the practical end. We wished to determine the noise level in a very 

proaising system, Nb-Al203-Nb junctions, and coapare them with our 

conventional Nb-NbOx-Pbin junctions. 

6.2 The Basic Picture: Trapped Charge 

The basic physical mechanisa which produces critical current 
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fluctuations has been known for some time, and has similarities to the 

model proposed by McWhorter in 1959 to explain 1/f noise in 

semiconductors. ( 2) Although there are many di.fferences, both mechanisms 

concern the random trapping and release of charges from defect states or 

"traps". While experimental support for McWhorter's model came in 

quickly, this has not been the case for the noise in tunnel junctions. 

Only in the last few years has it received extensive experimental 

support. This experimental work has largely been pursued by C.T. Rogers 

and R. Buhrman at Cornell University. (3-5) 

The scenario for a cri teal current fluctuation is as follows. 

Consider two metals seperated by a thin insulating layer, see Fig. 6.1. 

Since the insulating layer is an insulator, there will be present a 

potential energy barrier which will prevent electrons from freely 

passing from one metal to the other. Electrons can pass from one side of 

the barrier to the other if they have enough energy or, if the barrier 

is thin and low, by quantum mechanical tunnelling. The height_ of the 

bal'rier and its thickness will control the current flowing through the 

barrier. 

For the junctions we will be discussing, the barrier height is of 

order 1 volt, the thickness is of order 1 nm, and the temperature is 

typically 4.2 K or less. In this case, the dominant pathway is quantum 

mechanical tunnelling. In addition, for the case we will be considering, 

both metals are superconducting. In this case, the junction can support 

a maximua supercurrent, the critical current I 0 , of:(6) 

I 0 = ~ A ( T) tanh [ A ( T) ] 
~qnn . koT . 

(6.1) 

where: A(T) is the superconducting energy gap at temperature T, q is the 

electronic charge, and Rn is the normal state resistance of the tunnel 
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Fig. 6.1. Schematic of the insulating tunnel barrier between 
two metal electrodes. Rounding of the barrier edge is 
caused by image charge effects. The height of the barrier 
is Vb , the barrier thickness is s, the conduction band in 
the insulator is an energy Vc above the fermi level J.L F" 
The shaded area represents occupied electron states in 
the metal. 
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barrier. 

Rn can be calculated explicitly from the normal state properties of 

the metals and from the barrier height and thickness, provided one makes 

simplifying assumptions. Many treatments have been published of this 

problem.C7-12) Stratton has provided a general expression for the 

current density, j, through a normal junction when one applies a voltage 

v:Cll) 

where: 

(6.2) 

jo = 4nmzq [ nc1kbT ] 
h3c12 · sin(wc1kbT) · 

bt = J2 1/2 as (qVb(x)) dx 
Xt 

Ct = asJ~qVb(X))-l/2dx 
2 Xt 

2(211 >112 
01 = X 

h 
h is Planck's constant, and h ~ h/2n, 

x 1 and x2 are the positions of the classical turning points 

(in units of the barrier thickness s), 

the barrier lies in the y-z plane, •x denotes the mass of the 

electrons in the direction perpendicular to the y-z plane, and 

•z the mass along the parallel direction; we will take these 

to be equal to the free electron mass m. 

We will be concerned only with the low temperature and low voltage 

limit, in which case Eq. 6.2 reduces to: 

(6.3) 

For a uniform junction, the total current through the junction is I 
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jA, where A is the junction area. I can accordingly define the junctions 

normal state resistance as Rn a V/I. From Eq. 6.3 I then find: 

= 
h3cl 

471'mzq2A 
(6.4) 

A fluctuation in the height Vb, or thickness s of the barrier will 

thus cause an exponential change in the critical current of the device. 

From Eqs. 6.4 and 6.1, it is clear that other physical parameters enter 

into the critical current. A fluctuation in the temperature, for 

exa•ple, could also lead to a change in the critical current, because of 

the temperature dependence of A(T). This mechanism was originally 

proposed as an explanation for 1/f noise in Josephson juctions and 

SQUIDs,(13) but it has since been found not to be the dominant 

sourc.e. ( 14) 

The present understanding is rather that it is the barrier height, 

Vb, which is fluctuating. The microphysical mechanism which produces 

this barrier change is the trapping or release of charges from defect 

states in the insulating barrier. For example, the presence of an 

additional negative charge in the insulator raises the barrier height 

because of coulo11b repulsion between the trapped charge and the 

tunnelling electrons. This fluctuation in barrier height is produced 

locally in a s11all region of the barrier, while over 11ost of the 

junction the height is unchanged. The exact shape of the barrier is 

co11plicated by image charge effects from the two neighboring metal 

surfaces. Schmidlin (12) has calculated the resulting potential energy 

barrier due to point charges, and generalized Eq. 6. 3 to take into 

account nonunifor11ity of the resulting barrier. Interpreting his results 

in the present context, he found that a positive charge in the barrier 

would produce a change in the critical current, AI, given by:(12) 
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&I = 10 4n~tas2g(a) 
A 

.· 

(6.5) 

where a is the position of the charge within the barrier in units of the 

barrier thickness s, and where: 

~t = 
cxq2z 

(6.6) 

Z is the strength of the point charge in the barrier 

g(a) is a complicated function,(12) which is nevertheless close to 

unity for our conditions 

Eq. 6.5 is valid provided ~t « 1. For larger ~t the problem must be 

solved numerically. For a Z of 1, and typical parameters for Al 2o3 , 

Schmidlin(12) has calculated ~t m 0.7. Thus, one cannot use this 

expression for a •ultiply charged trap in Al203. We must not rule out 

the possibility that a trap may be multiply charged, and in fact this 

seeas to be co .. on experimentally. Schmidlin has calculated the case of 

a doubly charged pos.itive trap in Al203 and finds a maximum change in 

the critical current about 9 times larger than that of the singly 

charged trap.(12) It should also be noted that Schmidlin's analysis has 

left out the effect of electric field penetration into the Al metal 

electrodes, and that a nWiber of other simplifying approximations have 

been made in the analysis. 

Although the idea is physically incorrect, it is sometimes useful to 

treat the change in critical current as if it were due to a change in 

the area of the junction, caused say by the local raising of the barrier 

height (see Fig. 6.2). The equivalent area fluctuation is then: 

Supposing that this area is a s•all circular region, one finds an 
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Fig. 6.2. Point charges in an insulating barrier 
produce regions where the tunnelling current 
density is reduced to zero because of coulomb 
repulsion. 
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effective trap radius rt given by: 

rt = 2s(Ptag(a))1/2 

in the small Pt limit. 

(6.8) 

Now, if the charge were always present in the barrier, the change in 

critical current would be permanent, and no noise would be seen. If, 

however, the charge randomly enters and leaves the barrier because of 

thermal excitation, then the critical current of the junction will 

randomly fluctuate. This will be possible if the free energy barrier for 

charge transfer is not too much larger than kgT, then thermal processes 

can empty or fill the trap. The charge trapping state, or trap, will 

then have a characteristic occupation and emptying time according to the 

free energy barrier and the temperature. 

The exact cause of the free energy barrier, and the microphysical 

processes that set the time scale for trapping are still subjects of 

study. Rogers and Burhman have argued that the charges are due to ionic 

polarization of the medium arising from ionic reconfiguration in the. 

barrier, rather than the occupation of defect states by electrons. (4) 

They have furtheraore argued that the trapping times at low temperatures 

,are determined by quantua aechanical tunnelling of the ato111s between two 

ionic configuration. A different interpretaion is that the charges are 

due to the presence of electrons in the barrier. The distinction between 

these two scenarios is not essential for understanding our experimental 

results, and we do not have any convincing arguments either for or 

against Rogers and Buhrman's proposal. However, we do not observe 

levelling off of the noise at low temperatures, and hence have found no 

support for atoaic tunnelling (see section 8.4d for similar results in 

the Nb-NbOx-Pbin system). 
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A single trap with a well-defined trapping time will yield a 

Lorentzian in the power spect~um of the fluctuations in ! 0 , as has been 

shown generally by Machlup.(15) The presence of just one trap would lead 

to a two state system, and one would see the c~itical cu~~ent fluctuate 

between just two values, corresponding to the presence and absence of 

the t~apped cha~ge. Just such behavio~ has been obse~ved in small a~ea 

junctions, and is the st~ongest suppo~t fo~ the model.(3-5) In orde~ to 

get 1/f noise from such a mechanism, one must invoke the presence of 

seve~al t~ap states with different time constants. The states then 

produce Lorentzians which add up to produce a 1/f spectrum if the 

distribution of trapping times is co~~ect. 

One important question not addressed by this model is how many 

t~aps one would expect in a given bar~ie~. Little detailed info~•ation 

is known about this. This is undoubtedly because the subject is very 

co•plicated. Pi~st of all, the barrie~s. as they are co .. only grown, 

should be filled with defects. The oxide layer on many Josephson devices 

is g~own by RP plas•a oxidation (see Chapter 1) . Such a p~ocess should 

leave aany dangling bonds because of the occurrence of relatively high 

ene~gy ions in the plas•a. In addition, the thin insulating laye~ must 

•eet with two aetal surfaces at an interface which most likely also 

posseses aany unfilled bonds. The natu~e of the defects will thus depend 

upon the aethod of preparation of the barrier and the aaterials used, as 

well as on the presence of bar~ier contaainants. 

Nonetheless, I can 11ake a few qualtitative comments about what 

•ate~ials might for• good bar~ie~s. Pi~st of all, all othe~ things being 

considered equal, one would expect that a low energy oxidation 

technique, such as ther11al oxidation at ~ooa teaperature, should p~oduce 
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fewer defects than a high energy process, such as RF oxidation. 

Secondly, from Schmidlin's formula, one can see that the presence of a 

trap will produce a current change which scales with I 0 Pts2g(a)/A. Thus 

for two barriers with the sa111e number of traps, the same critical 

current, and the same area, one would expect that the barrier with lower 

K = Pts2g(a) should have the lower noise. Supposing that g(a) = 1 for 

both, and substituting for Pt we can see that: 

K = 7. 39 zs2 [ mx ]l/2 
~: meVb(a) 

(6.9) 

Thus a high thin barrier with a large dieletric constant should produce 

less noise per trap. Now for NbOx: 

& • 27, Vb • 0.2 V, and s • 2.0 nm 

One thus finds KA1/KNb • 0.3, and thus the Al203 barrier should be 

quieter for the same nuaber of traps. 

Beyond these two simple observations, one would have to address the 

detailed che11istry of the insulator-lletal system, in order to determine 

how many traps are produced. Such an analysis is beyond the scope of 

this Chapter, although clearly of relevance. 

I aight mention that there is an alternative way of thinking about 

1/f noise in junctions. Kleinpenning(16) has formulated an approach in 

which the barrier fluctuations are related to a complex dielectric 

function in the insulator. The coaplex ~: produces dissipation in the 

juction and a resistive coaponent to the capacitive impedance. Because 

of Nyquist's relation, this leads to a fluctuation in the barrier 
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height. The model appears to be equivalent to the above point charge 

model at large length scales where one can ignore the presence of 

individual traps and consider only the average trapped charge 

distribution. What makes the model so interesting, assuming it is 

correct, is that the resistive losses in many dielectric materials have 

been measured, and one could presumably use such information to select 

good candidate materials for junction barriers. In addtion, the model 

makes specific predictions about how the 1/f noise should vary with 

temperature, which may turn out to be of relevance for future high Tc 

SQUIDs. 

6.3 The All Nb Junctions: Preparation 

Rowell and co-workers07-20) have de•onstrated that Nb-Ai 2o3-Nb 

Josephson tunnel junctions combine high qual ti ty electrical 

characteristics with excellent long-ter• durability. Furthermore, in 

situ ther•al oxidation of the thin Al fil• produces tunnel barriers with 

predictable tunnelling resistances. A nuaber of other workers, (21-28) 

have confir•ed these results. Thus these "all Nb" junctions are 

attractive candidates for a number of applications, including .computer 

ele•ents, single electron tunnelling aixers, and SQUIDs. However, if 

these junctions are to be used for SQUIDs in low frequency applications, 

it is highly desirable that their critical currents exhibit low levels 

of excess noise at low frequencies. 

B. Savo fabricated both shunted and unshunted junctions for 

measure•ents of noise and subgap leakage, respectively. The junctions 

were in nine groups of 5 on a 50 1111 dia•eter oxidized Si wafer, with 
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nominal areas of 3X3, 6X6, and 11X11 }1812. The configuration of the 

Junctions is shown in Fig. 6.3. The fabrication procedure was as 

follows. First a Au ( 25 wt% Cu) layer was evaporated and lifted off to 

form the resistive shunts. A 240 n• layer of Nb was then sputtered on at 

8 nm/s, and dry etched in a SF602 to form the base electrode. After a 1 

nm Cr layer was deposited to improve adhesion, two successive 200 nm 

thick SiO layers were evaporated to form windows for junctions and the 

resistive shunts. Up to this point, the procedure was exactly the same 

as the one we use to produce Nb-NbOx-Pbln junctions: after this it 

differed. Next, a Nb film was sputtered down to make contact with the 

shunt through a window in the SiO, and lifted off. Then a final 

photoresist layer was patterned for the counterelectrode. The wafer was 

then diced into nine chips, each of which could be processed 

individually to for• the Al 203 barrier and Nb counterelectrode. 

The deposition and oxidation of the Al and the deposition of the Nb 

counterelectrode were carried out without breaking vacuwa in an oil 

diffusion pwaped system with a base pressure of about 0. 7 pTOrr. The 

cha•ber contained two de magnetron sputterguns(29) with 76 mm diaaeter 

planar targets of Al and Nb respectively, and a 25 mm diameter ion mill. 

The chip was rotated in turn to a position 60 •• below each source. We 

cleaned the Nb base electrode using the ion •ill in 1. 9 mTorr of argon 

at 400 V and at a current density of 50 }JA c11-2. The 11illing rate 

(determined in seperate experi•ents) was about 2.5 na 11in-1 and the time 

was about 1. 3 •in. We then sputtered a fil• of Al approximately 5 nm 

thick at 33 nm min-1, and oxidized it for a period of 80 minutes in an 

atmosphere of 60% Ar - 40% o2 at pressures ranging from 1 to 300 Torr. 

This process yielded critical current densities ranging from 30 to 470 A 
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Nb counterelectrode AuCu shunt 

Fig. 6.3. Cross-sectional configuration of junction with shunt. 
Inset shows junction with critical current I oR in series with 
shunt resistor. 
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cm-2 at 4.2 K. As reported by others,C20,22) the critical current 

density varied as approximately the inverse of the pressure. Finally we 

sputtered a 200 nm Nb counterelectrode at 60 nm min-1 with a voltage of 

300 V and a power of 165 W in 8 mTorr of Ar. 

In the case of unshunted junctions, this procedure yielded junctions 

with V11 (2 mV) of up to 18 mV at 4.2 K for the largest junctions.(30) 

The s•allest junctions exhibited lower values of V11 , as has been 

reported by other authors. (24) Significantly higher ion mill current 

and/or higher deposition rates for the counterelectrode gave rise to 

markedly lower values of V11 • 

6.4 Noise Measure11ents 

We 11easured the low frequency noise from four shunted tunnel 

junctions which were 11ade from two chips which were completed 

seperately. We connected each junction in series with a small resistance 

Rx (•uch less than the shunt resistance R), a large inductance, and the 

superconducting input coil of a flux locked de SQUID. The configuration 

is the sa•e as that described in Chapter 2, except that SQUID(1) has 

been replaced by a single resistively shunted junction (see Fig. 2.8). 

At the low frequencies of our measure•ents, the junction was biased at a 

constant voltage, V, which was determined by the current source 

connected across Rx· For v << I0 R, the signal at the output of the SQUID 

electronics was proportional to fluctuations in the critical current 10 . 

The equivalent 1/f noise produced by the SQUID itself was subtracted 

from the total noise at the SQUID output. When refered to the input 

circuit, this noise was 3.5 pA Hz-1/2 at 4.2 K and 1 Hz, and was 
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generally a small contribution to the total noise. 

Table 6.1 lists the measured parameters of the four junctions, 

including their measured areas. Figure 6.4 shows the spectral density of 

the critical current noise, s101/2(f), versus frequency for two of the 

junctions. The noise of junction 1 (9 J.W2) at 4.2 K, shown in Fig. 

6.4(a), is white at frequencies down to about 20Hz, with a feature that 

is approximately Lorentzian extending from this frequency down to about 

0.8 Hz: at lower frequencies Sr 0 scales approximately as 1/f. The 

Lorentzian arises from a switching process associated with two states in 

the barrier;(3-5) this switching process is clearly visible in the time 

trace shown in the inset. Fig. 6.4(b) shows the noise in the same 

Table 6.1. Properties of four junctions: A is the junction area, T is 

the temperature, Sr0 is the spectral density of the critical current 

noise at 1 Hz and a0 is the logarithmic slope of the spectral density. 

A T 

No. K (J.&A) 

1 9.0 4.2 9.6 

1.5 11.4 

2 7.8 4.2 2.6 

3 115. 4.2 48. 

1.4 55. 

4 34. 4.2 11.9 

(*) Lorentzian below 10 Hz. 

srol/2 

(pAHz-112) 

36 

17 

6 

34.5 

50.2 

40.8 

sr 1/2;r 0 0 

11.1 (*) 

4.5 1 

6.6 ~1 

7.7 0.8 

9.8 0.8 

19.8 ~1 
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1o-2o 

1o-21 

-
IN 1o-2Q 
J: 

C\J 
~ --:::::; 1 o:21 
err 
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_1 
~ 
s 0 

Frequency (Hz) 

Fig. 6.4. s10 vs frequency for (a) junction 1 at 4.2 K, 
(b) junction 1 at 1.5 K, and (c) junction 3 at 1.4 K. 
The insets in (a) and (c) show critical current 
fluctuations vs time. 
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junction at 1.5 K. The Lorentzian component has disappeared, and s10 is 

white down to approximately 1 Hz, below which it scales as 1/f. Fig. 

6.4(c) shows the 11easured noise for junction 3 (115 JJ1112) at 1.4 K. There 

is no observable Lorentzian structure associated with a single switching 

process, and the spectral density scales as 1/fO · 8. The time trace 

(inset) reveals several possible switching events associated with at 

least two traps. 

Table 6.1 also lists sr1/2 (1Hz). It should be emphasized that this 

value is not a good estimator of the noise at other frequencies, if, for 

exuple, there is a Lorentzhin in the vicinity of 1 Hz. Since for a 

given density of independent identical traps per unit area one expects 

s 10 to scale as 102/A, we have also listed s101/2 (1 Hz) Al/2;r 0 , where 

A is the area of the junction. At 4.2 K, this quantity varies by a. 

factor of about 3. This variation is hardly surprising given the 

apparently saall nUIIber of traps in each junction. Note that s 101/2 ( 1 

Hz) Al/2;r0 ranges from a value comparable to that typical of our 

Nb-NbOx-Pbln junctions at 4.2 K, 20 pA~/~ Hz1/2, to a value 

substantially lower. 

It is possible to •ake a nuaber of deductions about the switching 

processes in these junctions. If we assuae that the process locally 

reduces the critical current to zero, we can estiaate the effective area 

of the trap fro• the height of the critical current pulse. The effective 

radius of the traps are 13 n•. and 15 n• for juctions 1 and 3 

respectively. This radius is larger than that expected for singly 

charged traps. Froa Eq. 5.24, the expected effective trap radius is 1.1 

na for a singly charged trap, and 3.6 na for a doubly charged trap. Thus 

the observed trap radius is larger than expected for even a doubly 
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charged trap, although only by about a factor of 3 to 4. As the critical 

current change grows rapidly with the charge of the trap,(12) a triply 

charged trap would probably have about this radius. In the case of 

junction 1, the critical current mostly remained in the "low" state with 

brief intervals in the high state. The resulting time trace appeared as 

a sequence of widely spaced pulses. The average pulse interval • was 13, 

63, and 1024 sec at temperatures of 4.2, 3.2, 2.1 K. Since the bias 

voltage V, typically 1.5 pV, is small coapared to kst/e, one can try to 

fit these trapping times to an Arrhenius expression of the form: 

(6.10) 

where: 1/T0 is an attempt frequency and Ea is an activation energy. The 

temperature dependence of T yields Ea ~ (1.8 ± 0.1) mV and 1/•0 ~ (10 ± 

3) sec-1. Both Ea and 1/T0 are much smaller than the values found by 

other workers in NbOx and InOx barriers. (3-5,31-32) The duration of a 

given pulse, that is the time in the high current state, was found to be 

exponentially distributed with a te•perature independent mean of 110 ms. 

It is interesting to note that Ea is only slightly larger than the 

energy gap 4 in the Nb films. If we interpret this in terms of trapped 

electrons in the barrier, then there is a natural explanation. We 

believe that the data shown here can be explained as arising from one of 

several possible processes applicable to the case V << &/e. The simplest 

scenario is as follows (it does not fit the details of what we observe, 

but is the easiest to explain and could obviously be recast to fit the 

data). Suppose that an electron with an energy within k8T of the gap 

edge tunnels into a trap state which also lies at an energy about 4 

above the fermi level. This single electron 11ust be drawn from the 

superconducting quasiparticle population. Since the number of 
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quasiparticles scales as approximately exp( -A/kbT), the rate at which 

the trap fills will have the same temperature dependence. The trap 

empties when the electron tunnels out into an available quasiparticle 

state near the gap edge: For ksT « A, the density of available final 

states is nearly temperature independent, giving rise to a temperature 

independent emptying rate. Thus the temperature dependence of T arises 

from the availability of quasiparticles. This is quite a different 

picture than that appropriate for V >> A/e, where there is a temperature 

independent supply of quaiparticles created by pair breaking. 

Two other observations on junction 1 are worthy of note. First the 

height of the critical current pulse increased proportionately more than 

the total critical current as the temperature was lowered. We have no 

explanation for this pheno•enon. Secondly, after the junction was stored 

at roo• temperature for two weeks, we found that the Lorentzian in Fig. 

6.4a was shifted slightly lower in frequency, by about 30%, but there 

was no other discernible change in its behavior. Thus the traps in Al 2o3 

appear to be 11uch more stable than those observed for exa•ple in InOx 

barriers.C32) 

6.5 Conclusions 

In sumaary, we have fabricated Nb-Al203-Nb Josephson tunnel 

junctions using a process that involves ion milling of the Nb base 

electrode prior to deposition of the Al film. The critical currents of 

the junctions exhibit low levels of excess low-frequency noise, and it 

is possible to observe switching processes associated with individual 

traps in junctions as large as llXll }.1112. The traps appear to be 
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multiply charged, and are characterized by very low activation energies, 

about 1. 8 meV, and very low attempt frequencies, about 10 sec-1. The 

combination of high durability and low levels of 1/f noise makes these 

junctions eminently suitable for use in SQUIDs. It should be emphasized 

however, that the noise properties reported here may depend critically 

upon the details of fabrication; other technologies may yield 

significantly higher or lower noise levels. 
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Chapter 7: High Temperature Flux Noise and Critical Current Noise in 

SQUIDs ( 1) 

7.1 Introduction 

The existence of 1/f noise in SQUIDs causes serious limitations to 

certain types of low-frequency measurements.(2-3) Virtually all of these 

SQUID measurements are currently being 11ade in the 4He temperature 

range. If one attempts to increase the SQUID's sensitivity by reducing L 

and/or C, one typically finds that the 1/f noise energy is increased, 

and the 1/f noise extends to progressively higher frequencies. Thus, the 

development of low noise SQUIDs at low frequencies is largely a study of 

the sources of 1/f noise. 

ThiS Chapter concerns the "high temperature flux noise", which 

occurs in 11any of our de SQUIDs, and how it can be· distinguished from 

critical current fluctuations. By high temperature, I mean here the 

temperature range from 1.2 to 4.2 K. This noise is distinctly different 

from that produced by critical current fluctuations (which was discussed 

in Chapter 6), and is also distinguishable from the low temperature 

excess noise which will be discussed in Chapter 8. The situation has not 

been co•pletely resolved. We still do not know the underlying 

•icro-physical process which produces the high temperature flux noise. 

Never the less, the results I present be low have enabled us to identify 

the material responsible for the noise and have provided two empirical 

techniques for eli•inating or greatly reducing the noise. 

Professor Clarke's group has built and operated many different types 

of de SQUIDs over the years.(4-6) When tested at 4.2 K, these devices 
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have all shown 1/f noise at low frequencies. The origin and nature of 

this noise seems to have been debated continuously since Voss and Clarke 

proposed that the noise arose from critical current fluctuations in the 

Josephson junctions driven by equilibrium temperature fluctuations. (7) 

This turned out generally not to be the case. It was only with the 

publication of results by Koch et al.(8) that the subject was put on a 

firm foundation. They found that in several different thin-film devices 

the 1/f noise was an "apparent flux noise", exhibiting properties that 

were consistent with fluctuations in an external magnetic flux. 

Furthermore, the excess flux noise at 1 Hz, St(1 Hz), was generally of 

the order of to-10 +8 Hz-1. The expected 1/f noise in the critical 

current was too small to account for the 1/f noise observed in these 

SQUIDs. I will reexamine this conclusion below using the results of 

Chapter 5. 

In their study, the authors(8) built a clever flux and current 

modulation biasing system which allowed them to distinguish between 

noise which arose from critical current fluctuations and noise which 

arose from magnetic flux changes. They then tested one of John 

Martinis's type A SQUIDs and found conclusively that the noise was 

caused by a fluctuating flux rather than a fluctuating critical current. 

The level of 1/f noise was known in the groups earlier SQUIDs, but its 

nature was not. They noticed, however, that the level of 1/f noise in 

the type A SQUID was very comparable to the level seen in all the other 

SQUIDs tested until then. They further noted that the level of 1/f noise 

in these SQUIDs was generally higher than might be expected from 

critical current noise. They then concluded that the excess 1/f noise in 

these de SQUIDs was due to a unknown source of flux noise. 
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The developments I will report here show this conclusion to be 

generally incorrect for other SQUIDs. Although the type A SQUIDs do show 

1/f flux noise, this is not true for many other SQUIDs. It should be 

noted that several other groups had earlier found that their devices 

were dominated by critical current noise, or had substantially smaller 

levels of 1/f noise. (9-10) On the whole, from the work of Rogers and 

Burhman,(ll) and Celasco et a1.,(12) critical current noise was to be 

expected and the flux noise stood out as a very strange and unexplained 

anomaly. 

One factor which made the flux noise especially puzzling was that it 

did not seem to depend upon the type of SQUID or the materials used, and 

yet the noise was produced by the SQUID. This turned out to be an 

illusion. The production by other groups of SQUIDs which did not show 

appreciable flux noise, clearly deaonstrated that the flux noise did 

depend upon the details of construction. 

My investigation of the high temperature flux noise proceeded as a 

parasitic or secondary experiment. I was mostly interested in 

understanding the puzzling behavior of the low temperature excess noise 

(Chapter 8), and on the side I collected data on the excess noise at 

high teaperatures. This necessarily aakes the results on the high 

te11perature flux noise soaewhat scattered and incomplete. The results 

occurred in three stages: the magnetometer, the Pb based SQUIDs, and the 

new Nb based SQUIDs. 

One reason for my continuing interest in the high temperature flux 

noise is that, in many ways, it is similar to the low temperature excess 

noise. As wi 11 be discussed in Chapter 8, the low temperature excess 

noise is also a flux noise which displays an independence of device type 
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and construction that is very hard to understand. It is possible that 

the underlying mechanisms, both of which are unknown, may be similar. 

This gives the high temperature flux noise the status of a model test 

system which is better known and more open to investigation. In 

addition, it has recently been found that the "high T " c material 

YBa2cu3o7 can display large amounts of 1/f flux noise.03) The potential 

importance of this material will undoubtedly spur more research into the 

cause of excess flux noise in SQUIDs. 

7.2 The Magnetometer 

As was noted briefly in Chapter 3, the magnetometer showed the same 

level of 1/f noise as a bare type A SQUID. Fig. 3.5 shows a clear 1/f 

spectrum with Stl/2(f)(1Hz) ~ 14 pt0 Hz-1/2. This level is identical to 

that which we co-only find in our Nb type A SQUIDs without a pickup 

coil.(6) This de•onstrated unequivocally that the noise was not due to a 

fluctuating external •agnetic field. 

To see this more clearly, consider the flux change, ot, produced in 

a SQUID with a pick-up coil, when the SQUID is placed in a fluctuating 

aagnetic field. Fro• Eq. 3.1, we can write: 

where: 68 is the applied magnetic field, 

Ap is the area of the pickup loop 

Lp is the inductance of the pick-up loop 

Li is the inductance of the input coil 

( 3.1) 

Mi is the autual inductance between the SQUID and the input coil. 

On the otherhand, for a SQUID without an input coil, the flux produced 
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in the SQUID is just: 

6+ = 6B·As ( 7.1) 

where As is the effective pickup area of the SQUID (see Chapter 3). The 

ratio between the flux produced in a SQUID with a pickup coil to that 

produced in a bare SQUID is approximately: 

(7.2) 

For the magnetometer of Chapter 3, this ratio was found to be about 9. 

Thus for a given external field change 68, the magnetometer should 

produce a response which is nine times larger than that from a bare 

SQUID. The fact that the noise is unchanged by the addition of a pick~up 

loop (to within about 10%) means that the noise cannot be due to a 

uniform magnetic field change. 

This null result does not exclude the possibility of local sources 

of magnetic field. If a source were so close to the SQUID that its field 

were not uniform over the area of the magnetometer loop, then the signal 

in the SQUID would not scale with the loop area, Ap. 

In addition it does not rule out a source which generates a fixed 

amount of flux noise per superconducting loop. Koch et al.(8) found that 

the noise in the SQUID did not seem to depend upon on the size of the 

SQUID. One might then speculate that for any loop, one gets a certain 

amount of flux noise. In fact this would be very difficult to observe 

with the magneto•eter. Suppose that there occured a small flux change, 

6+, in the pick-up loop. This would induce a flux change in the SQUID 

6+s = 6tMi/(Li+Lp) ~ 6+/25, for the magnetometer of Chapter 3. This is 

much s•aller than the flux change 6+ that one would expect from the 

superconducting SQUID loop itsef, and hence would be difficult to 

detect. 
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There was one additional fact to note about the magnetometer. The 

closed superconducting pickup loop was tightly coupled to the SQUID, and 

thus caused a corresponding reduction of the SQUID's inductance. We can 

estimate the screened inductance L' of the SQUID as follows:(14) 

L' = L(l-ae2) (7.3) 

where ae is the equivalent coupling constant: 

a 2 = a2 L·/(L· + L ) = 0 64 e 1 1 p · (7.4) 

For the magnetometer: a2=o.75, Li=120 nH, and Lp=4o nH. One thus 

expects: 

L' = 0.44 L. (7.5) 

The SQUID should have shown a substantial reduction in its inductance. 

Unfortunately, we did not check for this experimentally. Nevertheless, 

the existance of such effects is well-known (15). We can conclude then 

that the level of the 1/f noise also does not depend on the inductance 

of the SQUID. This fact puts a constraint on any models of the 1/f noise 

which attempt to explain it as either critical current noise or as some 

kind of dynamical effect arising from the SQUID equations of motion. 

7.3 The Pb and Pbin SQUIDs 

In the investigation of the low temperature excess noise (see 

Chapter 8), I first tested for material and size dependence. This 

circumstance allowed me to also test the material and size dependence of 

the high temperature 1/f noise. Almost immediately, I found a SQUID type 

with substantially less high temperature 1/f noise. The device was a 

type C with a Pbin SQUID loop (see Chapter 1 for a discussion of the 

different SQUID types). It showed the then reaarkably low flux noise 
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level of about 4 }lt0 Hz-1/2 at 1 Hz and 4.2 K, as compared with 14 

J.&t 0 Hz-1/2 ± 10% for virtually all of the type A SQUIDs. Measurements on 

other type C SQUIDs revealed essentially the same low noise behavior. 

Thus, regardless of the nature or origin of the excess noise, these 

devices were inconsistent with the idea of a constant level of 1/f flux 

noise in all SQUIDs. Results for several C SQUIDs are shown in Fig. 7.1. 

More importantly, further investigation of the C SQUIDs revealed 

that their noise was not a flux noise but rather was dominated by 

critical current fluctuations. This conclusion was based on the results 

of Chapter 5, and three distinct experimental facts: 

1. The observed level of the 1/f noise was in reasonable agreement 

with that expected from typical critical current noise in 

Nb-NbOx-Pbin tunnel junctions. 

2. The level of the 1/f noise was not the same for all the C SQUIDs, 

but rather it tended to scale with the critical current of the 

different SQUIDs. This can be seen directly in Fig. 7.1 where the 

devices with the highest critical currents display the largest 

1/f noise. This is what one would expect for critical current 

noise, if there is a reproducible average number density of 

fluctuating charges in the tunnel barrier. 

3. Finally, and most importantly, the noise was measured at 

different flux bias points and compared with the expected noise 

for a critical current or flux noise. There was nearly the same 

level of noise, SI• at t 0 where there is no flux gain, as at 

t 0 /4 where the flux gain is a maximum. Therefore, the observed 

excess noise cannot be a flux noise. 
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In order to analyze the 1/f noise at different flux bias points, t, 

including places where a[fa+ vanishes, it is best to convert the 

equivalent flux noise to an output current noise Sr. Fig. 7.2 shows the 

result of such an analysis for the excess noise in four type c SQUIDs. 

The experimental data can then be directly compared with the results 

of Chapter 5, to see if they are consistent with critical current noise. 

From the results of Chapter 5, assuming that the junctions are equally 

noisy and the SQUID is symmetric, the noise produced by the critical 

current fluctuations is: 

(5.21) 

where: Sr0 =(Sr 01 + Sr 0 2)/4 = Sr01 /2 , and Srot is the critical current 

noise in each junction. The 1/f noise at the SQUID output should vary 

with the flux because the different partials vary with flux. I can use 

the simulations of Chapter 5 to estimate the partials aijaa, and aifap. 

In order to co11pare 'this expression with the data, I will need the 

factor Sio· The approximate value is known from independent noise 

measurments at +0 taken on my other SQUIDs. This empirically determined 

noise level is about: 

(7.6) 

where A is the area of one of the junctions, and T is the temperature. 

The linear teaperature dependence is usually seen only roughly, and the 

observed critical current noise aagni tude tends to vary substantially 

about this level, due to junction to junction variations. Nonetheless, 

the relation provides a useful estimate for our Nb-NbOx-Pbln junctions, 

and will allow me to compare results at different temperatures. 

Figure 7.3 shows the results of such an analysis. While the 

agreement is qualitatively correct, it is not spectacular. This is 
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undoubtedly due to several factors. First of all, the critical current 

noise undoubtedly varies from one device to the next, and from one 

junction to the next. In fact, this is easily seen to be the major cause 

for the discrepancies. Since the noise at +0 is simply the critical 

current noise, the data at +0 can be compared directly with the 

empirical relation Eq. 7.6. One finds that C3 and C4 are about twice as 

quiet at +0 as would be expected from Eq. 7.6, and this lifts all of the 

points above the line. Secondly, the parameters and partials are only 

approximately known, and variations in the noise between the two 

junctions in any one SQUID make Eq. 5.21 inaccurate. Finally, the noise 

at +0 /4 may not be entirely due to critical current noise. There may 

still exist a small amount of 1/f flux noise in these devices. This is 

especially true at the lower temperature points, as will be seen in 

considerable detail in Chapter 8. 

Unfortunately, the noise-vs-flux technique does not let us 

accurately estimate the residual level of 1/f flux noise in the device 

because of the lack of accurate knowledge about the many parameters 

involved. A better test would have been to use the flux and current 

modulation scheme of Koch~ al .. (8) 

Following these revelations, I looked at the noise in several other 

Pb SQUIDs, as well as in Nb and half Pb half Nb SQUIDs. Most of these 

measureaents were not careful noise-vs-flux evaluations, but rather just 

noting the noise at +0 /4 and possibly +0 . As such they did not allow for 

a check on the noise 11echanism in any detail. Nevertheless, the 

magnitude of the noise showed a remarkable and easily understood 

behavior. Devices with Pb or Pbin based loops generally showed low 

levels of 1/f noise which were consistent with typical critical current 
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fluctuations. On the otherhand, devices with Nb loops showed 1/f noise 

which was too large for expected critical current noise, and was always 

close to 14 ~+0Hz-1/2 , the typical number that occurs in the earlier Nb 

devices, (it should be noted that although the loops were of different 

materials, as discussed in Chapter 1, the junctions were of identical 

Nb-NbOx-Pbin construction). This consistent and remarkable behavior 

allowed us to make the conclusion that the high temperature flux noise 

was being produced in the Nb loop of the SQUID, and not in the Pbln or 

Pb loops. 

7.4 Critique of Koch et al. 

The above results on. Pbin loop SQUIDs would not have been so 

surprising if it had not been for Koch et al. ( 8 ) In particular they 

reported results on three Pb based SQUIDs and found typical .levels of 

1/f noise. A careful look revealed that this was not quite the case. In 

particular, it should be noted that neither the flux-vs-noise nor the 

electronic modulation scheme was used to determine the nature of the 

noise in any of their Pb based SQUIDs. 

The first "Pb based" device (which was called a type C in Koch et 

al., but is quite different from the type C devices in this thesis) had 

been mislableled as having a Pb loop when in fact the loop was Nb.(16) 

Thus, the level of 1/f noise was consistent with that known to exist in 

our other Nb SQUIDs, and there is no conttadiction with my results on 

the Pb bodied SQUIDs. 

The remaining two Pb based devices (which the authors labeled E1 and 

E2). in fact, presented the least convincing case for flux noise of any 
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of their devices.(17) These two devices were the low inductance "quantum 

limited SQUIDs", ( 18) and were made with Pbin-PbOx-Pb junctions. The 

observed level of 1/f noise was 17 p+0 Hz-1/2 for the first device, and 

6. 5 p+0 Hz-1/2 for the second. There were two remarkable things here, 

first of all, the two devices were displaying noise which differed from 

each other by a factor of 7 in the power. Secondly, although the fi~st 

SQUID showed a nearly typical level of 1/f noise, the second was 

considerably quieter than no~mal. Such behavior is inconsistent with a 

constant flux noise source, and quite unlike that seen in the Nb based 

SQUIDs. 

Is it possible that the 1/f noise in these two devices was due to 

critical cu~rent fluctuations? Unfortunately, I do not have independent 

data on critical current noise in Pbin-PbOx-Pb junctions. Ref. 8 does 

present data on the critical current noise in a few junctions of this 

type, although it is not clear how representative the data is. Using 

this, I can construct a possible scenario. The highest level of 1/f 

critical current noise for .the four junctions reported was, at 4.2 K: 

S I 0 / I 0 2 ( 1Hz ) = 4 X 10-11 Hz -1 ( 7 . 7 ) 

for a 6 }JIII2 junction. From Chapter 6, we expect that SI0 A/ I0 2 is 

constant for a given junction type (although it should be noted that no 

such scaling is evident for the junctions of ref. 8, nonetheless, we 

will need to scale the data in some way for the junction at hand, and 

the assu.ption is reasonable). For this junction one finds: 

SI 0 1/2Al/2;J0 m 16 pA ~pA-l Hz-1/2 (7.8) 

The junctions in SQUIDs "E1" and "E2" of ~ef. 8 had an a~ea of 1'f' lllll2. 

The expected critical current noise from each of the junctions should 

then be: 
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(7.9) 

From the results of Chapter 5, assuming that the junctions are 

equally noisy, the noise produced by the critical current fluctuations 

is: 

(5.21) 

Eq. 5.21 gives the output current noise from the SQUID if it were 

voltage biased. The SQUIDs of ref. 8, however, were biased with a 

constant current, and we wish to refer the noise back to the SQUID as a 

flux noise. For the constant current case, the output voltage noise is 

just: 

(7.10) 

where s1 is given above, and R0 is the dynamic resistance of the SQUID 

at the bias point. The flux noise is then just: 

St = R02s1;(aV/at)2 (7.11) 

Combining Eqs. 5.21 and 7.11, one arrives at a final expression for the 

flux noise: 

St =Ro2·s 10{[1 + '(at/a') - v(ai/av)]2 + (at/aa)2}J{aV/at)2, (7.12) 

The known device parameters for device "E1" were: T=4.2 K, I 0 =550J.&A, 

L=l. 9pH, C=O. 3pF. Ajunction=7rJ.1112, avJ at=6. 8 mV/+0 • Ro=4. 7o, R=l. 30. '=1, 

and 'c = 0. 9. The bias current and voltage were not recorded, but a 

reasonable assuaption would be: v=0.25 and i=1.5. The values of •il•fJ 

and atjaa can be estiaated fro• the nu.erical simulations of Chapter 4. 

Assu•ing that the device had a = 0, and ~ = 0, one finds: 

aifa(J ~ 0.18, aijaa ~ 1.25 

Substituting these values into Eq. 7.11 one finds: 

St1/2(1Hz) m 10 pt
0
Hz-1/2 

This is to be compared with the 17 pt0 Hz-1/2 found experimentally. For 
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the case of ref. 8 device "E2", the known device parameters were: 

T=4.2K, ! 0=380~. L=2.5pH, C=0.3pF, Ajunction=wpm2 , av/a+=6.5mV/+0 , 

RD=3.20, R=1.60, P=0.9, and Pc = 0.9. The bias current and voltage were 

not recorded, but a reasonable assumption would again be: v = 0.25 and 

1=1.5. The values of aijap and aijaa can be estimated from the numerical 

simulations of Chapter 4. Assuming that the device had a = o, and ~ = o, 

one again finds: 

aijap = 0.18, ai/aa = 1.25 

Substituting these values into Eq. 7.11 one finds: 

st1/2(1Hz) = 4.7 ~t0Hz-1/2 

This is to be compared with the 6.5 ~+0Hz-1/2 found experimentally. In 

both cases, the estimated flux noise produced by the estimated critical 

current noise is less than a factor of three smaller in the power than 

the observed noise. Therefore, a plausible case can be made that 

critical current noise was in fact the cause of the observed noise. The 

fact that the estiaate correctly predicts that the 1/f noise in "E2" 

should be larger than that in "E1" is also encouraging. 

Although it will never be known for sure what the cause of the 

excess noise was in these particular devices, the preceding critic ism 

demonstrates that the results are not inconsistent with critical current 

noise. More generally, the conclusions of Koch et al.(S) are unwarranted 

for Pb based devices and there is no real disagree•ent with the results 

on my type C SQUIDs. 

7.5 The New Nb SQUIDs 

Dr. Bonaventura Savo's (see Chapter 6) work on Nb-AlOx-Nb junctions 
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had an unexpected fringe benefit. The fabrication system he constructed 

included a new planar de sputtergun for performing the Nb depositions 

(material from this newer sputtergun I will call "new Nb"). This 

provided me with an opportunity to test SQUIDs which had Nb loops 

deposited from an entirely different system. Previously, all of the 

SQUIDs made in the group were made with Nb deposited from the exact same 

cylindrical de sputtergun (material deposited from this original 

sputtergun, I will call "old Nb"). This includes all of the SQUIDs 

tested by Koch et al.,(8) as well as all of the SQUIDs mentioned so far 

in this thesis. 

For this set of tests, I adopted a special SQUID configuration. The 

body of the loop was made of the new Nb while the junctions were 

fabricated with a base layer froa the old Nb. The junctions were made in 

the form of the old Nb-NbOx-Pbin, rather than with new Nb or with Savo's 

all Nb procedure. In this way, I could use junctions with known critical 

current noise behavior, and change only the loop material. The 

configuration employed is shown in Fig. 7.4. The SQUID were simple 

variants of the type A configuration (see Chapter 2). The main 

difference was that a small region where the junctions reside has been 

cut away, and an addi tiona! processing step introduced to allow for 

filling in this small region with a second layer of Nb. The main body 

of the loop was deposited first using Savo's sputtergun. The pressure of 

the Argon sputtering gas was deliberately held to about 1 pm (as 

compared with about 7 pm in the old system). The Nb was then etched in 

an SF6o2 plasma. Next, the AuCu shunts were deposited and lifted off. 

Photoresist was then spun on and patterned for the additional step. The 

pattern left two small holes through the resist which defined where the 
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old Nb would be deposited (see Fig. 7.4). The new Nb surface in this 

small region was then cleaned using an ion mill, and the old Nb 

sputtered down. The milling was necessary to ensure good contact between 

the two Nb layers, and between the old Nb and the resistive shunt. The 

final pattern for the old Nb was then defined by lift-off, and the 

remainder of the steps proceeded as in Chapter 2. 

I built three modified type A SQUIDs using the new Nb: A6, A7, and 

A8. The results for the excess noise magnitude at 1 Hz are summarized in 

Table 7.1. It is to be admitted that the noise is not as low as in the 

case of the Pb based loops, and is at best only about a factor of 2 

smaller in the rms than the old Nb SQUIDs. However, this seems to be 

almost entirely due to a larger than usual level of critical current 

noise. as can be seen by the higher than expected level of excess noise 

when there is no flux gain ( +0 or +0 /2). The . flux dependence of the 

excess noise has one interesting characteristic. There is generally a 

large difference in the noise at +0 /4 and 3+0 /4. This difference is 

noticeable whether the noise is expressed as a flux or a current noise. 

Such a situation could not arise for a constant flux noise source. On 

the otherhand, if one of the junctions has more critical current noise 

than the other, than as was discussed in Chapter 5, one should expect to 

see different levels of excess noise at ± +0 /4. This difference then is 

probably just a consequence of the variation in critical current noise 

fro• one junction to the next. A second interesting aspect of this is 

that in device A8, a Lorentzian was visible in the noise spectrum. The 

knee frequency was around 10 Hz. The Lorentzian was most visible when 

the device was biased at +0 /4, and was clearly visible at +0 and +0 /2. 

On the otherhand, it was not visible at 3+o/4, and this fact accounts 
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for the lower level of excess noise at 3+0 /4. This is the pattern one 

would expect to see if one of the junctions is noisier than the other 

(see Chapter 5), and is strong evidence that the Lorentzian is being 

Table 7.1 Excess noise at 1Hz and 4.2K, in three new Nb type A SQUIDs. 

s 11/2 is the excess output current noise at 1Hz for the data (exp) and 

theory (thr) in units of pAHz-1/2, and s+1/2 is the excess equivalent 

flux noise at 1Hz in units of ~+0Hz-1/2. 

SQUID {J i v R/Ro 

A6 0.31 -0.18 2.42 0.34 1.4 0 

1.68 0.38 1.45 0.63 

1.8 0.38 1.45 -0.51 

1.16 0.4 2 0 

A7 3.66 -0.25 2.03 0.07 0.68 0 

1.9 0.07 0.92 1.5 

1.9 0.07 0.92 -1.6 

1. 72 0.07 1.55 0 

A8 0.80 0.11 2.24 0.27 0.97 0 

1.55 0.28 1.46 -1.2 

1. 65 0.28 1.46 0.97 

2.12 0.59 1.62 0.97 

1. 34 0.29 2 0 

0 0 

0.23 0.25 7.2 

0.23 0.75 5.7 

1.3 0.5 

0 0 

0.02 0.29 9.6 

0.02 0.72 22. 

0.1 0.5 

0 0 

0.2 0.25 14.6 

0.2 0.75 7.33 

0.2 0.75 7.7 

0.63 0.75 

srl/2 

exp thr 

24 10 

16 6.6 

22 6.9 

6.5 3.9 

95. 120. 

66. 148. 

160. 150. 

88. 120. 

48. 27. 

66. 26. 

37. 23. 

31. 22. 

39. 17. 
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produced by critical current fluctuatf.ons in just one of the junctions. 

From this data, one can place a limit on the amount of excess flux 

noise that may still be present in the SQUIDs. The most favorable case 

is A6, for which one finds that the residual 1/f flux noise can be no 

more than 5 ~+0Hz-1/2. This is nearly an order of magnitude lower in the 

power than SQUIDs made with the old Nb. 

It is natural to wonder what in the sputtering is responsible for 

producing the excess noise and what is the key difference between the 

two systems. I have not done a systematic study of this, and so I do not 

know the answer. There seem to be two distinct possibilities. First of 

all, the two sputtering systems may be generating different purity Nb 

films, and this somehow affects the source of the 1/f noise. However, 

the residual resistivity ratios were about the same for the two systems: 

R(300K)/R(10K) • 4 to 5, so it would have to be a secondary contaminant. 

Secondly, the microcrystalline structure of the Nb ·films may be 

different because of the different sputtering conditions. In particular, 

I operated Savo's sputtering system at the relatively low pressure of 1 

~. while the old systea operated at about 7 pm. It is interesting to 

note that the microcrystalline structure of many sputtered thin-films is 

a sensitive function of the pressure in this range, the substrate 

temperature, and of the details of the sputtering configuration. (19) 

Different micro- rystalline structure could affect the 1/f noise if it 

is being produced by the motion of flux vortices in the film, for this 

would lead to different flux pinning properties. 
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7.6 Conclusions 

In conclusion, the high temperature flux noise, which has been seen 

in the Berkeley SQUIDs for many years, is directly associated with the 

sputtered Nb body. SQUIDs constructed from a second Nb sputter system 

show less 1/f noise. SQUIDs constructed with Pb or Pbin bodies do not 

show detectable levels of 1/f flux noise, and are dominated by critical 

current noise in the junctions. Despite knowing the source's location 

and noise spectra, the exact microphysical mechanism which produces this 

noise is still not understood. 

As a final remark, I note that it is generally possible to minimize 

the effects of critical current noise. First of all, the electronic 

11odulation technique of Koch et al. (8) largely eliminates this noise. 

Unfortunately, the scheme is a considerable complication. For very low 

frequency applications, however, this is undoubtedly the best approach. 

Secondly, by a proper choice of SQUID parameters, one can minimize the 

equivalent flux noise produced by critical current noise. It is easy to 

see from Eq. 5.21 that a large p SQUID will show more equivalent flux 

noise than a small p SQUID. Thus it is desirable to make p small for low 

1/f noise. In the limit p --> 0 the equivalent flux noise produced by 

critical current noise approaches a limit. In this limit, one finds for 

« = o, ~ = o, v = o. and + = +0 /4 

i = 1.414, ai/at = 2~I 0 (.707)/+0 , p·aijap = 0, 

The noise at the SQUID output is then, assuming equally noisy junctions: 

SI = Sloli2/2 Slol 

I can now substitute Stol = ai 0 2/A, where A is the area of the junction, 

and a =- 20 pA )JII JJA-1 Hz-1/2 @ 1Hz is the typical 1/f noise in our 
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junctions. If the noise is reexpressed as an equivalent flux noise in 

the SQUID. one finds: 

St = SI/(ai/at)2 = at02/(A2~2) (7.13) 

For a 4 pm2 Nb-NbOx-Pbin junction at 4.2 K one finds that this small p 

limit corresponds to: St 111 2.2 p.t0 Hz-ll2. Finally, from this formula it 

is clear that one can also decrease the effect of the critical current 

noise by going to larger area junctions. It should be noted that one 

generally attempts to make A is small as possible to decrease the 

junction capacitance, and thereby improve the SQUID sensitivity. Because 

of the critical current noise's inverse dependence upon the junction 

area A, however. we can see that it is undesirable to go to small area 

junctions for low frequency applications. Of course, if the junction is 

11ade so s11all that it contains no trapped charge sites, then it wi 11 be 

quiet. 
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Chapter 8: Low Temperature Excess Noise in the de SQUID (1),(2) 

8.1 Introduction 

In certain applications one requires amplifiers with very low 

noise at low frequencies. An outstanding example is the cryogenic Weber 

bar antenna(3) for detecting gravity waves, for which one would like to 

have quantum limited behavior at 1 kHz. These requirements have prompted 

us to study the effects of reducing the temperature of the SQUID as a 

means of improving its sensitivity. Unfortunately, when the SQUIDs are 

cooled below 1 K, we often find a large increase in the amount of excess 

noise. The properties of this noise. which I will call the low 

temperature excess noise, and the investigation of its cause is the 

subject of this chapter. This noise remains as the most important source 

of noise in our SQUIDs at temperatures below 100 mK and frequencies 

below 3 kHz. As such, an understanding of its cause is of importance for 

future gravity wave detectors. I have accordingly gone into considerable 

detail about possible sources which I have investigated so far. 

Using the thin-film technology described in Chapter 1, I have 

fabricated a variety of planar de SQUIDs configurations, and tested 22 

individual SQUIDs on the refrigerator. The junctions were nominally 2x2 

pm2 Nb-NbOx-Pbin or Nb-NbOx-Pb tunnel junctions, with sizes ranging from 

1Xl to 2X3. The resistive shunts were 30-35 nm thick AuCu films. This 

alloy was chosen because it remains normal down to at least 18 mK, 

because it does not oxidize under atmospheric conditions, and because of 

our previous experience in the 4He temperature range. We measured the 

characteristics and noise of each SQUID(l) using a second de SQUID(2) in 
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a flux-locked loop as shown in Fig. 2.8, and as was described in detail 

in Chapter 2. 

As an example, Fig. 8.1 shows the flux noise spectrum in SQUID F1 at 

140 mK with + = +o/4. Along the x-axis I have plotted the frequency in 

Hz. and along the y-axis I have plotted the root mean square of the 

equivalent flux noise spectral density in SQUID( 1). The spectrum is 

smooth except for a few sharp lines. These lines are not of interest; 

those at multiples of 60 Hz are due to powerline interference, while the 

band near 2500 Hz appears to be due to vibrations. Accordingly, I will 

exclude thes~ sharp lines from further consideration. On the ~therhand, 

the smooth background is not so easily understood. The spectrum is 

manifestly non-white; at low frequencies there is much more noise than 

at high frequencies. At frequencies f>10 kHz the spectrum begins to 

flatten and eventually begins to increase again. This increase in the 

noise at high frequencies is spurious and is due to a rapid increase in 

the noise and closed loop gain of the SQUID(2) measuring system as the 

IGI=l freqency is approached (see Chapter 3). As a result, I will 

generally exclude frequencies above 10 kHz from further consideration. 

The remaining smooth noise power spectrum can be fit to a function 

of the form: 

s.(f) = (ao2 + bo2;fa) 

where f is the frequency, and a0 , b0 and a are determined by the fit. 

This functional form represents the uncorrelated sum of white noise and 

an excess 1/fa type noise power spectrum. For the data of Fig. 8.1. a 

fit for frequencies between 10 Hz and 10kHz yields: a0 = 0.55 ~+0Hz- 1 1 2 . 

b0 = 7.4~+0Hz-1!2Hza/2, and a= 0.65. 

The important point about this plot is that there is excess 1/fa 
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noise and it is large compared to the white noise even at a frequency of 

1 kHz. I will call this noise the "low temperature excess noise". This 

plot is very typical, plots for all of the other SQUIDs would show only 

qualitatively small differences in slope and magnitude of the excess 

noise. Figs. 8.2 through 8.5, show additional flux noise spectra from 4 

other SQUIDs, with the temperatures and the operating points listed in 

the figure captions. Table 8.1 lists the parameters of the fit for these 

five SQUID. The excess noise in each case scales as 1/fa. and at 1 kHz 

it exceeds the white noise level. 

It should be emphasized to begin with that we do not have any 

theoretical model which describes where this low temperature excess 

noise is coming fro.m. Our experimental efforts have accordingly been 

directed along three distinct paths. Firstly, we would like to learn the 

properties of the noise, for example. how it depends upon temperature. 

Table 8.1. Low temperature noise parameters in five SQUIDs which were 

biased near +=+0 /4. 

SQUID T 

(mK) 

Fl 140 

E2 130 

Kl 35 

~1 23 

M2 25 

... H -1/2 ,.. 0 z 

0.55 

0.37 

0.67 

0.52 

0.44 

7.4 0.65 

5.7 0.58 

11.0 0.78 

17.5 0.95 

14.9 0.94 

241 



~ 

!:::! ... 
I~ 

f!P 
:::1. .__, 

Q .__, 

!:::! e 
... (/) 

100 

1 0 

I ....... 

1 

····~---.~-.. . ; 
.. . ·~ ....... ~,~ . .. :· 

.. -~'·-"~-. .____ ... . - ---
~··- ..... ..,. 

0.1~----------~----------~----------~----------~----------~--~ 

10-1 100 
I 

10 
2 

lO 

Frequency (Hz) 

3 
10 

4 
10 

Fig. 8.2 Equivalent Flux noise spectrum from SQUID E2 (5-18-86): at T =130 mK, V = 10 J.!V, <I>= 0.25. 

N 
~ 
N 



·1 00 T T I T T 

,--.., 
10 1- ... 

s ··. 
'::C 
eo 
:::1. 
"-' 

c 
"-" 

~ e 1 1-
-U) 

-
•• .. ··•.r • ._ • ' • • 

~~,~-- . . . 
----~.,..,.,., ~- -

-:- -~ ~ .. .. . -- .. - . -·· ..-. • .. :A.rs ..... -:..-...._~ 

0.11 I I I I I I 

10-1 100 
1 

10 
2 

10 

Frequency (Hz) 

3 
10 

4 
10 

Fig. 8.3 Equivalent Flux noise spectrum from SQUID K1 (8-14-86): at T = 35 mK, V = 0.9 J.!V, <I>= 0.25. 

N 

~. 



1 oo I I I I I I I 

-······: ... ,..._.,.......,."'-- . . . 

-~~-......... ~ 
. . . . -

~. . • .,. .... • 0 

·• '•:,r.(,i..;.. • • • • 
~~ .. •. --. .. :.__~ ~ ~,.,. 

.,....., .. o ..........,-·.- ~ -·· r 

0.11 I I I I I I 

10-1 100 
1 

10 to
2 

Frequency (Hz) 

3 
lO 

4 
lO 

Fig. 8.4 Equivalent Flux noise spectrum from SQUID M1 (11-3-87): at T = 23 mK, V = 0.9 j.tV, <1> = 0.25. 

1\) 
~ 
~ 



,.-.... 

~ -I~ 
e.o 
~ 

c 
'-' 

~ e 
-(/) 

100 I I I I I 

···-............ ~ .. 
'·~--.,""", -. ' 

.... ,~-- . 
. . ~ .... _.._....,-:-,.~ 

10 ..._ 

1 ..._ 

-

0.11 I I I I I I 

10-1 to0 I 
10 

2 
10 

Frequency (Hz) 

3 
10 

4 
10 

Fig. 8.5 Equivalent Flux noise spectrum from SQUID M2 (5-8-88): at T = 25 mK, V = 2 J.!V, <1>= 0.25. 

1\) 
~ 
(11 



We would also like to know whether the noise depends upon any particular 

SQUID parameter, such as the SQUID inductance, or bias. The point is 

that not all noise sources produce the same output noise as the SQUID 

parameters are varied. In this investigation, I will make heavy use of 

the results of Chapter 5 concerning parameter fluctuations. Secondly, we 

would like to know how common the noise is; in particular. does it occur 

in all of our SQUIDs and does it occur in SQUIDs built elsewhere? This 

is important becuse it does not require any understanding and does not 

depend upon any model. One simply tests someone else's SQUID and sees if 

it is any better. This step also serves as a strong test on our 

fabrication procedure, and gives us an indication of how general the 

phenomena is. Finally, we would like to be able to find the source of 

the noise and eliminat& it. At the least. we would like to eliminate the 

possibility that the noise is being caused by particular sources. There 

are a host of general questions we would like to answer if the source 

cannot be pinned down exactly. For example: we would like to know 

whether the source is something which is intrinsic or extrinsic to the 

SQUID; is it a real physical source or does it arise from the equations 

of motion of the SQUID? If the source is a physical one. is it in the 

body of the SQUID or somewhere off the chip? 

A point of continuing frustration is that there is no way to know if 

the noise is being produced by one or more mechanisms. However I can 

argue that there is probably just one mechanism which is producing this 

low temperature excess noise. First of all, all known 1/f noise in 

SQUIDs at higher temperature seems to be adequately described by just 

two distinct 1/f sources (critical current noise and high temperature 

flux noise),( 4 ) one of which usually greatly dominates the other in any 

246 



particular device. It seems quite remarkable in fact that one should 

ever see two independent sources which produce 1/f noise of comparable 

magnitude. For if there is no physical law connecting the two, it is 

just a matter of blind chance that the effects would be comparable. At 

low temperatures it would be even more surprising because each of the 

sources would have to satisfy additional constraints. the peculiarity of 

which will become evident below, and in addition none of these sources 

would reveal themselves at higher temperatures. This seems a priori very 

unlikely. In fact, as will be seen, the properties of the low 

temperature excess noise are so puzzling that it §carcely seems possible 

to construct a single physical system which could produce this kind of 

noise, let alone two distinct ~ystems. The possible fallacy here is that 

the observed complexity may arise from the sum of two processes. 

In summary, we want to know what the low temperature excess noise 

depends upon and what it is caused by. Even if we cannot eliminate the 

source. perhaps we can minimize its effect. Whether or not such a 

program can be completed in a reasonable amount of time, it is the only 

way to proceed. The experimental tests have generally progressed from 

the easiest tests to the hardest, and from the sources I would most 

suspect to those I would least suspect. Such suspicions are poorly 

founded in fact, and one accordingly cannot expect much initial chance 

of success. 

It should be emphasized that the main strategy for finding the 

source of the excess noise was to vary as many of the SQUID parameters 

as possible over as large a range as was possible. The hope was that one 

of the variations would produce a corresponding variation in the excess 

noise. As a result, not all of the properties of the excess noise have 
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been systematically investigated. rather. I have made use of the large 

base of existing data to draw conclusions. 

I begin now with a discussion of the observed properties of the low 

temperature excess noise. I then discuss the investigation of specific 

hypothetical noise sources, and end with suggestions for future work. 

8.2 Properties of the Low Temperature Excess Noise 

8.2a Flux Noise 

One very important property of the low temperature excess noise is 

its dependence on +. I observe that the output excess noise from the 

SQUID scales directly with the flux gain or flux to current transfer 

function cti/ct+. I will make extensive use of this behavior, for it puts 

strong constraints on the possible sources of the noise and eliminates 

many of them. 

Figure 8.6a shows an example of the output current excess noise at 1 

Hz. sil/2(1 Hz). versus lcti/a+l. When lai/a+l = 0. the noise does not go 

to zero. but to a value which is small compared to that found when the 

flux gain is large. This residual level of excess noise at zero flux 

gain is merely the critical current noise remaining in the device at low 

temperatures. As increases from zero. the excess noise 

increases, eventually becoming linear in I a II a+ I . This indicates the 

presence of a flux-like noise term. In Fig. 8.6b, I have plotted this 

same data as Sr vs the square of the flux gain. The solid line is a 

straight line fit to the data and corresponds to: 

SI = al + bl· ( ai/at)2 ( 8.1) 
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where: a1 is the output current noise when the gain is zero, and b1 = St 

is a constant level of flux noise. The good fit to this functional form 

shows that the excess noise is behaving as the uncorrelated sum of two 

noise sources. a constant flux-like term, bt• and a critical current 

term, a1 . From the results of Chapters 5 and 7, we know that the 

critical current term a 1 should only be appoximately constant. It is a 

fair approximation here because this term is important only near +0 and 

+0 /2, where the flux gain vanishes. Elsewhere, the b1 term greatly 

dominates. and it makes little difference whether al varies slightly. 

Cruder measurements on our other SQUIDs reveal exactly the same 

behavior; there is a constant term b1 which produces an output current 

noise directly proportional to the flux gain. As is discussed below, the 

magnitude of b1 does depend upon the temperature and the SQUID type. 

The most natural explanation for this behavior is that there is a 

fluctuating magnetic flux in the SQUID loop. That is, there appears to 

be a physical source of flux noise in the SQUID. However, these 

observations do not prove this conclusively. There are other SQUID 

parameters which can produce flux-like noise, and we will have to study 

each in turn. In fact, I have no direct proof that the magnetic flux is 

actually fluctuating in the SQUID. Such a measurement would require a 

separate flux sensor, and we have not made such a measurement as the 

signal would be very small and at least require a second SQUID measuring 

syste•. I discuss a second possible approach to this problem in section 

8.5. 
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8.2b Operating Point Independence 

The second major property of the low temperature excess noise is 

its lack of dependence on the operating point of the SQUID; this is an 

extension of the results of the previous section. This independence is 

seen only if the excess noise is expressed as an equivalent flux noise. 

That is, if we extract the flux term b1 = St froa Eq. 8.1, then it is a 

constant not only for all bias flux, but also for all bias voltages. The 

operating point independence can be easily seen from casual observation 

of the noise spectra as the SQUID bias voltage is changed, or from the 

noise vs voltage plots, if the noise is measured at a low frequency 

where the excess noise doainates (in pracice 1 kHz is generally 

adequate). This behavior is most clearly seen in detail by taking flux 

noise spectra at different voltages (see section 8.4e for two particular 

examples) . 

The level of the flux noise is also independent of the way in which 

the SQUID is biased. By reaoving SQUID(l), and leaving the input circuit 

for SQUID(2) disconected, it is possible to aeasure the excess noise in 

SQUID(2). As described in Chapter 3, in feedback operation, the flux in 

SQUID(2) is switched back and forth between positive and negative +0 /4 

at 500 kHz. In this situation, the symmetrical noise modes discussed in 

Chapter 5 do not contribute to the noise at the feedback output.(4) The 

observed level of the excess noise in SQUID(2) was within 10% of that 

found when the saae SQUID was tested as SQUID(l). 

This independence of operation makes a great deal of sense if there 

is actually a physical source independently producing flux noise in the 

SQUID. 
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8.2c Repeatability 

The third major property of the low temperature excess noise is 

that it is very stable and reproducible, or repeatable. If one takes the 

same SQUID and measures its noise from one day to the next, or one week 

to the next, the level does not change measurably. This suggests that 

the noise is stationary, and in particular shows that there are 

apparently no thermal remnant magnetization effects. (5) If the SQUID is 

warmed up and left at room temperature (or more often in a refrigerator 

freezer to prevent decay of the junctions) for weeks or months the noise 

is also unaffected. This behavior suggests that once the SQUID is built. 

the source is fixed, and is relatively immune to the environment. 

This repeatability exists not only for the noise level in a 

particular device, but also between devices of the same type. It does 

not matter whether the devices are made on the same or different wafers, 

or whether their critical currents differ. So long as they are of the 

same type, their noise will have about the same level (I mean here of 

course only when it is expressed as a flux noise). Also. if one takes a 

chip from an old wafer which was made many years ago and completes the 

junctions the noise level is co11parable to that from a similar device 

made within a few days. 

There is also an approximate noise invariance even between 

different types of devices. Fig. 8. 7 shows s+l/2 (1Hz), the rms excess 

equivalent flux noise at 1 Hz. for 11 SQUIDs. In this figure, I have not 

tried to fit the spectra to a function of the form (white + 1/f<X), but 

rather. have merely recorded the excess noise level at 1 Hz. 

Remarkably, the spread in s+1/2(1 Hz) at low temperatures is only about 
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a factor of 3 despite enormous differences in the size of the SQUIDs, 

the linewidth of the SQUID loop and composition (see Fig. 1.5 to 1.19). 

To first order then, the level of the noise does not depend upon the 

device type. 

This brings up a very important point. A priori, there is no 

justification for presenting the noise as an equivalent flux noise. One 

could just as well have plotted the noise at the output of the SQUID. s 1 

or Sv. Such a replot of our data would be very scattered however, and 

would show no obvious relations from one device to the next. The fact 

that when the noise is expressed as an equivalent flux noise. it is 

almost independent of the SQUID. is evidence that the noise is being 

generated by a physical source of flux noise, and that this source is 

independent of the operation of the SQUID. Thus. the SQUID appears to 

behave 9S a passive sensor, merely detecting changes-in the flux from an 

independent source. 

This repeatability allows me to test for smaller differences between 

devices, as is discussed in the next two sections. In a certain sense 

though, the repeatabilty is unfortunate, because it is only from seeing 

a variation in the noise level that we will know we have altered the 

source of the noise. Also. if the noise varied greatly from one device 

to the next, we would at least have some hope of finding a quiet device 

by testing enough of them. 

8.2d Geo~etry Dependence 

The fourth major property of the excess noise is its dependence on 

the geometrical shape of the SQUID. As was noted above, to first order, 
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the excess noise does not depend on the device type. Since the shape or 

geometrical configuration of the SQUID is different for the different 

SQUID types, I can express this by saying that the observed level of the 

low temperature excess noise is independent of the SQUID geometry. This 

independence is, again, seen only if one plots the excess noise as an 

equivalent flux noise. 

However, the geometry independence is only a rough approximation, 

for there is a weak dependence which remains, and this seems to be very 

reproducible. Differerit device types will behave similarly with respect 

to the level. slope and temperature dependence of the noise. These 

variations do not seem to be associated with any materials changes, for 

SQUIDs with the same shape but different material composition show about 

the same fevel of noise, as for example in the type A and A' devices. 

The variation in the noise between different SQUID types is generally 

much larger than the variations between devices of the same type. Thus 

in Fig. 8.7, the spread in rms noise at 1 Hz is only about a factor of± 

2. The variation between the excess noise in devices of the same type is 

generally no larger than about 20 % in either the slope or the magnitude 

at 1 Hz. 

I now consider the noise behavior seen in different geometries. 

Large SQUIDs (those which are more than about 400 pm in diameter) show a 

rapid increase in the magnitude of the excess noise as the temperature 

is decreased below 1 K. Often there is a small broad peak in the 

magnitude of the noise at around 0.5 K. At lower temperatures, the noise 

stays flat or increases slowly as the temperature is lowered to 20 mK, 

see Fig. 8.8a. 
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Small SQUIDs: (those which are less than about 400 ~ in diameter) show 

a slow and steady rise in the noise as the temperature is lowered below 

about 0.5 K. There is no evidence of peaks or bumps (see Fig. 8.8b). 

Generally, the smaller the SQUID. the smaller is the excess flux noise, 

although the scaling is not linear and also depends on other factors. 

The smallest device tested was SQUID 01, which showed 1/f2/3 noise with 

a magnitude that scaled as approximately 1/T1/2 and attained 6.8 

~+0Hz-1!2 at 1 Hz and 25 mK. 

Large Split SQUIDs: (SQUIDs with half Nb and half Pbin loops of diameter 

900 ~ or greater) show noise which is roughly the same as that of the 

Large SQUIDs. However, the slope of the noise is generally close to 1. 

rather than close to 2/3. Because of their higher slope, these SQUIDs 

showed the lowest excess noise at frequencies above 1 kHz. 

Small, Thick and Narrow Linewidth SQUIDs: As the linewidth of the body 

loop of a small SQUIDs is varied, the noise continues to behave like 

that of a small SQUID. However, the devices with narrow linewidths tend 

to display more noise than those with larger linewidths and the same 

body diameter. There does not appear to be any rigorous scaling with the 

linewidth or ratio of the linewidth to the diameter, however, as can be 

seen from Table 8.2. 

The Multiloop SQUID Pl: The SQUID Pl was configured as 10 small 50 ~ 

diameter loops, connected closely in series (see Fig. 1.19). At low 

temperatures, the device showed excess noise with a slope (close to 2/3) 

and a temperature dependence (flux noise magnitude scaled as roughly 

T-1/2) which were similar to those of SQUID Gl, which was made with a 

single 50~ loop (see Table 8.2). However, the magnitude of the noise 

was about 6 times larger in Pl. This result suggests that. to first 

257 



258 

order. the low temperature flux noise scales roughly as the number of 

loops in the SQUID, and that each loop contributes incoherently to the 

sum. 

The geometry dependence is weak, but consistent. Small diameter 

devices have less noise than large devices. But there is no observed 

proportionality to the area. The linewidth also seems to enter. with 

narrower lines giving higher noise. This is suggestive of a local 

source, ie. a noise source composed of randomly placed incoherent flux 

sources on the loop itself or on the substrate. For such a source. it 

Table 8.2. Linewidth depe~dence of the magnitude of the low temperature 

excess noise in 7 SQUIDs at temperatures near 140 mK. l is the linewidth 

of the SQUID body, d is the outside diameter of the SQUID body, 

s+1/2(1Hz)) is the magnitude of the excess flux noise at 1Hz. 

Device l d d/' s+l/2(1Hz) 

().1111) (J.UR) (J...I+oHz-112) 

01 25 70 2.8 4.2 

G1 10 70 7 4.5 

B1 50 500 10 10. 

E1 10 120 12 5. 1 

E2 10 120 12 4.8 

F1 2 100 50 7.5 

P1* 10 70 7 11. 

(*)Device Pl was composed of 10 loops of the given diameter 

which were connected in series (see Fig. 1.19). 



can be shown that the narrower linewidths should yield higher noise, and 

also that for a fixed ratio of linewidth to diameter. the expected noise 

is independent of the loop diameter. 

8.2e Temperature Dependence 

The fifth major property of the low temperature excess noise is its 

temperature dependence. The behavior of the magnitude of the excess 

noise at 1 Hz vs. temperature is shown in Fig. 8.7, and was discussed 

briefly above. Here I will emphasize how unusual this temperature 

dependence is. 

Above 1 K, excess noise in the SQUID is produced by a combination of 

high temperature flux noise and critical current noise. As our SQUIDs 

are cooled below 1 K, the excess noise magnitude eventually begins to 

increase. The nature of this increase depends repeatably on the device 

type. Large devices tend to show noise which increases rapidly between 

0.7 and 0.5 K, with a nearly temperature independent level below about 

0.5 K. The large devices also tend to show a small broad peak in the 

noise at around 0. 5 K. For example, in the case of SQUID A1, as one 

lowers the temperature below 4. 2 K the excess noise drops rapidly, 

reaches a minimum at about 1 K and increases to a plateau below about 

0.5 K (see Fig. 8.7). The small devices do not show any rapid rise in 

the noise, and they do not display any peaks in the noise magnitude. 

Rather, the small devices tend to gradually get noisier as the 

temperature is lowered. This temperature dependence may often be 

described adequately by a T-1/2 or a T-1/3 law. as for example in device 

C2 in Fig 8.7. 
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It is important to recognize further that the level of the noise is 

dependent upon the bath temperature of the SQUID, and not on the 

temperature of the SQUID shunts. In Chapter 9, 10, and 11. I will 

discuss the temperature of the electrons in the shunts, which is 

considerably hotter than the bath temperature in many of the devices. 

Typically. the SQUID shunts remain at about 140 mK. for most of our 

SQUIDs, as the bath temperature decreases below this. On the otherhand, 
,/' 

one continues to see smali changes in the magnitude and slope of the 

noise as the temperature of the bath is lowered from 140 mK to 20 mK. 

This strongly suggests that it is the bath temperature. or temperature 

of the SQUID body, which is controlling the low temperature excess 

noise, rather than the shunt temperature. This is interesting because it 

is the shunt temperature which sets the white noise level of the SQUID. 

The temperature dependence is quite unusual for an excess noise 

source. Many noise sources are thermally driven and have linear 

equations of motion. As a result, the excess noise scales as T. It is 

possible to get a thermal 1/T dependence, but it requires that some part 

of the system response changes faster than 1/T so as to offset the 

decreasing thermal driving term. This dependence rules out many simple 

physical mechanisms, but would be considered normal, for example, for a 

magnetic system obeying a modified Curie-Weiss law . 

. 8.2f Slope of the Noise 

The sixth major property of the low temperature excess noise is 

that most of the power spectra have a very unusual slope. It should be 

noted that there are many theories of 1/f noise. (6) Some of these 
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attempt (and I might add unsuccessfully) to find general explanations 

for all 1/f noise. Other models are concerned only with very specific 

systems, as for example the trap model of 1/f noise in Josephson 

junctions. Most of these models will generate noise which is close to 

1/f1. It is often difficult to get a model to yield noise which is 1/fa 

where a is as small as 0.67 over an appreciable frequency and 

temperature range (without making very ad hoc assumptions). The 

Outta-Horn model is an example.( 7 ) In this theory, thermal activation is 

assumed, and the frequency dependence of the slope is found to depend 

upon the temperature dependence of the magnitude of the noise. One finds 

that for a slope of 2/3, say at 1 Hz, and a temperature independent 

noise magnitude, the spectrum will only scale like 1/f2/3 over about two 

decades. On the otherhand, the observed noise frequently extends over 

four or more decades with only the slightest evidence of any curvature, 

see for example Fig. 8.1 to 8.5. The point is that the slope is quite 

low compared to what is commonly seen for low frequency noise in other 

systems. The relatively small slope thus stands as a difficult anomaly 

to explain with conventional 1/f noise theories. 

It should be remarked, 

temperature excess noise level 

that most of the SQUIDs showed 

which scaled as 1/f2/3. There was 

low 

one 

geometry which showed an unusually high slope of 1 to 0.9. This was the 

large split configuration of the typeD and M sdurns (see Fig. 8.9). The 

only difference between the two types is the shunt size (see Chapter 

11 ) . 

This geometry dependence of the slope is one of the most puzzling 

aspects of the low temperature excess noise. One would really expect the 

magnitude of the noise to change from one body type to another. It is 
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very difficult to conceive of a mechanism which could change the slope 

of the noise and be associated with a global property such as the shape 

of the entire SQUID. The observed behavior tends to rule out shortrange 

effects. because a shortrange effect would not care about the shape of 

the entire SQUID. But it is difficult to make any rigorous statements, 

because of course a great many things differ between the Type D or M 

SQUIDs and other SQUIDs and it is difficult to know what is the factor 

which causes the change in the slope. For instance. it is not just that 

the SQUIDs were in a split configuration. for tests on other split 

SQUIDs with different body shapes sti 11 yield noise spectra which are 

close to 1/f2/3. It is also interesting to note that the type D SQUIDs 

were made on a wafer along with ·3 _other types of SQUIDs. and that the 

other three types showed noise much closer to 1/f2/3. The type D and M 

SQUIDs were also made on entirely different wafers. So it is not simply 

a matter of some variation in the processing. 

It should be noted, also, that the spectra are often not good fits 

to 1/fa (even taking white noise into account), see for example Fig 8.2. 

One usually sees small deviations of about 10% in the rms. These are not 

noise but reproducible. small, and broad (they generally extend over 

about a factor of 10 in the frequency) bumps or dips in the noise. One 

also frequently sees the noise flatten slightly below 1 Hz, and 

apparently steepen above 10 kHz. as in Fig. 8.2. The higher frequency 

portion is difficult to judge, however, because of the presence of white 

noise from the SQUID and the measuring electronics. 

It is interesting to note that. if two spectra show different 

slopes. then the noise will differ in magnitude by an arbitrarily large 

amount at some frequency. A priori. it is thus quite surprising that the 
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magnitudes should show so little variation at 1 Hz. This simple result 

provides valuable insight into the nature of the low frequency noise. I 

believe that the most natural interpretation is as follows. Suppose that 

the noise spectrum is built up of a large number of independent 

Lorentzians. Then at any single frequency. one can obtain different 

values for the slope, depending upon how the roll-off frequencies for 

the different Lorentzians are distributed. If however, the process which 

produces the noise always generates roughly the same number of 

Lorentzians and the same distribution with frequency, then in general. 

the magnitude at any frequency will tend to be about the same. The slope 

would thus not be a fundamental parameter of the noise. because the 

observed 1/f01 behavior is really only approximate. It is thus probably 

more appropriate to compare two devices by giving the noise at some 

standard frequency, say 1 Hz, then to obtain a magnitude at 1 Hz by 

trying to fit to a 1/f01 law. 

In addition the slope has an unusual temperature dependence. At low 

temperatures, the slope is nearly constant. As one approaches 0.5 to 0.7 

K however. the slope often begins to decrease. For large devices, an 

examination of the spectra often reveals that the noise begins to 

flatten at low frequencies in this temperature regime. The higher the 

temperature, the greater the frequency to which the flattening extends: 

and thus the spectra are not describable by a l/f01 law in this 

temperature region. 

In the case of the large split devices, which show a peak in the 

noise at arounq 0.6 K. one also sees a peak in the slope. Fig. 8.9a 

shows the slope at 1 Hz as a function of T for three devices. All three 

devices are of the large split configuration, and show a prominent noise 
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bump around 0.5 K. This bump is found in both the slope and the 

magnitude. The noise in all three devices are similar. although the 

slopes and magnitudes are slightly different. 

8.2g Amplitude Distribution of the Noise 

A noise source is not completely charaterized by its power 

spectrum. In particular, one may ask the additional question: how are 

the noise amplitudes distributed?(8) If a process is the sum of many 

independent sources, or if, equivalently, the system can occupy a great 

many different states, then one would expect a gaussian distribution for 

the amplitudes. If. on the otherhand, only a few processes are involved, 

then one might expect to see well-defined levels corresponding to the 

system being in one or another of a few states. 

The open points in Fig.· 8.10 show the amplitude distribution of the 

noise from SQUID M2 at 22 mK, + = 0.75 +0 , and V = 1.2 ~V. The noise was 

passed through a low pass filter (35 Hz) and digitized on an HP 3582A 

spectrum analyzer. The time traces were extracted from the analyzer and 

the amplitudes were binned and summed on a computer. The solid line and 

solid points are .a rough fit to a gaussian distribution. The quality of 

even this poor fit is sufficient to demonstrate that the noise is highly 

gaussian, with no evidence of any favored levels in this frequency 

range. This essentially suggests that the noise is being produced by 

transitions between a great many states in the system. 

This result is consistent with direct observations of the noise 

amplitude vs time when it is displayed on an oscilloscope trace. The 

noise appears to be random, and is scarcely distinguishable from white 
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noise. There is no evidence for individual states at either high or low 

sweep rates. I have also tried searching for more subtle noise vs time 

behavior by sending the output from the SQUID to a loudspeaker. Again, 

the noise was scarcely distinguishable from white noise, and I could not 

discern any pattern. 

8.3 Occurrence of Low Temperature Excess Noise in SQUIDs 

The preceeding section has discussed the properties of the low 

temperature excess noise that we have found in nur SQUIDs. All of these 

have beeri fabricated in Berkeley. It is remarkable, and also very 

unfortunate. that all of these devices displayed comparable, and large, 

levels of excess noise. We have accordingly tried to obtain measurements 

of the noise in SQUIDs which were not made in Berkeley, in the hripe that 

such SQUIDs would not have the excess noise. 

This is of necessity a short section. As of this writing we have 

obtained results on just two SQUIDs which were not fabricated in 

Berkeley. No other group has published noise data on SQUIDs operated 

below 1 K (as this section was being finished, I recieved a preprint on 

some very encouraging low noise measurements down to 300mK by an IBM 

Yorktown group). In short, we have very little data. and any conclusions 

we can draw will be of the most tentative nature. 

8.3a SQUID NBSl 

We were very fortunate to obtain a de SQUID, which I will call NBSl, 

f~om Michael Cromar of the National Bureau of Standa~ds (NBS). Boulder 
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Colorado. The device is geometrically similar to the Berkeley type A 

design described in Chapter 1. It is a Nb/NbOx/Pbin based de SQUID which 

was fabricated at NBS, using a fabrication procedure which is generally 

similar to the Berkeley procedure. and has been described elsewhere. (9) 

One important difference from the Berkeley SQUIDs is that Auin is used 

for the resistive shunts rather than AuCu. Since Auin is superconducting 

below 0.4 K, the SQUID will only function above this temperature. The 

parameters of the device are listed in Table 8.3. The device possesses a 

50 turn input coil which was left open for the noise measurements. The 

coil introduced parasitic resonances which generated a considerable 

amount of structure in the 1-V. This structure was associated with high 

levels of white noise, As a result. we could only measure the noise at 

fluxes between +0 and +0 /4 due to large amounts of noise unlocking the 

measuring SQUID(2) system everywhere else. 

Using the measurement techniques described in Chapter·2. I obtained 

the excess noise as a function of temperature. Fig. 8. 11 shows the 

magnitude of the excess noise at 1 Hz, expressed as an equivalent rms 

Table 8.3 Parameters of the SQUIDs NBS1 and FIN1. 

NBS! FIN1 

Io().JA) 10 21 

L (pH) 80 80 ( *) 

R ( O) 8 1.5 

Pc 0.5 0.25 

( *) This is the bare SQUID inductance, screening from the gradiometer 

reduces the measured SQUID inductance to roughly 40 pH: 
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flux noise spectral density in the SQUID, versus temperature. NBSl was 

biased at a voltage of 4.0 ~V and a flux of 0.1 +0 . Above 1K, the coils 

excess noise was dominated by critical current fluctuations, while at 

lower temperatures the noise appears to be dominated by a fluctuating 

magnetic flux. Because only a portion of the I-+ was measurable. this 

conclusion could not be drawn with complete confidence. Nevertheless. 

the observed noise at +0 decreased steadily with temperature. while that 

at +0 /4 showed a rapid increase below 1 K. At 4.2 K, the noise levels at 

+0 and at +0 /4 were comparable. being consistent with critical current 

noise. On the otherhand, by 0.5 K, the noise at +0 was substantially 

smaller than at +0 /4. indicating the existance of a flux noise term. 

Below 1 K. the SQUID showed an excess noise level and temperature 

dependence at +0 /4 which was ~ery comparable to that seen in the type A 

SQUIDs. At the lowest temperatures. the excess noise power spectral 

density scales as 1/fa. where a is close to 2/3 for NBS1. 

The excess noise magnitude in NBS1 shows a rapid increase below 1 K 

which is very similar to that seen in the similarly shaped SQUIDs (type 

A) of Ref. 1. ·Examination of the noise spectra from NBS1 in the 0. 6 to 

1.48 K region show that the spectrum does not scale as 1/f«, but rather 

' 
levels off at low frequencies. as shown in Fig. 8.12. This behavior is 

reminiscent of that seen in certain spinglass systems. as is discussed 

in the concluding remarks. 

8.3b The Helsinki SQUID 

We were very fortunate to also obtain a de SQUID from Finland. The 

de SQUID. which I will call FIN1. was provided by Matti Kajola and 
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co-workers at the Technical Research Center (VTT) and the Helsinki 

University of Technology. The 10 layer fabrication procedure is roughly 

similar to that used at Berkeley, although considerably more 

complicated, and has been descibed in detail elsewhere. (10) There are 

several differences: The shunts are made of 200 nm of Ti followed by 20 

nm of Au. the devices are passivated with 750 nm of SiO, the SQUID is 

formed from two parallel loops and is connected to a gradiomter via a 

double transformer, coplanar leads are used to bias the SQUID so as to 

prevent magnetic flux generated by the bias current from coupling to the 

SQUID, and the SiO insulating layers and Pbln counterelectrode are 

deposited by electron beam evaporation rather than from a resistively 

heated source. 

Since Ti is superconducting below 0.39 K, one would expect FIN1 to 

only work at higher temperatures. In fact the SQUID works down to 20 mK. 

This may be because of contamination in the shunt material or because of 

alloying of the Ti and the Au. The parameters of the device are listed 

in Table 8.3. 

The SQUID was operated at 5. 2 J.N and 0. 2 +0 • The excess noise 

magnitude in HUTl is nearly temperature independent below 1K, with only 

a small upturn below 100 mK (see Fig. 8.11), and the slope a is nearly 

constant over the entire range. This behavior is similar to that 

reported in Ref. 1 for similar small SQUIDs. although the slope, about 

0.86, is steeper than the typical 2/3. 

The presence of the gradiometer coil on the SQUID caused a 

considerable amount of structure on the I-V characteristic. As a result, 

I was again only able to measure the noise between + = 0 and +0 /4. This 

made it difficult to seperate the contributions of the critical current 
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noise from any flux-like noise. Nevertheless, the noise at + = 0 showed 

a steady decrease as the temperature was lowered so that at low 

temperatures, the critical current noise was much smaller than the 

output current noise SI at +0 /4. The device did show measurable critical 

current fluctuations even at 20 mK, where they contributed an estimated 

10 % to the total excess noise seen in the device when it is biased at 

+0 /4. This is somewhat unusual, and may be due to the significantly 

higher current density in the junctions. At 25 mK I measured s11/2/2I 0 = 
2 pApA-lHz-112 for the two 6.2 ~2 Nb/NbOx/Pbin junctions. 

In summary, I have measured the excess noise in two de SQUIDs made 

at two different outside facilities and found that both SQUIDs possessed 

low temperature excess noise which is qualitatively similar to that seen 

in our own SQUIDs. This suggests that the noise is either fairly common 

in SQUIDs, or that some feature of the measuring arrangement or 

technique is producing the noise. 

8.4 Elimination of Likely Sources 

In this section I would like to examine the possibility that the low 

temperature excess noise is being generated by a few hypothetical 

sources. These hypothetical sources may be broadly classified into three 

groups: SQUID parameter fluctuations, physical sources, and dynamical 

effects. I will raake extensive use of the results of Chapter 5 to 

discuss hypothetical noise sources arising from fluctuations in the 
--, 

SQUID parameters. By physical sources I mean a physical system which 

produces a real magnetic fluctuation in the SQUlD, not just a noise 

which looks like an equivalent amount of flux noise. An example of such 
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a hypothetical physical source would be a moving flux bundle in the body 

of the SQUID. By dynamical effects, I will mean noise which is in some 

manner gerterated by the non-linear equations of motion of the SQUID. It 

should be recognized that such affects will only arise if there are 

additional terms in the SQUID equations. It is accordingly quite 

difficult to arrive at general conclusions on such mechanisms, 

nonetheless I will have something to say. 

In discussing all of the hypothetical sources, I will make extensive 

use of the observed properties of the noise. From the behavior of the 

excess noise it is possible to eliminate most possible sources, as 

summarized in Table 8.4, and as will be discussed in the following 

sections. 

Table 8.4 Hyptothetical sources of low temperature excess noise that we 

have been able to rule out. 

Possible noise source 

Fluctuations in electronics, 
I0 , R, L, or Ibl 

Fluctuations in Itl 
Fluctuations in (Iot-Io2)/2 
Fluctuations in (Lt-L2)/2L 
Fluctuations in (Rt-R2)/2R 
External magnetic field 
Flux vortices in the SQUID 
SQUID substrate 
SQUID mount 
Normal metal near SQUID 
Helium in cell 
Heating effects 
Fluctuations in +0 
Fluctuations in T 

Properties of source 

not a flux noise 

depends upon M1 
not a flux noise at large a 
flux noise scales as r2 
flux noise depends upon Ibl 
flux noise scales as (area)2 of SQUID 
material and field dependent 
material dependent 
material dependent 
depends upon presence of normal metal 
depends upon presence of helium 
depends upon power suppplied to SQUID 
depends upon (area)2 of SQUID 
secondary parameter fluctuation 
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8.4a Noise from SQUID(2) or the Feedback Measuring Electronics. 

There are several independent reasons why the measuring SQUID or 

electronics cannot be the cause of the noise. First of all if SQUID(2) 

or the feedback electronics did generate an excess noise, it would not 

appear to be a flux noise with respect to SQUID(!). Rather, it would be 

independent of the operation of SQUID(l), producing the same noise SI at 

+0 as at +0 /4. In particular one would expect the magnitude to be 

unchanged when SQUID(l) was off. or had no flux gain. This is not at all 

what is observed experimentally. 

An excess noise from the feedback electronics would also not depend 

upon the temperature of SQUID(l). In addition, I have used two different 

electronics configurations without any effect on the behavior of the low 

temperature excess noise. The first configuration used was a 100 kHz 

modulation feedback box. In June 1985, this was replaced with a 

completely different feedback electronics, the 500 kHz modulation 

electronics which was described in Chapter 3. All subsequent 

measurements were raade using this electronics box. I have also used 

three different measuring SQUIDsl two of them with 20 turn input coils 

and a third with a more sensitive 50 turn input coil. I have also varied 

the operating point for the measuring SQUID. None of these changes has 

ever produced any effect on the level of the excess noise in SQUID(!). 

I have also measured the excess noise in SQUID(2) without any input 

circuit, and found that it possessed excess noise which was the same 

(within 10%) as when the device was itself measured in the SQUID(!) 

position. Thus the excess noise cannot be produced by any kind of 

interaction between the measuring SQUID and the measured SQUID. Finally, 
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if a simple resistor is placed in the loop instead of a SQUID, one does 

not see any excess noise (just that from the measuring SQUID). For these 

reasons, I have concluded that the low temperature excess noise is not 

being generated by the electrical measuring system. 

8.4b Fluctuations in the Bias Current Ibl of SQUID(l). 

As in the preceding case, fluctuations in Ibl would not appear to be 

a flux noise. In particular, when SQUID(l) is off the fluctuating 

current Ibl would flow entirely through the SQUID(2) input coil because 

that arm of the input circuit is superconducting, see Fig. 2.5. On the 

otherhand, when SQUID(l) is biased, the coil side of the circuit becomes 

very resistive, and the current through the coil would change very 

little from a fluctuation in Ibl· Thus, excess noise in Ibl would 

produce a large signal when SQUID(!) is off and a small signal when 

SQUID(l) is on. In fact just the opposite is seen, when SQUID(l) is off 

there is no detectable excess noise (other than from SQUID(2)), while 

when SQUID(l) is on, there is a large amount of excess noise (if the 

SQUID is biased with some flux gain). In addition, fluctuations in Ibl 

would not depend upon the temperature of the measuring SQUID. 

Furthermore, the experiments on resistive samples discussed in Chapter 

10 did not reveal any excess 2/3 noise, although the bias current source 

was the same as that used in the SQUID measurements. 

8.4c Fluctuations in the Flux Bias Current for SQUID(l), r.1 . 

A current In applied to the modulation coil of SQUID( 1) will 
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produce a flux IuMt in SQUID(l), where Mt is the mutual inductance 

between the modulation coil and SQUID(l), see Fig. 2.5. Noise in this 

current will thus produce a real ·flux noise in SQUID(l). There are 

several tests which I have applied to rule out this hypothetical source. 

First of all, the mutual inductance between the flux coil and the SQUIDs 

represented in Fig. 8.7 varied by about a factor of 50. If the current 

In were independent of the SQUID, one would accordingly expect the 

noise to scale with this mutual inductance. The measured rms flux noise 

however, ranged over a much smaller factor. In particular, no such 

scaling with Mt was observed. I have also measured the noise in the same 

SQUID for two values of the mutual inductance which differed by about 

one order of magnitude. No observable difference was seen in the low 

temperature excess noise. I have also placed the current source Itt at 

the current bias source and tested for any excess noise, in a similar 

fashion as discussed for the source lbt• and seen no measurable noise. 

There is one additional effect which I will descibe which has also 

let us rule out this hypothetical source. It frequently happens that 

when SQUID(l) is operated, the device has flux gain even when no current 

Itt is sent down, which is to say that the device naively appears to be 

at some flux, say +0 /4, rather than at the expected zero flux. This can 

happen for two reasons. First of all, it may indicate the presence of 

trapped magnetic flux in the SQUID. the In pads, or the superconducting 

shields. We have some evidence that this is in fact the case, because 

one occasionally warms up through the In transition at 3.2 K and then 

upon recooling finds that the SQUID is at some different flux value when 

no current is applied. The second possibility i's that in asymmetric 

devices, zero applied flux can correspond to a point of finite flux 
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gain. In either case, one can measure the noise when the In current 

source is completely detached and the 1 ine is left open or closed, and 

one sees no affect on the level of the noise in the SQUID. 

This offset behavior has allowed us a careful check on noise from 

Itt• but at another level, it is quite disturbing. For it suggests that 

there is a flux-like source in the SQUID or that sizeable magnetic 

fields are present. If this source were to vary slighly, then it could 

easily produce the observed excess noise. The possibility of such a 

source will be discussed in section 8.4i. 

8.4d Critical Current Noise 

The occurrence of fluctuations in the critical currents of 

individual Josephson junctions means that excess noise will be produced 

in the SQUID. as discussed in Chapter 5. Whether or not such noise can 

be observed depends upon the magnitude of the effect compared to t.he 

other sources of excess noise in the SQUID. For many years, the Berkeley 

SQUIDs were dominated by high temperature flux noise, as discussed in 

Chapter 7. In such SQUIDs, the critical current noise was generally not 

observable at 4.2 K. By using a clever current and flux modualtion 

scheme, Koch et al.(4) were able to show that there was critical current 

noise in the SQUIDs, and that its level was close to that expected from 

the results on individual junctions (see Chapter 7). 

As discussed in Chapter 7. this situation changed when it was 

discovered that the high temperature flux noise could be greatly 

reduced, if not eliminated, by replacing the usual Nb SQUID body with a 

Pbin body. In these devices, the noise at high temperatures was clearly 
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dominated by critical current noise. The study of critical current noise 

in the devices thus became comparitively more important, as this was now 

the limiting source of excess noise at low frequencies and high 

temperatures. 

This study made use results of Chapter 5. In particular, when the 

SQUID is biased at + = 0 and v<<l, the total noise in I produced by the 

critical current fluctuations is just sr = (Sial + Sr 0 2)/4. Since at + 

= 0, the SQUID is insensitive to flux noise, one could easily obtain the 

critical current noise in the two junctions. In this way, I was able to 

obtain results on the critical current noise in SQUID junctions down to 

temperatures as low as 20 mK, in the same devices that I was measuring 

large amounts of low temperature flux noise. Thus one does not have to 

use clever modulation schemes to find the amount of critical current 

noise in a SQUID, one merely needs a low noise measuring system. 

As discussed in Chapter 5, there are two modes of fluctuation of the 

SQUID parameters: Symmetric, for example fluctuations in Io=(I 01 +I 02 )/2, 

and antisymmetric, for example, fluctuations in o:=(I 01 -I02 )/(I 01 +I 02 ). 

The antisymmetric modes produce flux-like noise, whereas the symmetric 

modes do not. Since the observed low temperature excess noise is 

flux-like, I can immediately rule out symmetric critical current 

fluctuations as the source. 

Fig. 8.13 shows the excess noise srl/2(f)/2I0 at 1 Hz vs. 

temperature for five different SQUIDs which were biased at + 0. This 

then represents a plot of the critical current noise in the junctions. A 

line of slope unity has been drawn through the data. SI(f) scales 

approximately as I~T2 over the temperature range from 0. 1 to 4. 2 K. 

This behavior is in marked contrast to that observed by Rogers and 
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BuhrmanCll) and Wakai and Van Harlingen(12) on very small single 

junctions. In the former cases the noise flattened off at temperatures 

below about 15 K, while in the latter case the noise was nearly 

independent of temperature in the liquid 4He range. This difference is 

most likely because of the much smaller bias voltages used here, and the 

smaller current density in our SQUID junctions. 

The scaling with T2 implies that critical current fluctuations are a 

negligible source of excess noise at low temperatures, while the scaling 

with I~ implies that one can lower the critical current fluctuations by 

reducing the critical current. This temperature behavior is comp{etely 

inconsistent with the measured properties of the low temperature excess 

noise. Furthermore, the measured critical current fluctuations were too 

s~all to account for the measured flux noise at any temperature below 

lK. In addition, there is no evident scaling of th~ low temperature 

excess noise with the critical current of the device, despite critical 

currents ranging from 0.75 pA to 20 pA. 

I note here that the magnitude of the critical current noise at 

higher temperatures is dependent upon the particular junction, and one 

sees considerable variations from one junction to the next. This is not 

at all what is observed for the low temperature excess noise, which is 

very repeatable from one device to the next. The nature of the critical 

current noise at lower temperatures would thus have to be very different 

from that at higher temperatures in order to explain the data. 

I also remark here that I do not know any plausible model which 

would produce pure asymmetric critical current fluctuations, without 

also producing a symmetric component. In addition I have built "split " 

SQUIDs where the junctions are seperated by differences as large as 1 
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mm. As discussed above, these devices can show different slopes to the 

noise, although this does not seem to be directly associated with the 

split configuration. It is difficult to conceive of an affect which 

could anti-correlate the critical current fluctuations in the junctions 

over such distances. 

For the above reasons, I conclude that the low temperature excess 

noise is not caused by critical current fluctuations. 

8.4e Symmetric Fluctuations in the Shunt Resistances 

There are several independent reasons why the low temperature excess 

noise cannot be due to fluctutions in the shunt resistance. First of 

all, the Au(Cu 25 Wt%) shunt material was chosen specifically because 

its small electron mean free path produces a temperature independent 

resistivity. The resistance at low temperatures is dominated by elastic 

collisions with impurities, so that one would not expect to see any 

resistance fluctqations. Secondly, in Chapter 10 I will present 

independent measurements on individual AuCu thin film resistors which 

were constructed in the same way as the SQUID resistive shunts. By 

biasing the resistors with current, one can detect fluctuations in 

resistance directly. No excess noise was observed (other than from the 

measuring SQUID), so we have some direct evidence that there is nothing 

peculiar happening in the shunts. 

In addition from Chapter 5 section 3, symmetric fluctuations in the 

shunt resistances, R1 and R2 , will not produce flux-like noise. In 

particular there will be comparable output noise sr generated at +0 and 

at +0 /4. This is not what is seen experimentally. 

I 
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Furthermore, in Chapter 5 it is shown that symmetric fluctuations in 

R1 and R2 will produce equivalent flux noise which will scale with the 

bias voltage of the SQUID. I tested for this scaling in several SQUIDs. 

For example in device AS (9-18-85), at a temperature of 95 mK, and+ = 

t
0
/4, the excess rms equivalent flux noise spectra agreed to better than 

5 % at bias voltages of 0. 43 J.N and 1. 15 JJ.V. The ratio of the two 

voltages was about 2.7, and should have produced a corresponding change 

in the excess noise if it were due to resistance fluctuations. 

Similarly, in device E1 (2-19-86) at T = 95 mK, and + = +0 /4, the excess 

equivalent rms flux noise spectra agreed to better than 5% at bias 

voltages of 1.8 JJ.V and 6.8 JJ.V. 

For the above reasons, I conclude that the low temperature excess 

noise is not caused by symmetric fluctuations in the SQUID shunting 

resistance. 

8.4f Symmetric Fluctuations in the SQUID Inductance 

As discussed in Chapter 5.10, sym~etric fluctuations in the SQUID 

inductances L1 and L2, do not produce flux-like noise. In this case, the 

noise will typically be as largest at +0 /2 and vanish at +0 . This is not 

at all what is observed experimentally. 

However, there is a real complications to this scenario. First of 

all. if there is a fixed magnetic field at the SQUID, then a change in 

the inductance can generally be expected to also produce a change in the 

flux applied to the SQUID (see- eq. 5.44). If the magnetic field is 

sufficiently large, then the change in the flux will produce effects 

much larger than the direct effects of the changing inductance. In this 
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case, the inductance fluctuations will produce noise which will appear 

to be a flux noise. From Eq. 5.44, however, we would expect that this 

noise would scale like L2sL. A reasonable assumptions about SL would be 

SL « L2, as would arise from a susceptibility change or a length change .. 

One would then expect to see the noise scale as L4. Although it is 

possible that the data would be consistent with an Ll dependence, an L4 

dependence is much too large. In addition, I have tried varying the 

field at the SQUID by cooling down in the presence of the Earth's 

magnetic field, and then replacing the }.'-metal shields below T c. This 

should produce a larger trapped field at the SQUID. No affect on the low 

temperature excess noise has been observed. 

For the above reasons, I conclude that the low temperature excess 

noise is not due to symmetric fluctuations in the inductance. 

8.4g Asymmetric Fluctuations in the SQUID Inductance 

From the discussion in section 5.10, it can be seen that asymmetric 

fluctuations in L1 and L2 would produce a flux noise spectral density 

which is roughly proportional to r2. The current I can be varied by 

changing the flux bias point or the bias voltage. As discussed above, 

the measured flux noise is independent of the operating point, and one 

can safely conclude that the low temperature excess noise is not due to 

asymmetric inductance fluctuations. 

8.4h Asymmetric Fluctuations in the Shunt Resistors 

As discussed in 5.9, asymmetric fluctuations in R1 and R2 would 
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produce a flux noise spectral density proportional to v2, while the 

measured flux noise is independent of V. In addition, measurements on 

individual resistors do not show any excess noise. 

I have also built "split" SQUIDs, such as the typeD SQUIDs, where 

the resistors are seperated by nearly 1 mm. The type D devices , and 

similar ones, do in fact show different slope, but other split devices 

do not. It is quite difficult to understand what mechanism could give 

rise to an antisymmetic fluctuation in the resistance over such large 

distances, without depending upon the seperation of the shunts or also 

inducing some symmetric fluctuation. 

8.4i Fluctuations in the External Magnetic Field 

Fluctuations in an external magnetic field would lead to a flux 

noise, St1/2(f), which scaled as the effective pick-up area of the SQUID 

(see section 3.2). The SQUIDs I tested had effective pick-up areas which 

ranged over a factor of about 1500 (one of the devices. A3, was a 

magnetometer with a pick-up loop deposited on the chip) . On the 

otherhand, the measured rms flux noise was nearly independent of the 

size of the SQUID. There is a residual size dependent variation of about 

a factor of three in St1/2(1Hz) for all of the SQUIDs. I can thus 

conclude that the low temperature excess noise cannot be due to a 

uniform field threading the SQUID. This is not the end of the matter 

however. 

I note quite generally that, because of the more rapid decrease with 

distance of any multipole terms, any distant fluctuating source will 

generate a nearly uniform magnetic field at the SQUID. On the other 
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hand, sources within a distance comparable with the transverse dimension 

of the SQUID will generate a nonuniform field. The noise that a local 

source produces will thus not scale with the area .of the SQUID. The fact 

that the flux noise is nearly independent of area cannot be used to 

eliminate local sources. This then remains as an important possible 

source of noise which I have not been able to eliminate from 

consideration. It should be recognized that the smallest SQUIDs tested 

had an outside diameter of only about 50 .um, and that, therefore, the 

local source would have to be not more than a few times this distance 

away. This does not leave a very large volume for the source. For 

example, the chip itself is about 380 .um thick, so that a source on the 

backside of the chip would not appear to be a local source for many of 

the SQUIDs tested. In the next five sections, I consider various 

possible local sources ~hich are within range of the largest SQUIDs. 

8.4j Noise from the Substrate 

The possibility that the low temperature excess noise was being 

generated in the substrate was tested for by building SQUIDs on 

different substrates. The great majority of the SQUIDs built in the 

group have been made on heavily p-doped Si wafers which were between 15 

and 20 mils thick, and which had a 1.2 .um layer of thermally grown oxide 

on the surface.· The resistivity of these wafers was typically 0. 01 to 

0.05 ocm at room temperature. This is a very high level of doping, about 

1019 carriers per cm3 ,and is very close to degenerate doping.(13) The 

reasons for this choice of substrate doping is historicaly obscure. 

Nevertheless, it has persisted over the years, so that virtually all of 
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the group's SQUIDs have been made on such wafers. 

I tested two alternative substrates. The first was a 380 pm thick 

wafer of Si which did not have any thermal oxide. and which had a 

resistivity of about 40 Ocm at room temperature. This resistivity 

repsresents about to17 carriers per cm3 , about two orders of magnitude 

smaller than in the heavily doped wafers. Device E2 was tested on this 

substrate, and showed levels of noise completely comparable with that 

found in device El which was made on the heavily doped wafers. The 

second alternative substrate was a 500 pm thick sapphire wafer. This 

wafer was donated by the Microlab, and initially came with a 1-2 pm 

layer of epitaxial Si. I stripped off this layer by using an SF6o2 

plasma etch, before beginning the SQUID fabrication. SQUIDs Kl and Jl, 

were fabricated on this wafer. Both devices showed low frequency excess 

noise levels and behavior which were comparable to that found on the Si 

wafers. I have accordingly concluded that the low temperature excess 

noise does not arise in the substrate. 

8.4k Noise from the SQUID Mount 

After the substrate, the solid object closest to the SQUID is the 

SQUID holder or mount. For most of the experiments, the holder consisted 

of a phenolic canvas stage, and a phenolic canvas cover plate, see Fig. 

8.14a. The choice of phenolic canvas was made because it reportedly(14) 

has a lower permitivity than the G-10 fiberglass which our group 

ordinarily uses. Plastic screws clamped the cover plate firmly to the 

stage, with the SQUID sandwiched in between. The SQUip was held about 

400 ~ away from the surface of the stage by In pads which formed the 
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Figure 8.14 (a) Construction of the phenolic canvas SQUID 
holder. (b) Construction of the superconducing SQUID holder. 
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electrical contact between the SQUID's thin-film connection pads and Nb 

foil pads on the surface of the stage. 

Replacement of the stage and cover with similar ones made of G-10 

fiberglass did not result in any change in the level or behavior of the 

low temperature excess noise. In addition, replacement of the plastic 

screws with brass screws or replacement of the superconducting 

modulation coil with a Cu one did not produce any change in the.excess 

noise. 

I have also tested a mount which supported the SQUID on 

superconducting Pb arms, see Fig 8.14b. The Pb arms were epoxied to a 

fiberglass support which was never closer than 5 mm to the SQUID. The 

SQUID was affixed to the f>b arms solely by the In pads, and no 

coverplate was used. The SQUID was located about 4 mm from the 

modulation coil and about 2mm from the inside surface of the Nb shield 

tube, much closer than usual. This alters the spacing between the SQUID 

and the modulation coil and the placement of the SQUID in the cell. 

Tests on SQUID Pl showed no measurable difference in the noise after 

replacing the phenolic mount with the superconducting mount. I have also 

varied the amount of In used to form the contacts for the pads, and have 

altered the proximity of the In to the SQUID. This was done on both the 

fiberglass and phenolic canvas mounts without any measurable effect on 

the excess noise. 

From the above negative results, I have concluded that the low 

temperature excess noise is not associated with the SQUID holder. 
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8.41 Helium in the Cell 

The cell is ordinarily filled with superfluid 4He. As described in 

Chapter 2, the 4He serves as a working fluid to maintain thermal contact 

within the cell. When the cell is operated without any 4He in it, the 

SQUIDs will not cool below a temperature of about 1 K, as judged by the 

level of the white noise. This is too warm to reveal much about the 

presence or absence of the low temperature excess noise. 

As an alternative test, device Dl (6-4-86) was tested with 

different ratios of 3He and 4He in the cell. The cell was first tested 

with 4He in the cell. The cell was then warmed above 14 K, and the 4He 

removed with a liquid He cooled charcoal pump. The cell was then 

re-cooled and approximately 500 cc STP 3He was condensed in the cell, 

allowing the contents of the cell to cool to about 70 mK (this 

experiment was done with the stainless steel cell can, and this was the 

minimum temperature the can could attain due to poor thermal contact to 

the mixing chamber) . The noise was then measured with SQUID ( 1) biased 

near +0 /4. Next an equal amount of 4He was introduced into the cell, and 

the noise again measured. Finally, the 3He was diluted further (to about 

5%) by filling the cell with 4He, and the noise was again measured. 

There was no measurable difference in the excess noise for the four 3He 

concentrations. 

However, it should be recognized that what is of importance would be 

the ratio of 3He to 4He at SQUID(l). At 70 mK, the two isotopes will not 

exist as a single mixture, but rather they will be seperated into two 

phases. A 3He rich phase, containing almost entirely 3He, floats on top 

of a denser superfluid 4He phase which also contains at most a few 
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percent 3He. Since SQUID(l) is fairly high in the cell, the initial 

small volume of 3He would not be expected to cover the SQUID. Rather, 

the cooling was probably provided by a small residual amount of the 

dilute superfluid 4He phase, which was left in the cell from the earlier 

run. This dilute phase would be saturated with 5 to 6% of 3He. The 

subsequent fillings of the cell with 4He should thus have little affect, 

as in this case the added volumes of 4He were sufficient only to convert 

part, or all, of the 3He rich phase into the 5 to 6% dilute phase. The 

real test was thus between the initial pure 4He noise data, and any one 

of the subsequent 3He tests. 

From the fact that the excess noise does not depend upon the 

concentration of 3He, I have concluded the noise is not associated with 

the helium in the cell. However, a better test would have been to 

entirely fill the cell with 3He. 

8 .4m Materials From Which the SQUID is Built 

A broad class of hypothetical sources are those which arise from 

some physical process in the metal or insulators from which the SQUID is 

constructed. These materials are few in number, and their occurrence in 

the SQUID fabrication has been discussed in Chapter J. I will here 

consider each material. 

AuCu shunts. All of the SQUIDs which were made in Berkeley had AuCu 

alloy shunts (see Chapter 1). The material compostion was never varied. 

On the otherhand, the amount of material, and its proximity to the SQUID 

were varied enormously. The area varied from 600 J..U112 for many of the 

devices, to 16 X 104 J..U112 for the large area cooling fins on the type M 
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devices (see chapter 11). There does not appear to be any correlation of 

the noise with the shunt size. Also, small area SQUIDs generally have 

less low temperature excess noise, but they have the same size shunts as 

the large area SQUIDs. 

The second major test of the shunt material concerns the SQUIDs not 

made in Berkeley. These had Ti or Auin as the shunt material instead of 

AuCu, as was discussed in section 8.3. Low temperature excess noise was 

observed, and its behavior was quite comparable to that in Berkeley 

SQUIDs of comparable dimensions. Thus the noise cannot be directly 

associated with the shunt material. 

SiO. The insulating layers that define the Josephson junctions and 

electrically isolate the SQUID from an input coil (if one is included on 

the device) are made of SiO, which is deposited as described in Chapter 

1. SiO is used in all of the SQUIDs, including those not made in 

Berkeley. We tested for noise generated by SiO by varying the amount of 

SiO on the SQUID. The addition of an extra 200 nm thick layer of SiO on 

top of the SQUID, as we commonly use for passivating the SQUIDs, has no 

measurable effect on the low temperature excess noise. Also, the type A 

SQUIDs are completely covered with the two SiO layers that define the 

junctions. These layers cover all of the Nb and also fill in the center 

hole of the SQUID loop. Most of the other SQUIDs have relatively small 

patches of SiO which do not cover the center hole, but rather are 

concentrated only near the junctions. The noise in all of these devices 

is comparable however, and there does not seem to be any correlation 

between the SiO and the low temperature excess noise. 

Nb and Pbln. As noted above, all of the SQUIDs had some combination 

of Nb and Pb or Pbln forming the body of the SQUID. We tested for noise 
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from these materials by va~ying the total and the relative amount of 

each material, as can be seen from Figs. 1.4 to 1.19. No dependence on 

these materials has been seen. This is in marked contrast to the case 

for the high temperature flux noise, as discussed in Chapter 7, where a 

strong material dependence was found. 

The type A and A' devices are a particularly sensitive test for 

material dependences (see Figs. 1.4 and 1.5). The two device types are. 

nearly identical except for the exchange of Nb for Pbin in the body and 

electrode. The low temperature excess noise level, slope, and 

temperature dependence are virtually identical for the two cases. I can 

thus conclude that the low temperature excess noise is independent of 

the SQUID body or loop material. 

Adhesion promoters Ti and Cr. As was described in Chapter 2, we 

generally use adhesion promoters under the AuCu and SiO in order to make 

them stick better to the underlying layers. My early wafers all used Cr 

under the SiO insulating layers and the AuCu resistors. I later switched 

to Ti under the SiO, with no measurable effect on the behavior and level 

of the low temperature excess noise. On the devices constructed on 

sapphire, there was no adhesion promoter under the AuCu, and only Ti was 

used under the SiO. The saphire devices thus had no Cr. As was discussed 

above, the devices built on sapphire showed comparable levels of low 

temperature excess noise. 

Because the adhesion promoters for SiO were used only directly under 

the SiO, the devices varied enormously in the amount of their area which 

was covered by the promoter. As was the case for the SiO, the observed 

level of the low temperature excess noise showed no correlation with 

this area. I can thus conclude that the excess noise was not affected by 
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the presence of the adhesion promoters. 

Contaminants. There is the possibility that a layer of contaminant 

or surface oxide is present on the SQUIDs. This is a very difficult 

hypothetical source to rule out. If the contaminant is introduced by the 

processing, the crudest test would be to try devices which were built 

elsewhere using different techniques. These tests were descibed in in 

section 8.3, and the two outside devices both showed typical levels of 

low temperature excess noise. Thus either all three techniques produce 

the same contaminant, or something in the common measuring environment 

is introducing the contaminant. One contaminant I have tried to test for 

qualitaively is the amount of condensed gas which must freeze on the 

SQUID in the course of its cooling on the refigerator. The cell has been 

evacuated, as described in Chapter 2, for times as long as 10 hours to 

as short as 3 hours, with no measurable affect on the noise. 

Unfortunately, the amount of gas remaining in the cell is not known, and 

it is not clear what gas could be responsible for the observed effects. 

Contaminants are, almost by definition, those materials which are 

unexpected and not completely under control. This makes it impossible to 

rule out this hyptothetical source at this time. In my opinion, it 

remains the most likely source of the low temperature excess noise. 

8.4n Motion of Flux Lines in the Body of the SQUID. 

The most obvious way to rule out this mechanism would be to test 

for the presence of flux lines in the SQUID, and also to see if they are 

moving. The possibility of doing a direct test is discussed in section 

8.5 on future work, and has not been done yet. 
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However, various indirect arguments are possible. First of all, 

smaller area SQUIDs should tend to have fewer flux bundles in them, 

simply because the density of flux bundles should be more or less fixed 

by the static magnetic field at the SQUID. If the bundles moved about 

independently, then we would expect the noise to scale as the total 

number of bundles, or equivalently, as the area of the superconducting 

metal in the device. The effect is somewhat more subtle however as can 

be seen from the following argument. 

Consider a vortex, containing 1 +0 of flux in its core, which is in 

the body of a SQUID loop as shown in Fig. 8.15. If the vortex starts at 

point P near the center of the loop and moves to point Q near the 

outside edge of the loop, the flux coupled into the SQUID will change by 

an amount of order +0 • This change is produced by moving the vortex the 

distance of the linewidth, '. The transfer function from vortex 

position to flux in the SQUID is then of order: 

a+fax a~ +0 /C 

Thus, devices with smaller linewidths are more sensitive to the 

motion of flux trapped in their loop. However, a smaller linewidth 

also means that there will be less superconduting material. One would 

therefore expect narrow linewidth devices to have fewer flux bundles 

present. For a SQUID with outside diameter d, and linewidth '· the 

total area of the superconducting thin film will be: 

Atp a~ d2 - (d-2C)2 = 4dC - 4C2 

If one assumes a constant density of flux vortices, ~f· per unit of 

superconductor area, then the total number of vortices in the SQUID 

body is: 
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Fig. 8.15 A votex moves from P to Q, causing 
a change in flux in the SQUID loop. 
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I will now assume that each vortex undergoes motion such that the 

spectral density of its position, Sx(f), obeys a 1/f law. Each vortex 

will then contribute a flux noise of order: 

Stt(f) = (atfax)2Sx(f) = t 0 2 Sx(f)/l2 

If the vortex motion is independent and incoherent, then the total flux 

noise produced in the SQUID from the motion of all Nf of the vortices 

wi 11 be just: 

St(f) = Nrt0 2sx(f}/l2 = 4~r(-1 + d/l)t0 2sx(f) 

For devices with small linewidth l, the flux noise should thus increase 

like d/l. It is interesting to note that this formula is scale invariant 

(stretching the SQUID by some factor does not alfer the expected noise 

level). Thus. this model naturally explains the approximate device size 

independence of the low temperature excess noise. Also, experimentally, 

I find that devices with smaller linewidth do show increased noise. By 

contrast, if the vortices move coherently, then the total flux noise 

produced in the SQUID will be just: 

St(f) = Nf2t0 2sx(f)/l2 = 16~f2(d-l)2t02sx(f) 
This expression does depend upon the size of the SQUID, and accordingly 

does not fit the observed properties of the excess noise. 

While the above incoherent model is encouraging, it should be 

recognized that it is physically quite implausible. The motion Sx(f) of 

vortices should also be affected by the presence of pinning sites in the 

superconductor, the normal metal resistance of the superconductor, the 

temperature, and the presence of driving currents. The temperature 

dependence should be thermally activated, which is not consistent with 

the properties of the low ·temperature excess noise. Pb. Pbin, and Nb 

should differ markedly in their pinning properties. In addition, the 
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pinning force should be so large as to make flux motion impossible at 

these low temperatures and small driving currents. The Pb and Pbln 

surfaces in particular are microscopically very rough and should produce 

deep pinning centers. 

The motion of flux bundles is an example of a hyptothetical noise 

·source which can explain scale invariance of the noise, but which does 

not appear capable of explaining the observed temperature and material 

dependence. This source cannot be unequivocably ruled out, as we do not 

have a detailed picture of possible mechanisms. However, in my opinion, 

it is not the cause of the low temperature excess noise for the reasons 

stated above. 

It is interesting to note that the scale invariance essentially 

comes from the geometry of the SQUID body and the assumption of a 

uniform spatial distribution of independent sources on the SQUID body. 

In fact it matters little whether the sources are flux bundles or some 

arbitrary source of local magnetic field. Thus the independence of 

material may reflect the possibilty that the noise is not being 

generated by flux bundles, but rather by some other source which is not 

so directly associated with the SQUID body material. 

8.4o High Temperature Flux Noise Source. 

The occurrence of high temperature flux noise in some of our SQUIDs 

was discussed in Chapter 7. Because the low temperature excess noise is 

also a flux noise, it is natural to wonder whether the two are 

associated. However, it should be recalled that the presence of high 

temperature flux noise was connected with the Nb in the SQUID loop, and 
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that replacing the Nb with Pb or Pbin removes the high temperature flux 

noise. On the otherhand, the low temperature excess noise is present in 

SQUIDs made with Nb, Pb, and Pbin, and is thus quite independent of the 

occurrence of the high temperature flux noise. 

In addition, some of the properties of the high temperature flux 

noise are quite different. The high temperature flux noise has a slope 

which is ordinarily very close to unity, and a 2/3 slope would be very 

anomalous. Furthermore, the high temperature flux noise seems to 

decrease at least as fast as T2 when the temperature is lowered, at 

least between 4.2 K and 1 K, whereas the low temperature excess noise 

shows an inverse temperature dependence below lK. In conclusion, the 

high temperature flux noise and the low temperature excess noise appear 

to be completely independent sources of excess flux noise, and although 

the detailed physical processes are unknown in each case, they are 

probably distinct. 

8.4p Equations of Motion. 

Is it possible that the low temperature excess noise is being 

generated by some dynamical effect arising from the non-linear equations 

of motion? There are two approaches to this issue. First of all, the 

observed characteristics of the SQUID are an indication of the equations 

of motion. Deviations in the I-V are representative of additional terms 

in the equations of motion. These deviations can commonly arise from the 

high frequency properties of the circuit to which the SQUID is attached, 

and would not commonly be expected to generate excess 1/f noise. In fact 

we have measured excess noise in devices with very large amounts of 
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structure, and very non-ideal behavior. This noise is of essentially the 

same nature and magnitude as that which we have measured in devices 

which were nearly ideal. In fact there does not appear to be any 

correlation between the level of the excess noise and the amount of 

structure on the I-V. This mitigates against most dynamical processes, 

as they usually depend critically on the equations of motion. 

Secondly, the characteristic frequency of the SQUID is set by the 

Josephson frequency. It is generally difficult to produce universal low 

frequency noise in a system with a vastly shorter time scale. In 

particular, most dynamical 1/f models are very sensitive to the bias 

point, due to the fact that the noise arises from mixing terms in the 

non-linear equations of motion. In addition, by sweeping the Josephson 

frequency over a large range one would expect the frequency dependent 

inpedances of the circuit to change, and produce a corresponding effect 

in any noise mechanism. Experimentally however, we have observed excess 

noise from Josephson frequencies of 350 MHz to about 10 GHz, and its 

magnitude is apparently independent of the bias. 

Thirdly, it is difficult to understand why the temperature 

dependence and slope of the noise would be affected by changing the 

shape of the device, but not the device parameters. The shape after all 

does not enter directly into the equations of motion. 

In conclusion, the low temperature excess noise does not have any 

symptoms which would indicate it is generated by a dynamical SQUID 

mechanisms. In addition, it has some behavior which appears to be 

difficult to explain in a dynamical context. Hpwever. I can not make any 

more rigorous statement, owing to the number of model circuits which may 

be considered. 
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8.4g Secondary Parameter Fluctuations. 

There are various secondary parameters which may also be thought of 

as hypothetical sources, for example the dynamic resistance or the flux 

gain.(15) Such parameters are determined by the SQUID equations, and as 

such their fluctuation can always be ascribed to changes in the 

equations of motion or fluctuations in the primary SQUID parameters. In 

this sense I have already considered their effects above. However, such 

fluctuations would generally be the result of correlated fluctuations in 

several parameters, and this makes the analysis more complicated. I will 

consider only two such cases explicitly. 

Bias Power. By varying the bias voltage of the SQUID, I can vary 

the power being dissipated in the SQUID. As such, the fact that the 

noise has been found to be independent of the bias voltage means that it 

is also independent of the power being dissipated in the SQUID. For 

example. as was discussed in section 8.4e, device El at T = 95 mK, had 

its bias voltage varied from 1. 8 p.V to 6. 8 p.V, with no measurable change 

in the excess noise level. Since the dynamic resistance is large at 

these low biases and temperatures, the current is practically unchanged, 

and the ratio of the voltages will then be almost the same as the ratio 

of the power dissipated. In this case, then, the power dissipation in 

the SQUID was altered by a factor of about 3. 8. and there was no 

measurable effect on the level of the excess noise. 

Temperature: The temperature enters directly into the SQUID 

equations of motion through the Nyquist noise terms Vnl and Vn2· In the 

dimensionless equations, this introduces a term of the form r = I0 T!e+0 

and thus the effects would scale with I 0 . No such sealing with I0 is 
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observed. 

However, the temperature also enters indirectly into the equations 

of motion, and can lead to correlated changes in several SQUID 

parameters. It is useful to have a bound on the magnitude of the cell's 

temperature fluctuations. N. Wang(16) has taken temperature fluctuation 

spectra on a neutron transmutation doped Ge thermistor (NTD #12, 

7-24-88) at 25 mK. The resistor was glued with conducting epoxy to a Cu 

holder which was bolted to the outside of the Cu cell. The Ge resistors 

are doped almost to the degeneracy level, and have a temperature 

dependent resistivity which behaves as:(17) 

( 8. 1) 

where for the given thermistor, N. Wang has measured: 

l1 = 6.25 K and R0 = 0.5 Mn 

The current vs. voltage characteristic of the resistors are quite 

non-linear, and the above relation is for the low voltage portion of the 

curve. The resistor was operated slightly into the non-linear regime at 

a constant current bias of I = 0. 5 nA and V de = 1 .13 mV. The voltage 

across the Ge resistor was buffered by a X1 differential opamp pair, 

amplified XlOO by a PAR 113, and then fed into an HP 3582A spectrum 

analyzer. The voltage noise spectrum was flat above about 10 Hz (with 

the exception of a 2 JJV rms 60 Hz peak and a few harmonics), with an 

amplitude: 

svll2(f) = 37 nv uz-112 

Below 10 Hz, the spectrum scaled as 1/f2, corressponding to a slow drift 

in the mixing chamber's temperature. The noise above 10 Hz is produced 

almost entirely by the buffer amplifier and PAR 113, and so the above 
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noise merely places an upper limit on the temperature fluctuations of 

the cell. From Eq. 8.1 one can convert the measured voltage fluctuations 

into equivalent temperature fluctuations. One finds.: 

Sr1/2(f>10Hz) ~ 0.11 pK Hz-1/2 

By measuring the SQUID I-V characteristics at different T, one can find 

ai!aT for fixed flux bias current It1 , and fixed bias voltage V. The 

temperature fluctuations can then be converted into an equivalent flux 

noise in the SQUID by using: 

s.1/2(f) = srl/2(f)·ar;ar·at/ai 

Now ar!aT·a+!ai is generally quite small below 1 K, being typically much 

less than 10-2 +0 /K. If I take a very conservative estimate of 10-1 

+0 /K, then the limit on the thermally generated excess noise in the 

SQUID is: 

s+1/2(f) = 1.1 x 10-8 +0 Hz-1/2 

This is a very low level, and is much too small to account for the 

observed magnitude of the low temperature excess noise. 

8.4r Fluctuations in the Fundamental Constant +0 

It is interesting to note that the fundamental parameter +0 also 

occurs in the equations of motion. Leaving aside the very serious 

experimental and theoretical objections one could raise to a variation 

in this paraaeter, let ae naively examine whether such a hypothetical 

variation could produce the low temperature excess noise. 

First of all, the parameter +0 enters into the SQUID equations in 

the parameters p, Pc and •· Fluctuations in p and Pc would not produce 

flux-like noise. On the otherhand, fluctuations in + are flux noise. The 
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magnitude of the fluctuating reduced flux will scale directly with the 

flux that is passing through the SQUID. Thus a device which had 10+ of 

flux in it would be 100 times noisier in the power than a device with 

just + in it. If we assume that the typical trapped magnetic field in 

· our configuratiori is more or less the same from one cool down to the 

next. then our large area SQUIDs will typically have something like 600 

times (the ratio of the largest area to the smallest area) more flux in 

them than the smallest SQUIDs. One would accordingly expect to see 600 

times more rms noise in the larger SQUIDs. No such rapid dependence is 

seen, and I conclude that variations in +0 are not the source of the low 

temperature excess noise. 

8.4s Applied Magnetic Field During Cooling 

In a typical run, the SQUID is surrounded by two ~-metal shields 

(see Chapter 2). These reduce the static field at the SQUID to less than 

2 J.£T. The SQUIDs are cooled through the superconducting transition in 

this reduced field to prevent large amounts of trapped flux permeating 

the SQUID and the superconducting shields. It is unlikely that the 

Meissner effect is complete in the Nb shield tube and, as a result, a 

substantial fraction of the reduced field is probably trapped in the Nb. 

We have also occasionally cooled SQUIDs through the superconducting 

transition without using the }.'-metal shielding, as for example, in a 

test run with device A1 (7-6-85). In such a situation the field trapped 

in the Nb shield must probably be of order the Earth's magnetic field, 

about 40~T. After cooling below Tc, the shields were replaced, so as to 

reduce external noise. No affect on the level of the excess noise was 
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observed compared with the excess noise seen on earlier runs where the 

p-metal shields were kept in place during cooling. 

In connection with the flux vortices discussed above, it is 

interesting to note that a type A SQUID cooled in a 2 pT field would 

enclose about 800 +0 • The smallest SQUID, a Type 0, would enclose less 

than 2.5 +0 . It is unlikely that 2 or 3 flux vortices could produce a 

good 1/f2/3 spectrum, as 1/f type spectra are ordinarily built out of a 

large number of Lorentzians. Also, 2 pT is a conservat.i ve estimate for 

the trapped field, in which case it is likely that there are no trapped 

vortices in the smallest SQUIDs. 

8.5 Suggestions for Future Work 

Since there is still much to be learned about the low temperature 

excess noise, it is of interest to mention some experiments that would 

yield important new information. 

Probably the most important work to be done is to test more SQUIDs 

from other labol'atories. The best test would be fol' other groups to 

measure the noise in their own SQUIDs in the range below lK. This would 

also supply an excellent check on the measul'ing system and cell. 

In fact, the region down to 0.3 K is readily acessible with a Helium 

3 system, and already much could be l'evealed about the presence Ol' 

absence of low temperature excess noise from such measurements. It is 

somewhat puzzling that such a modest effol't has not been undertaken by 

others. It should be recognized however, that many SQUIDs do not work 

well below 1 K. The most common commercial SQUIDs will usually not even 

work over the range from 1 to 4. 2 K. These devices are made with 
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self-shunting junctions which have a very large temperature dependence. 

Most SQUIDs also seem to be made with "resistive" shunts which go 

superconducting at around 0.4 K (shunts of Auin, Ti), or 1 K (shunts of 

Mo), thus rendering the SQUIDs inoperable at a fairly high temperature. 

Another experiment would be to cool down two SQUIDs and test for 

correlations in their noise. This would prove definitively that the 

noise was local in character, and was not being driven by some external 

disturbance. 

A careful study of the noise in the presence of large and known 

magnetic fields, would also be very interesting. This would be a good 

test for spin glasses (see section 8.6 below), because it is expected 

that the noise spectra should show large effects in even fairly low 

fields of a few tenths of mT. 

Another interesting (but difficult) experiment would be to heat the 

SQUID body only in small regions and see if the excess noise level was 

affected. As I noted above, the excess noise is not dependent on the 

resistor temperature, but rather on the temperature of the body. If one 

could heat up the body to say 1 K, while keeping the shunts cold, one 

would expect the excess noise to be as small as it is at 1 K, and the 

device should have small noise. With sufficient care, one could localize 

the source of the noise by heating small regions and seeing where the 

excess noise is affected. 

Another experiment that would be very interesting is to construct 

what I call a scanning SQUID or flux microscope. This would be a small 

SQUID which is mounted so as to face a moveable platform. The platform 

would support a sample in close proximity to the SQUID loop. By moving 

the platform with respect to the SQUID. one could scan the local 
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magnetic field near the sample, obtaining a spatial picture of the 

magnetic field. With careful alignment and a small measuring SQUID, one 

should be able to obtain 10 }Jill resolution fairly easily. With such a 

device, one could search for the presence of trapped flux, map out the 

distribution of current flowing in the SQUID body, do local 

susceptometry tests on the Nb and substrate, and measure the local 

magnetic noise as a function of position. In this way, one could 

directly test for flux bundles, and locate the position of the source of 

the low temperature excess noise. The device is interesting in its own 

right, and I think it will be a useful invention. One can easily 

conceive of other applications, such as local NMR, local thermometry, or 

local conductivity measurements. I have made preliminary tests on a 

crude 4.2 K model, and the idea seems to be sound. The platform was a 

fiberglass block which held a sample about 0.5 mm from the SQUID, and 

which was moved on a slide-rod by a fiberglass pushrod. The pushrod went 

to the top of the dewar where it was connected to a micrometer, allowing 

me to control the motion of the platform in one direction. The SQUID was 

run in a locked-in configuration using the 4.2 K test insert 500 kHz 

electronics (see Chapter 2). During tests on a Nb thin-film sample, I 

was able to maintain lock over a few mm of travel while the feedback 

output varied up and down by about +0 . 

Another interesting experiment would be to test for the excess noise 

in an rf SQUID. This would be a good test because the equations of 

motion are very different for an rf SQUID, and one could thereby hope to 

rule out dynamical models. The problem here is that the white noise in 

the rf SQUID is so much higher that one would have a difficult time 

detecting the presence of the expected level of excess noise. However, 
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the noise in the rf SQUID is largely determined by the tank circuit and 

preamplifier. One could adopt the highly unusual expedient of using a 

low noise de SQUID as the preamplifier to measure the noise in the rf 

SQUID. 

It would be of considerable interest to construct a SQUID with 

several loops connected in series. As was discussed above, data on SQUID 

Pl. which had 10 loops connected in series, suggested that the noise 

scaled as roughly the number of loops. By connecting loops in parallel, 

one can essentially produce a fractional number of loops. The incoherent 

sum of the noise from 10 loops in parallel should be 10 times smaller 

than the noise in a single loop. The inductance will also be 10 times 

smalle~, so that the noise energy due to the excess noise should be 

unchanged. SQUIDs with lower L have lower white noise, so that there is 

some advantage to pursuing such a construction 

There are a great many other tests that could be done, and the area 

is wide open for experimental work. 

8.6 Concluding Remarks 

The origin of the low temperature excess noise remains unknown. 

Investigation of the known materials in the SQUID has not yielded the 

source. Investigations of the SQUID parameters has ruled out virtually 

all of the~. Many of these investigations have involved at least two 

independent tests for the effects. Fig. 8.16 summarizes our unsuccessful 

search for the source. There is nonetheless one (difficult to understand 

but reproducible) way to alter the level of the noise, by changing the 

geometry of the SQUID loop. This connection is one path which may lead 
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to the identification and removal of the low temperature excess noise. 

One broad class of sources we have been able to examine in general 

are possible external sources of magnetic noise. If the source is far 

from the SQUID, then it will of necessity produce a field which is 

uniform across the SQUID at the low frequencies we are concerned with 

here. The resulting flux noise power in the SQUID would then scale with 

the square of the SQUID area. Since no such dependence is seen, we can 

categorically rule out the possibility that the noise is being generated 

by a distant source. Distant, in this case, means on the length scale of 

the SQUID diameter. If the source is closer than the SQUID diameter, 

then the above argument will fail because the magnetic field may vary 

over the SQUID diameter. 

A strong candidate for a local source would be the presence of a 

spin-glass(18) contaminant on the surface of the SQUID or chip. 

Spin-glass systems have recently been shown to exhibit 1/fm noise (with 

0.6 < m < 1.0) (5,19) that increases in magnitude as the temperature is 

lowered through the transition temperature.(19) Noise in a spin-glass 

system can also exhibit changes in slope which are very similar to those 

seen in Fig. 8.12 or Fig 8.9. The slope changes occur on passing through 

the glass transition.(19) I note that the increase in the noise as the 

temperature is lowered over a certain range mitigates against many 

phenomena, for example, thermally activated flux motion. However, 

spin-glass systems can show a similar anomalous inverse temperature 

dependence to the noise. If a spin-glass is indeed the source of the 

noise, the fact that the noise does not depend on the area of the SQUID 

implies that the material must be very close to the SQUID. 

One important conclusion that can be drawn from the above discussion 
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is that none of the hypothetical parameter sources generates any 

appreciable excess noise at low temperatures. This is encouraging 

because it suggests that once the source of the low temperature excess 

noise is found and eliminated, there will be no other comparable source 

of excess noise left in the de SQUID. With the source of the low 

temperature excess noise still unknown, this is the most optimistic 

conclusion that can be drawn. 

It should be recognized that many of the tests were done 

simultaneously. This occasionally complicates the interpretation, for if 

the noise were to dissappear we would not know which parameter had 

produced the effect. This is the chief difficulty with finding why the 

smaller devices have lower noise, or why the split devices can generate 

different slopes. By necessity, when one alters the geometry of a 

device, a great many things are changed simultaneously, and it is 

difficult to isolate one effect from the other. This fact. in part. 

accounts for the multiple tests that were applied to the devices. 
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Chapter 9: Hot Electron Effect in Normal Metals: Theory 

9.1 Introduction 

There has been considerable experimental effort directed toward 

obtaining de SQUIDs with sensitivities limited only by the Heisenberg 

uncertainty principle. The equation governing all of these attempts is 

the classical thermal result of Tesche and Clarke:(l,2) 

where 

tv ~ 16k8T(LC)1/2 (9.1) 

tv = S+/2L is the intrinsic SQUID energy sensitivity (3) 

L = SQUID loop inductance 

C = SQUID junction capacitance 

T = temperature 

S+ = flux noise spectral density in the SQUID 

Although tv is known to be an inadequate figure of merit, it is easily 

measured and can be used to estimate the true energy sensitivty t (see 

Chapter 0).(3, 4 ) 

The original approach to low noise SQUID design was to decrease C by 

making the tunnel junctions as small as was photolithographically 

possible and also to simultaneously reduce L. This approach has been 

recently extended to the use of submicron edge tunnel junctions by Wakai 

and Van Harlingen. (5) Unfortunately, all of these devices presently 

suffer fro• two problems: (1) the small inductance makes these devices 

difficult to actually use as amplifiers, and (2) there is a high level 

of 1/f noise which has meant that the SQUIDs approached the quantum 

limit only for f ~ 1 Mhz. By using double transformer input circuits,(6) 

or mul tiloop SQUIDs ( 7) different research groups have begun to ·use de 
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SQUIDs with inductances as low as 15 to 30 pH in sensitive applications. 

The second difficulty remains in these devices however, and in addition, 

because of the complicated input circuits, the devices display 

considerable resonant structure. 

For the past four years we have undertaken a different technique 

which has yielded large inductance SQUIDs with substantially superior 

performance above 10 kHz. Our procedure is to: 

(1) retain a large SQUID inductance so that the device may 

be easily coupled to, 

(2) retain 4 ~2 junction windows which can be produced 

photolithographically, 

(3) reduce the final variable, the temperature T, to 20 mK 

using a dilution refrigerator. 

This approach is not without its difficulties. In the previous 

Chapter I described the puzzling and highly unusual behavior of the low 

temperature excess noise which is present below 1 K. We still do not 

know the cause of this excess noise, and it is admittedly still the 

largest source of noise in our SQUIDs at 1 kHz and at low temperature. 

However, by testing a large nuaber of SQUIDs with different shapes, 

sizes, and materials I have been able to find a particular geometry 

which gives consistently lower 1/f noise for f > 1 kHz. These are the 

Type D and M SQUIDs. I soon discovered that these devices had a second 

problem: although at relatively high temperatures the white noise 

decreased like T as the temperature was lowered (as expected from the 

classical thermal result), cooling below 150 mK did not produce any 

additional decrease in the white noise. Evidently this problem also 

occurred in the SQUIDs with higher levels of low temperature excess· 
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noise, but it was hidden in the large amount of excess noise. It is only 

in SQUIDs with a low level of excess noise that we can hope to see that 

the white noise levels off. 

I have attributed this levelling off of the white noise as due to 

the shunts heating above the bath teaperature, as will be discussed in 

detail in Chapter 11. The heating is caused by the applied bias voltage 

across the SQUID. The power that this voltage generates is very small. 

It is so small that it does not seem possible to explain the heating as 

being due to a conventional Kapitza thermal boundary resistance. (8) 

Rather, it appears that the heating is due to the electrons being driven 

out of equilibrium with the phonons. This effect is virtually unknown in 

normal metals at higher temperatures because the electrons and phonons 

are effectively well-coupled. At low temperatures however, the effective 

coupling is much weaker and the effect becomes very prominent in small 

samples. 

In this Chapter, I discuss the mechanism for electron cooling at low 

temperatures. In the following two chapters, I will present experimental 

evidence for th~ presence of these "Hot Electron Effects", and I will 

compare the theory with experimental data. 

9.2 Simple Theory of Hot Electrons in Normal Metals: Assumptions 

Consider two thermodynamic systems coupled together by an 

interaction, see Fig. 9.1. If power P is applied to one of the systems 

then it will heat up until it is transferring power P into the second 

system. If the coupling is weak the two systems will be driven out of 

equilibrium and there will be well defined. but different, temperatures 
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Fig. 9.1 Schematic of thermal system in a metal. Power P 
is applied to the electrons by means of battery voltage V, 
causing the electrons to heat. Power flows from the 
electrons to the phonons through the thermal resistance 
Rep which is mediated by the electron-phonon interaction. 
Phonons then transport the heat to the electrically 
insulating substrate through the Kapitza thermal 
resistance R Kap . 
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for each system. The electrons and phonons in a normal metal can be 

thought of as two such systems which are coupled together by the 

electron-phonon interaction. Application of a voltage to . the metal 

transfers energy to the charged electrons, but not directly to the 

phonons. It is only by emitting or scattering phonons that the electrons 

can release this energy to the phonons. The phonon system i tse 1 f 1 s 

generally thermally coupled to some other large thermal reservoir. We 

will take this reservoir to be a second phonon system, the substrate or 

bath phonons, and the coupling is then described by a Kapitza thermal 

boundary resistance, RKap· We can similarly formally define a thermal 

resistance between the electrons and the phonons, Rep· 

Standard low temperature heating occurs when the phonons in the 

metal become much hotter than the phonons in the reservoir. This will be 

the case when RKap>>Rep and sufficient power is applied. On the 

otherhand, when Rep>>RKap and power is applied, the temperature 

difference will be greatest between the electrons and the phonons. Hot 

electron, or non~equilibrium, effects are well-known in 

semiconductors.(9) The small carrier concentration means that each 

electron recieves proportionately more energy, and is 

correspondingly large. W.A. Little appears to have been the first to 

esti•ate the size of the hot electron effect in normal metal. ( 8) The 

effect was apparently first seen experimentally as a "hot phonon" 

effect, ( 10-12) by researchers who were studying the behavior of heat 

exchangers for use in dilution refrigerators. More recently Roukes et 

al.(13) have observed a "hot electron" effect in a thin Cu film using a 

SQUID readout similar to the configuration we describe below. Roukes et 

al. have aiso provided a simple heating model of the effect based on an 
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argument by P.W. Anderson et al .. (14) 

The theory presented below yields a simple and tranparent expression 

which is exact for the assumptions made and clearly shows the dependence 

of the effect on the parameters of the normal metal. There exist more 

complicated models which do not assume that the baths have well-defined 

temperatures.(15) It turns out that a well-defined electron temperature 

is a good approximation however,(15) and so I will take this as given. I 

make the following assumptions: 

(1) The electron gas is at some well-defined temperature Te 

which is much less than the Fermi temperature Tp. 

(2) The phonons are at some well-defined temperature Tp which is 

much smaller than the Debye temperature e0 . 

(3) The Fermi surface is spherical and the electrons have a 

parabolic energy band. 

(4) The electron-phonon interaction is a scalar deformation 

potential,(16) and I can neglect Umklapp processes. 

(5) The dimensions of the metal are much larger than the average 

thermal phonon wavelength. 

Assumptions (1-4) are actually most reasonable in the low 

temperature regime, the regime we are interested in. Assumption (1) is 

well-satisfied for any ordinary normal metal. Assumption ( 2) implies 

that we need only consider the acoustic phonons. These phonons have a 

simple linear dispersion relation: phonons with wavevector q have an 

energy Eq = hsq, where s is the speed of sound. Similarly, assumption 

(3) means that I will take a quadratic dispersion relation for the 

electrons, electrons of wavevector R and effective mass m* will have 

energy Ek = hk2/2m*. Assumption (4) means that only the longitudinal 
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acoustic phonons will be important, as the transverse modes do not 

Couple via the deformation potential. A brief discussion of the 

deformation potential and its matrix elements has been included in 

Appendix A. 

A few coiRJients are in order about the applicability of these 

assumptions to the noble metals. First of all, the quadratic dispersion 

relation implies a spherical Fermi surface, a constant Fermi velocity on 

the surface, and a uniform density of states at the Fermi level. On the 

otherhand, the Fermi surface of the noble metals is distinctly 

nonspherical, with prominent necks connecting spheres in a multiply 

connected surface.C17) These details are not too serious for the problem 

considered here, as one can take· the experimentally determined 

parameters for the surface averaged density of states and Fermi . 

. velocity. 

A more serious problem is that a scalar deformation potential is not 

always a good approximation to the electron-phonon interaction.(18) In 

particular, in the noble metals the transverse modes can couple to the 

electrons at the necks of the Fermi sphere. This leads to a substantial 

increase in the scattering rate at the necks. It should be possible to 

extend the approach to the case of a nonscalar interaction potential. 

Nonetheless, I will take the scalar deformation potential because it is 

the si11plest realistic model interaction. The matrix for this 

interaction can be written as: 

(9.2) 

where: q is the phonon wavevector, and M0 is independent of q and may be 

approximated by: 
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r 2:F r (9.3) 

where: ~ is the mass density per unit volume of the metal, ~:F is the 

Fermi energy, o is the volume of the sample, and s is the speed of sound 

(see Appendix A). 

An additional simplifying assumption I will make is that I can · 

ignore Umklapp processes. In the case of the noble metals this 

assumption is not entirely reasonable. At the necks on the Fermi 

surface, electrons can scatter out of the first Brillouin zone by making 

arbitrarily small changes in wavevector. Such a scattering event 

corresponds to an Umklapp process. Although Umklapps are very important 

for momentum transfer, due to the large resulting wavevector change when 

the scattered electron is translated back into the first Brillouin zone, 

no such enhancement occurs in the energy transfer. As a result, the 

effect of the Umklapp processes should be minor for the problem at 

hand. 

9.3 Calculation of Energy Loss Rate 

The basic microphysical processes which transfer heat between the 

electrons and the phonons are shown in Fig. 9.2. In Fig. 9.2a an 

electron with wavevector R and energy Ek emits a phonon of wavevector q 

and energy ~:q, and the electron leaves with energy Ek' and wavevector R' 

= R - q. In Fig. 9.2b. an electron with energy Ek absorbs a phonon of 

wavevector -q and energy ~:q, and leaves with an energy Ek' and 

wavevector R' = R q. Again, I have entirely ignored umklapp 

transitions, so that the wavevectors are strictly conserved. 
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(a) emission 

(b) absorption 

-q 
k 

Fig. 9.2 (a) Emission , and (b) absorption of phonons 
by an electron of wavevector k. 
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Consider the rate at which an electron with wavevector k, is 

scattered to wavevector R' = R - ll with the emission of a phonon of 

wavevector q. With the assumptions (1) through (4), and an application 

of Fermi's golden rule, this rate can be written as:(19) 

(9.4) 

where: = !isq is the phonon energy, f(E) is the Fermi-Dirac 

distribution, n(q) is the Bose-Einstein distribution, (1-f) is the 

probability that the final state k' is empty, and (n+l) is the 

sti•ulated plus spontaneous emission rate factor. The rate at which an 

electron loses energy in this transition is therefore: 

(9.5) 

su-ing over all allpwed phonon q, one obtains the total energy loss 

rate for an electron of wavevector R: 

(9.6) 

Now summing over all of the initial electron states, one obtains the 

total rate at which the electron gas e•its energy: 

(9.7) 

I now express the suaaations as integrals over the appropriate density 

of states and write: 

. ' 

Pe•itted ·Jf(Ek)D~Ek)dEkJo~q)<q 2~ 1Mt
2
•(Ek- Ek' - •q)X 

-· 3 
X(l-f(Ek•))(n(q)+l)dQ 

(9.8) 

where De(Ek) is the electron density of states at energy Ek, and Dp(ll) 

is the phonon density of momentum states. 

Similarly, the rate at which the electron gas will absorb power from 
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the phonons is: 

CD 

?absorbed~ If (EklDe (Ek)dEk fop (ij) ·~ I M 1
2 

6 (Ek- Ek, + • q )( 1-f (Ek,)) n ( q) d~ 
(9.9) 

The net rate at which power is emitted by the electrons is thus: 

P Pemitted - Pabsorbed (9.10) 

,CD 

P jf(Ek)De(Ek)dEk Jop(Q)<q 
2
: IM1

2 
(1-f(Ek•)) 

-CD 

This expression can be put in the form: 

(9 .11) 

where: 

CD 

Jf(~)D'Ek)dEk JD,il)tq 
2
; IMJ

2
0(Ek- Ek' - •q)(1-f(Ek•))d= 

-CD 

(9.12) 

CD CD 

Jr(Ek)D'Ek)dEk JD,ij)<q
2
: 

-G -e 

[. 6(Ek- Ek, - £ ) - 6(E -E +~ )ld~ q k k' q . 

(9.13) 

The first term describes the rate at which the electron gas emits energy 

when the phonon gas is at zero temperature. The second term includes all 

of ·the effects of a finite phonon temperature. The integrands in both 

terms are highly peaked about E = £F, the Fermi energy. This leads to 



considerable simplification, and the integrals can be calculated exactly 

for the assumptions made. 

As is shown in Appendix 8, one finds for P0 : 

where: 

E = 
M0 2 D(ep)k~f(5)f(5) 

271'rl5s3vpa 

r(n) (n-1)(n-2)·· ·(1) is the gamma function 

f(n) =Riemann zeta function, f(5) = 1.037 

a is the volume of the normal metal 

(9.14) 

(9.15) 

The expresssion for E can be simplified considerably by noting that 

~he electronic heat capacity per unit volume is just Cel = 7Te where 7 

is given by: 

7 = 
30 

2 
D (zp)ka e 

(9.16) 

where De(ep) is the density of electron states at the Fermi level (not 

per unit volume. but per unit energy). V.F. Gantmakher(19) has defined 

the thermal average electron-phonon scattering rate as T*-1•a*T3, where 

a* is a thermally averaged electron-phonon scattering constant. 

Ghantmakher and Gasparov(20) have studied the scattering rate in pure 

samples of the noble metals Cu and Ag using the radio frequency size 

effect (RFSE). This technique allows the deteraination of the scattering 

rate as a function of position on the Fermi surface for temperatures 

from about 1K to 4.2 K. They have found very strong scattering anisotopy 

for the reasons stated above, and a clear T3 dependence. Gantmakher(19) 

has calculated this rate theoretically for the assumptions I have used 

above and found (I have rewritten things slightly for my notation): 
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* (X 
se(3)M~ k~ 

1rrl5s3vp 
(9.17) 

where f(3) 0 1.202 is the Riemann zeta function evaluated at n=3. We can 

thus write r as: 

(9.18) 

An analysis of the P1(Tp,Te) expression shows that in fact P1 does 

not depend upon the electron temperature. The calculation of Pl. is 

considerably messier than that of P0 , but in the end it reduces to a 

simple form. Readers who find this interesting can consult Appendix c. 

This is a result of detailed balance. One finds: 

(9.19) 

The net emitted power can thus be written quite simply as: 

The expression is quite reasonable. Its appearance is similar to the 

Stefan-Boltzmann law for the exchange of thermal radiation between two 

surfaces at different temperatures. There are of course two important 

differences. The power scales as the volume of the sample and the fifth 

power of its temperature, rather than the area of the sample and the 

fourth power of its te11perature, as would be found for the photons 

treated in the Stefan-Boltzmann law. When Te = Tp the net emitted power 

vanishes as it 11ust when the electrons and phonons are at the same 

temperature. For this to occur for all temperatures Te, the phonon 

temperature dependence and the electron temperature dependence must be 

the saae, or else the cancellation would fail and there would be a net 

power transaission when the two systems are in ther11al equilibrium. The 

volume dependence arises from the fact that the total number of 

electrons is proportional to the volume, arid we are calculating the rate 
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for the entire gas. A very simple back of the envelope calculation of 

this law is given in Appendix D; this derivation is essentially in the 

spirit of refs. 8, 11 and 12. 

I can now adress more precisely the observabili ty of the hot 

electron effect. In order to see the effect convincingly, two conditions 

must be satisfied: 

(i) The electrons must heat up compared to the bath temperature 

T0 , for the sake of argument, then, we require something like Te 

~ 2T0 • 

( ii) The difference in temperature between the electrons and 

phonons should be greater than the difference in temperature 

between the phonons and the bath, thus (Te-Tp) ~ (Tp-T0 ). 

Combining these two conditions one finds that they require at minimum Te 

= 2T0 and Tp = 1.5T0 . Now in dynamic equilibrium, the electrons will 

transmit power to the phonons at the same rate that the phonons transmit 

power to the bath. I now suppose, as in Fig. 9.1, that the phonons are 

coupled to the bath by a Kapitza resistance. The condition thus becomes: 

P = ID(Te5 - Tp5) = aA(Tp4 - T0 4) 

where a= 1/(RKTo3A), is the Kapitza thermal conductivity per unit area. 

Now substituting the observability conditions for Te and Tp, one finds: 

4 - 1) 
To = 

aA(l. 5 = 0.166 ~ 
l;0(25 - 1.55) ro 

Reinserting the inequalities, and supposing a thin film geometry one 

finds that the hot electron effect will be observable only for: 
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where I is the film thickness. We thus see that the effect is most 

easily seen for a thin~film system, and that the film thicknes~ is the 

only extensive parameter that enters into the observability condition. 

For representative values of a and I (to be discussed in the next 

chapter), and our typical SQUID resistor film thickness of 30 nm, this 

condition becomes: T0 ~ 0.74 K. At this small thin film thickness, we 

thus expect the effect to be readily observable below 1K. 

There is a confusing point about the T5 law and the Stefan-Boltzmann 

T4 law,. which describes the transport of heat out of the sample by 

electromagnetic radiation. At low temperatures, T5 becomes much smaller 

than T4. We thus might expect that at low temperatures the electrons 

·Wi 11 radiat'e more energy by emitting photons than phonons. Let us 

suppose the electron gas is at temperature Te and the phonon system is 

at 0 K. The power emission from phonons will equal that from photons 

when a 8ATe4 = IOTe5,where a 8 is the Stefan-Boltzmann constant, and A is 

the area of the saaple. This will happen when Te = craA/Io. For thin 

films this becomes Te = a/Il, where again I is the film thickness. 

Evaluation of the constants for the case of a 30 nm thick Cu film gives 

the temperature as roughly 1 nK, which is well below the acessible 

temperature range investigated in this thesis. 

The simple heating law has one very iaportant consequence. In the 

steady state the e11i tted power P will equal the power, Pa, applied by, 

for example, a voltage source. One can thus write the electron 

temperature in terms of the power and the phonon temperature: 

5 ] 1/5 
- Tp . 

For a 0 K phonon bath. the electrons will only cool to Tmin 

(9.21) 
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Thus, there is a minimum temperature to which the elctrons in a normal 

metal can be cooled when power is applied. This minimum temperature 

scales as the fifth root of the dissipated power per unit volume. For 

example, in order to reduce the electron temperature by a factor of 2, 

we must decrease the power per unit volume by a factor of 32. 

9.4 Implications for SQUID Design 

This simple law has important implications for designing SQUIDs for 

operation below 1 K. Typical thin-film SQUIDs have normal metal 

resistive shunts with relatively small volumes. At best, the sensitivity 

of a SQUID is limited by the Nyquist noise from these resistors. This 

Nyquist noise scales with the temperature of the electrons in the 

shunts. Unfortunately however. these same shunts dissipate most of the 

bias power applied to the SQUID (a small amount of power is undoubtedly 

lost by p-wave radiation and by driving external loads). 

From the above discussion, we can see that, because of the hot 

electron effect. the electrons in the shunts will never be able to cool 

below T11in=(P/In)ll5. Now, it is not possible to operate a SQUID with 

arbitrarily low power and obtain a high sensitivity, as at low voltages 

the noise in the SQUID is very high (see Figs. 4. 4 to 4. 5). For all 

practical purposes the applied power can be .considered fixed at some 

value. For a SQUID then, it will be necessary to increase the volume of 

the shunts or the I factor in order to lessen the electron heating. I is 

determined by the shunt material, and among the noble metals there is 

not much variation. In Appendix E. I have calculated I for a number of 

different materials from experimentally measured parameters. One should 
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realize that the choice of materials is limited because of the need for 

the metal to be normal, perferably non-magnetic, and suitably durable to 

survive fabrication. The simplest parameter to vary is thus the volume 

of the normal metal shunt. 

In general, the phonon system will heat above the bath temperature 

as well. At sufficiently high temperatures, the temperature drop between 

the phonons in the metal and the substrate phonons will be greater than 

between the electrons and the phonons in the metal. Also if the metal is 

very poorly coupled to the substrate, then the thermal resistance 

between the phonon systems will be relatively more important. From the 

above discussion, we saw that the hot electron effect will be important 

for T0 < 0.17(a/It)l/5. For a real thin-film system •. as will be 

discussed in section 9. 7, the above remarks will be modified due to 

finite size effects. 

The remarks above clearly apply only to devices which are 

constructed with nor11al •etal shunts. Devices which are built with 

self-shunted junctions or weak links should produce qualitatively 

different (and probably 11uch worse) heating effects. 

9.5 Spatial Effects and Diffusion Lengths 

In the above analysis, I have implicitly assumed that the electron 

gas is heated uniformly throughout the. volume, so that the electron gas 

is everywhere at the sa•e telllperature. In a real sample, this would 

correspond to, for exaaple, heating a sample by sending a uniform 

density of current through it. I wish now to consider effects associated 

with non-uniform heating of the electron gas. 
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I want to consider this regime for quite practical reasons. One way 

to make the volume of the SQUID shunt larger is to simply increase its 

size. However. the SQUID must be operated with a particular value of 

resistance, and simply enlarging the resistor would make the resistance 

too small. Thus one is also required to change the shape of the resistor 

in order to both increase the volume and keep the resistance fixed, in 

particular the resistor must be made longer as it is made thicker and 

wider. Long resistive shunts will however cause a second problem. As the 

shunt length rises. so does the inductance associated with the shunt. 

and the behavior of the SQUID is altered from the model schematic of 

Chapter 5. In addition, the shape of the SQUID body will need to be 

altered in order for the shunts to fit. These changes are generally 

undesirable. 

A different approach, which does not alter the SQUID parameters, is 

to attach a large volume of metal to the shunt as shown in Fig. 9.3. The 

current from the SQUID flows mainly through the small connecting strip, 

which then determines the SQUID resistance. The large volume carries 

only a very small portion of the SQUID bias current I. The heating of 

the electron gas is thus very non-uniform, and is greatest in the small 

connecting strip. I all mainly interested in determining how effective 

the large volume is in cooling the small heated region. 

The key concept to recognize is that at low teaperatures the 

electrons will travel a relatively large distance. on the average. 

before they emit a phonon. If the rate of phonon emission is T-1, then 

an electron will travel a distance 'in = VpT-1 before emitting a phonon. 

The emission rate can be readily calculated fro11 the results of the 

previous section. The thermal average rate is from Gantmakher(19) just: 
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Superconducting 

contact 

Resistiue 

Connection 

Superconducting 

Contact 

Fig. 9.3 Low T operation of a resistor which is attached to a 
large cooling fin. Most of the applied current flows through 
the resistive connection, causing the electrons there to heat 
up. Hot electrons are generated in the connection and diffuse 
into the cooling fin where they can lose energy by phonon 
emission. 
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In the next chapter, we will see that oc* is of order 107/sec in our 

films, and at 20 mK, T-1 = 80/sec. With a Fermi velocity of 1.5 X 106 

m/sec, the electrons will travel a path length of about 106 m before 

emitting a phonon. The AuCu alloy film has a short electron elastic mean 
\ 

free path. This length can be estimated from the low temperature 

resistivity of the film, and one finds 'e = 20 nm. The electron will 

thus diffuse through the film, making many elastic collisions before 

finally emitting a phonon. The diffusion length, or net average distance 

that the electron moves before emitting a phonon, is then 'd 

('e'in>1/2 = 2 mm at a temperature of 20 mK. 

Consider a thin film in which the electrons are heated locally at a 

spot, with the remainder of the film being unheated, (see Fig. 9.4). The 

hot electrons will diffuse out into the unheated portions of the _film, 

where they will then cool by emitting phonons. Similarly, cold electrons 

from the remainder of the film will diffuse into the hot region. 

Approximately then, we can see that all of the electrons within a 

diffusion length of the heated region will share the applied power and 

be involved in phonon e11ission. The electrons will thus radiate power 

from an effective area of about Aeff = ~,d2· If we assume that all of 

these electrons are at some temperature Te, then from the preceding 

section, the total power they will radiate is: 

(9.22) 

where I have also assumed that the phonon temperature can be neglected, 

and that the film thickness is t. Substituting for Aeff and 'd· we can 

write this as: 

(9.23) 
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Metal 
film 

Hot 
electron 

Local Heating 

Fig. 9.4 Spatial hot electron effects: Local heating of the 
electrons in a 2-D metal film produces a region of area A e f f 
where the hot electrons can diffuse before emitting a phonon. 
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In dynamic equilibrium, the power P lost to phonons will exactly 

equal the power applied to the electrons Pa. This expression can be 

inverted to yield the electron temperature as a function of the applied 

power: 

(9.24) 

This expression is interesting because we no longer see the fifth root 

dependence. This is because as the electron temperature or power 

increases, the electrons do not diffuse as far, and thus the effective 

volume of the sample decreases. The power law one finds in the non-local 

heating regime thus depends upon the shape or dimensionality of the 

sample. 

The calculations in the first section correspond essentially to the 

zero dimensional case, where all sample dimensions are small co•pared to 

the electron diffusion length. The one dimensional limit would 

correspond to a narrow line of material which is heated at one end, or 

to a two dimensional plane of material which is heated along a line. The 

two dimensional case was considered above, and corresponds to a 

thin-film which is heated locally at one point, or to a three 

dimensional sample which is heated along a line. The three dimensional 

case would correspond to a solid volume of material which is heated at a 

point. It is quite simple to work out the rough power dependences for 

each case using the ideas of the two dimensional case illustrated above, 

and one finds: 

0-D p a: Ts (9.25) 

1-D p a: T112 

2-D p a: T2 

3-0 p a: T112 
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The effective volume idea is only an approximation. In particular. 

colder electrons tend to travel larger distances. and the electrons 

towards the edges of the effective volume are certainly less energetic 

on the average. Thus we expect that we may have underestimated the 

volume of material that is actively emitting energy. On the otherhand. 

the power emission rate is a strong function of the temperature of the 

gas, so that the edges of the volume should emit relatively little power 

even if they are only Slightly colder. In order to resolve these issues. 

and obtain a more accurate estimate of the spatial effects, it would be 

necessary to construct a Boltzmann transport model. I will not present 

such a model here. Instead, I will consider a very approximate analysis 

of the effects of non-thermal phonons which shows up a second weakness 

in the model. 

9.6 The Kapitza Resistance and Phonon Heating 

The emission of phonons from the hot electron gas is non-thermal, as 

we will see below. On the otherhand, I have assumed in calculating the 

electron heating properties that the phonon states are occupied 

according to a thermal distribution. In this section, I will relax the 

assumption that the phonons are thermally distributed. while retaining 

the assumption that the electrons still have a well-defined temperature. 

This will involve a self-consistent calculation of the phonon spectrum 

and the electron gas heating for a very simple, model, thin-film system. 

From section 9.2. it is simple to calculate the number of phonons of 

energy £q that the the electron gas will emit per unit of time. The 

electron gas can be treated as a phonon source which produces a 
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non-thermal spectral distribution. In addition, the phonons can be 

transmitted to the substrate, and one can think of the substrate-metal 

interface as a phonon sink. The substrate will be at some temperature, 

it will have a thermal distribution of phonons, and so the interface 

will also act as a source of thermal phonons. We would like to calculate 

the resulting phonon distribution in the metal. 

I will here take a very simple-minded approach and neglect any size 

effects. This is not a good approximation for the thin films studied 

because the thermal wavelength is much longer than the film thickness, 

as is discussed in the next section. It is nevertheless the simplest 

assumption one could make, and it under lies Kapitza resistance 

calculations and measurements, where it is generally taken for granted. 

I will also neglect phonon-phonon interaction, which is a good 

assu•ption at low temperatures and small length scales. 

Consider Fig. 9.5, a normal metal film with volume o and thickness ' 

makes contact with a substrate through an interface area A. If the metal 

contains an isotropic distribution of phonons with an energy density per 

unit volume u, then they will produce an energy flux J on the interface 

of: 

J = us/3 (9.26) 

where s is the speed of sound in the sample. In general, not all of the 

phonons incident upon the interface will be transmitted through to the 

substrate. I will define the number p as the fraction of incident 

phonons which escapes upon each attempt. The total power P emitted will 

in this case be: 

P = pJ0A = uspA/3 (9.27) 

In addition, thermal phonons from the substrate will be transmitted into 
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the metal volume. The net rate of energy loss will be: 

P = uspA/3 - u0 s 0 p0 A/3 (9.28) 

where u0 , s 0 , and Po are the phonon energy density, speed of sound, and 

transmission probability for the substrate. For the purposes of this 

section, I will take the substrate temperature as zero, so that u0 = 0. 

This simplifies the problem somewhat. 

Now, if the phonons are thermal, Eq. 9.28 reduces to the Kapitza 

heating law, and we can estimate the effective escape probability p by 

comparison with experimental Kapitza resistance data. Alternatively, 

W.A. Little has calculated theoretical estimates for the transmission 

probability using his acoustic mismatch theory of the Kapitza 

resistance.(8) He finds that the transmission probability is independent 

of the phonon energy (in the acoustic regime at least), and depends only 

upon properties of the two materials and upon the phonon's angle of 

incidence to the interface. 

Equations 9.28 and 9.27 can be interpreted in term of the loss rate 

of phonons, ie. the rate at which phonons are escaping from the metal 

into the substrate. Let n( ~:q) represent the number of phonons with 

wavevector q, where I now no longer assume that this is a Bose-Einstein 

distribution. The average rate at which phonons are lost from the volume 

is: 

[ dn( ~: 9 ) ] = 

dt loss 
(9.29) 

In dynamic equilibrium, the loss rate of phonons will equal the rate 

at which phonons are being generated by electron-phonon emission and 

absorption, thus: 
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[ dn( ~:g) ] 

dt gen 
= [ dn( ~:g) ] 

dt loss 
(9.30) 

The rate at which phonons are generated by the electron gas will of 

course depend upon the distribution of phonons because of absorption and 

stimulated emission effects. I can thus write generally: 

[ dn(~: 9 ) 

dt 
] 
gen 

= [dn( Eq)] _ 

dt emission 
[~n~)l 

dt a~sorption 
(9.31) 

Now the emission rate will 'cale with n(~:q)+l and the absorption rate 

will scale as n(~:q)· I can thus write: 

[ dn(~:q) 

dt 
l gen 

(9.32) 

where r e and r a are emission and absorption factors which will be 

derived below, and which do depend upon the phonon energy but not upon 

the phonon distribution. From Eq. 9.30 and 9.32 one finds: 

(9.33) 

the r•s can be readily calcul~ted by suitably integating over 

Gantmakher's (19) formula for the electron-phonon scattering rate. One 

finds: 

re ro Fe(Y) (9.34) 

ra ro exp(y) Fe(Y) 

where: ro m2kaTeMo2/71'~5 

Fe(Y) 
y 

eY-1 

y ~:q/kaTe 

339 



340 

I can thus write the phonon occupancy as: 

(9.35) 

Now a phonon gas at temperature Te has a thermal equilibrium number 

density given by the Bose-Einstein distribution: 

1 
(9.36) 

eY - 1 

I can thus write the above formula for for the phonon occupancy in the 

metal in the remarkable form: 

I can write this in a simpler form by defining the parameter: 

E' = spksTe (9.38) 

Thus I can write: 

Eq ( ) ----~--- n0 Eq,Te 
E' + Eq 

(9.39) 

This is clearly a non-thermal ditribution. 

I now examine this expression in various limits. Notice that if p = 

0, then E' = 0, and n(~:q) = n0 (~:q,Te)· This is exactly what one would 

expect. If none of the phonons can escape, and the electrons are held at 

some temperature Te, then the phonons will come into equilibrium with a 

Bose-Einstein distribution of temperature Te· Similarlyi fot phonon 

energies much greater than E', one finds a thermal equilibrium phonon 

spectrum of temperature Te, while for phonon energies much less thanE', 
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one finds a suppression of the number of phonons in the sample from the 

Bose-Einstein distribution. The important parameter is clearly the 

energy-like term E'. 

For a representative AuCu thin film sample with the following 

characteristics: 

s = 5000 ms-1 p 0.05 ' = 30 nm 

tp = 6 eV m* = 9.11 x 1o-31 kg , 

I find E' = 1.35 mev, which corresponds to an equivalent temperature of 

15.6 K. This is much larger than any of the phonon energies we will be 

concerned with; I will be interested in hot electron temperatures from 

about 20 mK to 200 mK. Thus the phonon occupancy will be great 1 y 

suppressed compared to a Bose-Einstein distribution, and will appear 

very non-thermal. 

Since Eq/E' is a very small parameter in the region of interest, I 

can approximate the form of the phonon spectrum to first order as: 

~ (9.40) 
E' 

It is now a simple matter to calculate the rate at which the 

electron gas emits power. Since all of the power that the electrons 

lose is transferred to the phonons, and the phonons are in a steady 

state, it is only necessary to calculate the rate at which the phonons 

transfer energy out of the metal volume. This is just 

p 

(9.41) 

The integrals are very similar to those worked out in the preceding 

sections; one finds to first order in tiE': 



(9.42) 

Where the correction term, P'. is ordinarily very small for our films, 

and the T5 term dominates. Although simplifying assumptions were used in 

this section, it is difficult to see how they could significantly affect 

the smallness of the correction term. 

9.7 Criticism of the Simple Heating Model 

The above simple heating model is what one might classically 

construct for heat transfer by phonons in a bulk system. However. it is 

quite inadequate for the system at hand. The central difficulty is that 

the thin-film resistors are much thinner than the average phonon 

wavelength at the low temperatures we are concerned with. Fig. 9.5 shows 

a plot of the ther•al phonon wavelength: 

" = hs/keT 

where h is Planck's constant, and s = 4000 ms-1 is a representative 

speed of sound in a solid. At a temperature of 20 mK, the thermal 

wavelength is about 10 }.Ill. This is much larger than any of the film 

thicknesses used in the thin-film resistors. 

This simple fact has important implications. At low temperatures and 

low energies, there are no available phonon modes to which an electron 

can transfer energy. Thus, not only is there no well-defined phonon 

temperature in the resistor, there is not even a resistor phonon system 

with which the electrons can interact. This argument is somewhat 

misleading, however, because I have so far neglected the role of the 

substrate on the phonon spectrum of the resistor. The thin-film resistor 

and the substrate are mechanically well-coupled together. If the lattice 
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oscillations of the entire system (resistor + substrate) are quantized, 

one obtains a single phonon system. Because of the large size of the 

substrate system, this system will possess much lower frequency phonon 

modes than the resistor will by itself. These low frequency modes will 

cause lattice motion, not just in the substrate, but also in the 

resistor, because the two are coupled together. It is these low 

frequency motions which produce the deformations with which the electron 

gas can interact. Thus the substrate is all important for generating the 

phonon states into which the hot electrons can release energy at low 

temperatures. 

The central problem of a more accurate treatment is to contruct the 

phonon spectrum, density of states, and electron-phonon interaction 

Hard! tonian for the combined resistor + substrate system. This is a 

complicated problem because of the complicated b~havior of phonons at 

interfaces and boundaries. Scattering of a longitudinal acoustic wave 

off of a boundary produces a reflected longitudinal wave and a reflected 

transverse wave. ( 21) The amplitude of the two waves depends upon the 

angle of incidence and the mechanical properties of the medium. 

Similarly, passage of an transvers acoustic wave through an interface 

can cause the generation of a longitudinal reflected wave, a transverse 

reflected wave, a longitudinal transmitted wave, and a transverse 

transmitted wave. 

This behavior is called mode conversion in the literature, and means 

that the acoustic longitudinal and transverse modes are coupled together 

at interfaces and boundaries. This in turn means that the electrons in 

the thin film resistor will be coupled to both the longitudinal and 

transverse modes in the resistor + substrate system. 
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I have not yet completed the analysis of this problem because of the 

apparent difficulties involved, and I do not know the final answer. The 

role of the substrate is however one possible explanation for 

discrepancies between the RFSE experiments for the electron-phonon 

scattering rate and those found in the thin-film experiments, which will 

be discussed in the following chapter. At the least. one can see that 

the effect of the substrate has not been properly included in the 

theory. 

9.8 Appendices 

Appendix A: The Deformation Potential 

Ziman has provided a semiquantitative discussion of the origin of 

the deformation potential.(16) The discussion below follows Ziman's 

treatment, and has been included here for the sake of completeness. 

Let us assume that a metal sample of volume o is at T = o. Suppose 

that the ions in a small volume V in the metal are suddenly compressed. 

This compression can be described by a strain field a(r): a lattice 

point initially at r is displaced to r + u(r). If the strain field is 

uniform across the volume, the fractional change in volume resulting is 

just: 

AV/V = (9.43) 

This fractional change in volume is called the dilatation or the 

deformation, and is frequently written as just A. The electrons will 

respond to this ionic motion by moving towards regions of higher 

positive charge density. As a result, the local Fermi level will change. 
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In the limit of very small deformation, the Fermi level becomes: 

2 t!V 
(9.44) 

3 v 
Now, the electrons can move much faster than the ions, and an 

increase in the Fermi level in any region will cause electrons to flow 

out of the region~ This occurs because the electrochemical potential PF 

is constant throughout the metal and is equal to its initial value tp0 . 

The compressed region will thus build up a positive charge and this 

charge sets up an electrical potential ~(r) which exactly compensates 

for the above calculated change in the Fermi level. One can write: 

2 

3 
(9.45) 

And thus the potential energy change AW that the compression has induced 

in the metal is just: 

e+(r) = AW = -
2 t!V 

(9.46) 
3 v 

This energy change is called the deformation potential because it is 

proportional to the dilatation or deformation of the sample. It 

represents the interaction between a compression of the lattice and the 

electron gas. This interaction has the above potential, which, like any 

other potential energy term. can cause transitions between electron 

states. This compression can be generated by phonons in the metal. A 

phonon of wavevector q and polarization ~ will induce lattice 

displacements of:(22) 

iq·r 
n(f) = u~e e~ (9.47a) 

where uA is just: 

(9.47b) 
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~ is the mass density of the crystal, o is the crystal volume, eA is the 

polarization vector, and s is the speed of sound for the mode A. A 

single phonon will produce a dilatation of: 

if A is transverse mode 
if A is longitudinal mode 

(9.49) 

The square of the matrix element is square of the interaction energy. 

Only logitudinal modes will contribute because of Eq. 9.49. Upon 

substituting the above results, one finds for the longitudinal modes: 

(9.50) 

Appendix 8: The Evaluation of the Integral Expression· for P0 . 

The integral expression Eq. 9.12: 

• 
P0 (T0 ) • Jf(Ek)D~Ek)dEk fo~q)oq2~ IM1

2
0(Ek- Ek, - •q)(l-f(Ek,))d~ 

-· 
(9.12) 

can be solved exactly in the limit &F >> kaTe· First note that the 

electron density of states may be removed from under the first integral, 

and replaced with its value at the Fermi level, because of the overlap 

of the Ferai function terms f (1-f) . Secondly note that the term, I M 12, 

is equal to qM0 2;o, by my assumption that the electron-phonon 

interaction is a scalar deformation potential. Thirdly, the phonon 

density of states is just Dp(q) = 0/(2~)3: ie. the density of states for 

the longitudinal acoustic branch. Fourthly, the phonon energy is just &q 
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= hsq for acoustic phonons. Fifthly, the delta function in the second 

integrand can be evaluated, although it is not entirely trivial. Recall 

that: 

(9.51) 

where F(q) is a function of q, and dSq is a surface element on the 

surface defined by F = 0. For the case at hand: 

F(q) = Ek - Eki - &q 

vqF = h2(R-q)/m - hsq/lq21 = hvp 

dSq = 271'qdq 

(9.52) 

where I have used the fact that the electron wave vectors near the Fermi 

surface are much larger than a typical thermal phonon wave vector. 

Sixthly, use the relation F = 0, energy conservation, to replace Ek' by 

With these substitutions, the integral becomes: 

(9.53) 

The resulting integral is most easily solved by changing to reduced 

variables: introduce: 

where ~ is the chemical potential. One then finds: 

(9.54) 

where: 

A 
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,_ 

To solve I 0 , change variables to: 

z = eX , 

and rearrange: 

CD 

I 
y4dy 

eY -1 
0 

(9.55) 

This final expression is related to the Riemann Zeta function,(23) and 

is: 

I 0 = r(5)t(5) (9.56) 

where r(n) = (n-1)! is the gamma function, and t(n) is the Riemann Zeta 

function. The values of t(n) are tabulated,(22) and t(5) = 1.037. We 

thus have I 0 = 4·3·2·1.037 = 24.89. 

Substituting Eqs. 9.16, 9.17, and 9.56 into 9.54 one finds: 

where: 

[ 
Bt ( 5 ) ] oc * -yT~ o = 0. 5245 oc * 

7'1"2 t(3). 

I a A r(5) f(5)/0 = 6f(5)oc*-y/1'1"2f(3) 

Appendix C: The Evaluation of the Integral Expression for P1 

The expression 9.13 for P1: 

CD 

Jf(Ek)D~Ek)dEk Jobq)zq
2
: 

2 
I M I n ( ~: q) ( 1-f ( Ek , ) ) · 

-· 

(9.57) 

(9.13) 
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can be simplified using the same substitutions as in the case of P0 . One 

finds: 

• 

J:3 P1 (Te,Tp) = D(Ep) (27r)2hs M~ Jf(Ekl dEk n(tq)(f(Ek-&q)-f(Ek+Eq))dq 
( 271') 3 h2vp -· 0 

(9.58) 
I now 11ake the change of variables: 

X = (Ek -J.'p)/koTe y' = ~:q/ksTp 

Notice that the equation for y' is with respect to Tp rather than Te as 

was the case for y. The expression for P1 then becomes: 

where A is the same as in Appendix 8: 

A = 
D(~:p) M~ k85 

(271') h5s3 vp 

and It is the integral: 

(9.59) 

(9.60) 

• • 
It= J dx J y' 3dy' f(x)n(y') {f(x-y'Tp/Te) - f(x+y'Tp/Te)) 

-· 0 

(9.6t) 

We can evaluate It by expanding the f's in a Fourier series: 

f(x-y'Tp/Te) = f(x) - at [y'Tp] t a2f 
ry·Tpr-+ - ax2 ax Te . 2 Te . 

at [!21>] t a2f r ·T r f(x+y'Tp/Te) = f(x) + + !..._p + ... - ax2 ax . Te . 2 Te . 

When substituted into It, only the odd partial terms survive. We 

thus write It in the for•: 

• • 

can 

• r....:e r-~~ J f(x) 
2n-t J y•(3+2n-l)n(y')dy' It -2 r a f dx = 

n=l · Te · (2n-1)! ax2n-1 -· -· 
(9.62) 

350 



The integral over y' is related to the Riemann Zeta function and is 

just: (23) 

r(3+2n)t(3+2n) 

The remaining integral over x can be done by rewriting it in the form: 

... ... 

J 
.1 2n-1f 

2 f(x) -
ax2n-1 

dx = 2 J (f(x) 
1 2n-1f 

- 1/2) dx + 
ax2n-1 

-... 

(9.63) 

The first integral vanishes because the partial is an even function of 

x, and f-1/2 is an odd function of x, so the integrand is an odd 

function of x. The second integral is trivially: 

[ 1 2n-2f ___ ( ... ) 
ax2n-2 

2n-2 
cJ f(-CD) 
ax2n-2 l· r-~ if n =1 

otherwise 

(9.64) 

Thus all terms will vanish except for the first one, and the sum over n 

terminates abruptly. We can then write: 

1 

r :: ]r(S)f(S) (9.65) 

And thus the expression for P1 becomes: 

(9.66) 

where I have used the definition of L A r(5)t(5)/n from Appendix c. 

Appendix 0: Approximate Calculation of Energy Loss Rate 

The rate at which the electrons lose their energy can be written as: 

p I 1 of thermally I I Rate at which an I !average energy! 
active electrons electron emits phonons of a phonon 
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(9.67) 
The number of thermally active electrons is just: 

D(tp)ksTe (9.68) 

where: o is the metal volume, D(tp) is the density of states at the 

Fermi level, and Te is the electron temperature. The rate at which 

electrons emit phonons we will take, without proof, as cx*Te3 And 

Finally, the average energy of an emitted phonon is just the average 

thermal energy of the electron: ksTe· Putting these together, one finds: 

P ~ D(tp)ks2 cx*Te5 (9.69) 

We can identify D( tp )k82;o = 'Y the electronic heat capacity per unit 

volume. The approximate expression for the power loss thus becomes: 

P ~ cx*-yoTe5 (9.70) 

The expression from the full calculation gives: 

P = 0.524 cx*yo(Te5~Tp5). (9.71) 

So we see that the approximate expression has neglected phonon 

absorption processes, and slightly overestimated the prefactor. 
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Appendix E: Materials Parameters 

The following table contains relevant materials parameters for the 

noble metals. The information for the first 7 rows is taken from a few 

of the numerous useful tables which can be found in C. Kittel's 

"Introduction to Solid State Physics",(24) and is reproduced here for 

* . * the sake of completeness. The values of a calc and L calc are found from 

Eqs. 9.17 and 9.18 respectively. The value a*GGmin and a*GGmax are the 

minimum and maximum electron-phonon scattering rate constants observed 

experimentally in Refs. 20 and 25. The values of iGGmin and iGGmax are 

Table 9.1 Hot electron material parameters for the noble metals. 

quantity units Cu Ag Au 

Vp m/s 1.57 X 106 1.39 X 106 1.39 X 106 

Ep eV 7.0 5.48 5.51 

~ kg/m3 8.96 X 103 10.5 X 103 19.3 X 103 

n l/m3 8.45 X 1028 5.85 X 1Q28 5.9 X 1o28 

s a/s 4760 3650 3240 

m*/m • 1.38 1.0 1.14 

I' mole J/(Mole·K2) 6.95 X 1o-4 6.46 X 1o-4 7.29 X 1o-4 

., J/.(iD3.K2) 98.1 62.9 71.5 

AW gm/Mole 63.6 107.9 197 

a* calc 1/(s·K3) 1.9 X 106 3.2 X 106 2.9 X 106 

Lcalc W/(K5113) 9.8 X 107 1.1 X 108 1.1 X 108 
* 1/(s·K3) 2.2 X 107 6 X 107 a GG111ax 
* 1/(s·K3) 2. X 106 2 X 106 a GGmin 

LGGmax W/(K5m3) 1.1 X 109 2 X 109 

LGGmin W/(K5m3) 1.0 X 108 6.6 x 107 



the values of the heating constants computed from Eq. 9.18, but using 

the experimentally determined Q*GGmin and Q*GGmax respectively. 
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Chapter 10: Hot Electron Experiments in Normal Metal Thin-Films 

10.1 Introduction 

There have been very few measurements of the hot electron effect in 

normal metals. The first clear demonstration of the effect was provided 

by the measurements of A. C. Anderson and R. E. Peterson on bulk Cu 

samples.(1) The only subsequent measurements, which I am aware of, were 

those of Roukes et al. on Cu thin-films. ( 2 ) In principle, it is also 

possible to estimate the magnitude of the hot electron effect from 

experimental data on the electron-phonon scattering rate. Such data has 

been found by using a variety of 

frequency size effect (RFSE) (3,4) 

techniques, including the radio 

and ultrasonic attenuation.(5) 

However, these techniques depend upon the electron mean free path being 

limited by the electron-phonon interaction, and thus require samples of 

high purity. The presence of a high concentration of impurity sites 

limits the electron mean free path by elastic collisions with the 

impurity sites, and in such experiments ~akes the effects of the 

electron-phonon interaction undetectable at low temperatures. 

This chapter describes two seperate experiments on electron heating 

effects in thin normal metal films. The goal of the first experiment was 

to confirm, or disprove, that the hot electron effect existed in the 

resistor material used for the SQUIDs. The result was not a forgone 

conclusion. The theory of Chapter 9 was developed for pure materials 

with simplifying assumptions for the shape of the Fermi surface, the 

phonon system, and the electron-phonon interaction. On the otherhand the 

shunt material was a "dirty", poly-crystalline, noble metal alloy of Au 
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and Cu. Accordingly, the model could only serve as a rough guide for the 

real system under consideration, and likewise, we could not rely on any 

published experimental data. The experiments described in this chapter 

would thus be the first to study hot electron effects and the 

electron-phonon interaction in an alloy at low temperatures. They would 

also be the first experiments to confirm the results of Roukes et al. 

on electron heating in thin-film systems.(2) 

The goal of the second experiment was to provide empirical 

guidelines for redesigning the SQUIDs to minimize the effect. In 

particular, I wanted to investigate the ability of large volume "cooling 

fins" to reduce the electron temperature. This is the first, although 

somewhat indirect, test of spatial hot electron effects in normal metals 

that I am aware of. 

The main experimental difficulty that one faces is the determination 

of the electron temperature. Our investigation made use of what we call 

"noise thermo•etry". It is important to realize, at least for the 

purpose of this chapter, that the Nyquist noise from a resistor depends 

directly upon the temperature of the electrons. The temperature of the 

phonons enters only indirectly, in so much as it affects the electron 

temperature. Noise thermo•etry involves measuring the spectral density 

of the Nyquist noise in a resistor of known resistance, and then simply 

applying Nyquist's law to obtain the electron temperature. This approach 

is essentially identical to that used by Roukes et al. (2). 

I should remark that the noise thermometry technique can be used 

quite generally as a thermometer. The noise in a resistor can easily be 

measured whenever one has an amplifier with a noise temperature which is 

. comparable to or smaller than the bath temperature. For such an 
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application. the de SQUID at low frequencies is an obvious choice. There 

are three features of the noise thermometer which make it particularly 

appealing. First of all it gives directly the thermodynamic temperature 

once the resistance is known, and provided one can measure voltage and 

bandwidth. Secondly, the thermometer itself does not receive any power. 

In the hot electron experiments, I will deliberately heat the 

"thermometer" by applying power. However, for use as a monitoring 

thermometer, no power would be applied. This makes the device rather 

different than. for example. a resistance thermometer, where one must be 

very careful to not to generate heating while measuring the resistance. 

Thirdly, the thermometer itself is very simple to construct. It does 

not matter what the material is or how it is shaped, just as long as it 

is normal metal and its resistance can be matched to the amplifier. In 

practice, this allows one to construct very small thermometers. 

One problem that confronts any study of the hot electron effect is 

how to distinguish the observed heating from the Kapitza heating which 

is ordinarily encountered at low temperatures. For this problem, the use 

of a thin-film sample is ideal. It should be remembered from Chapter 9 

that, at low temperatures in a thin film, there will be no temperature 

difference between the phonons in the film and the phonons in the 

substrate. This is because. at low temperatures, the thermal phonon 

wavelength becomes much larger than the sample thickness, and it is then 

not possible to speak of two seperate phonon systems. In practice this 

means that the temperature of the substrate will determine the 

temperature of the phonons in the metal. and there is no Kapitza 

resistance between the metal and the substrate. 

The temperature of the substrate was estimated from published 
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experimental data, rather than from direct measurements. This is a 

shortcoming in the experiments, and was done because the expected 

increase in the substeate temperature should be negligible, and because 

a direct measurement of the substrate temperature would have required a 

considerably more elaborate arrangement. Such a measurement could have 

been made by depositing an electrically insulating layer on top of the 

metal film, and then depositing a second small thin film metal resistor 

on top. If the second film is thermally isolated from everything except 

the insulating layer, then its Nyquist noise will faithfully record the 

temperature of the phonons in the first film. This scheme would have 

required an additional SQUID readout system. Just such a second system 

was used by Roukes et al. , although they made use of an adjacent 

resistive film rather than one placed on top of the sample.(2) 

At low temperatures, the substrate temperature is determined by the. 

substrate thermal grounding (and by the amount of power which is 

dissipated in the resistor), rather than by the bulk thermal 

conductivity of the substrate. In these experiments, the substrate loses 

heat through its contact with the 4He bath and the phenolic canvas 

mount. I can obtain a conservative estimate of the substrate temperature 

by considering just the contact between the substrate and the 4He, which 

obeys a Kapitza heating law of the form: 

Tsub = (P/Aa + To4)1/4 (10.1) 

where P is the power dissipated in the resistor, A is the area of the 

substrate in contact with the 4He, Tsub is the substrate temperature, T0 

is the 4He temperature, and a = 1/ ( 4RKapAT0
3 ) is a Kapitza heating 

constant for a sample with Kapitza thermal resistance RKap· Fig. 10.1 

shows the result of such a calculation. where I have assumed a 5 X 5 
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(mm)2 chip with two sides in contact with the 4ue, and I have taken the 

constant a= 20 WK-4m-2 as representative of solid to 4ue contact.(6) At 

a bath temperature of 20 mK and a power of 10 pW, the substrate 

temperature is raised to only 20.3 mK. At higher bath temperatures, the 

effect is negligible at this power. The reason for the smallness of this 

effect is that the substrate is rather large, and consequently the 

heating is rather small and may safely be neglected. Thus it is to be 

expected that the phonon temperature may be taken as the bath 

temperature in the low power and low temperature regime where we 

operate. 

The above arguments notwithstanding, the fact that the phonon 

temperature was not measured meant that it would be more problematical 

to distinguish conventional phonon heating from the hot electron effect. 

This necessitated finding a signature for the hot electron effect other 

than the obvious one of the temperature difference between the electrons 

and the phonons. The most obvious alternative signature is the fifth 

root dependence of the electron temperature on the applied power, see 

Eq. 9.21. A secondary signature is the magnitude of the effect, although 

this is only roughly known for the thin-film system at hand. 

10.2 Experimental Technique 

The main experimental difficulty is to measure the Nyquist noise in 

a resistor at temperatures down to 20 mK. The experimental arrangement 

is shown in Fig. 10.2, and is the same as that used in the measurements 

of SQUID noise, except that I have replaced SQUID(l) with a thin film 

resistor RTF. Current supply Ib1 is used here to supply power to the 
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resistor. The SQUID(2) measuring system monitors the noise spectrum in 

the usual way. 

The experimental procedure is as follows. First, the refrigerator 

temperature is fixed at T0 , and the bias current Ibl is set so as to fix 

the power dissipation P in the thin-film resistor. The noise spectrum is 

then taken from the feedback output of the locked-up SQUID(2) using a 

Hewlett-Packard 3582A spectrum analyzer. The bias current Ibl is then 

changed, and a new noise spectrum obtained. The noise spectra and powers 

are stored on computer for later analysis. The analysis will produce a 

plot of noise magnitude versus applied current, which is easily 

converted into a plot of electron temperature vs power, as is discussed 

below. 

10.3 The Bias Resistor Rx 

The experimental arrangement is not ideal because of the presence of 

the bias resistor Rx (see Fig. 10.2) .. First of all. the thin-film 

resistance RTF must have a value comparable to Rx in order for SQUID(l) 

to be able to detect its Nyquist noise. Secondly, the resistor Rx will 

also produce Nyquist noise which must be subtracted from the total 

noise, in order to find the noise from RTF. From Nyquist's law. the 

voltage noise power per Hz produced by the thin film resistor will be: 

Svs(f) = 4ksTeRTF 

where Te is the electron temperature in the film. The noise from the 

bias resistor Rx will be: 

where Tx is the electron temperature in Rx• The total flux noise power 
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that is induced in SQUID(2) by the two resistors is then simply: 

= 4ke( TeRTF + TxRx )
2

Mi 

( RTF + Rx )2 

where: Mi is the mutual inductance between SQUID(2) and its input coil. 

It is thus necessary to find RTF• Rx, Tx, and Mi before Te can be 

estimated. 

From the circuit arrangement, one can see that resistor Rx will also 

dissipate power and thus tend to heat up. This is undesirable, as it 

will add to the signal from the thin-film resistor. Electron heating in 

Rx was minimized by choosing a large resistor volume, and phonon heating 

was minimized by choosing a large area. Rx was formed from a bulk peice 

of manganin wire, which was glued to a fiberglass support. The wire 

diameter was 100 J.lll, and its length was. 1 cm. This yielded a total 

volume of 7.9 X lo-ll m3 and an area of 3.2 (mm)2. 

The heating in Rx can be estimated under the conservative assumption 

that the only thermal contact is with the 4ae bath. The temperature Tx 

of the phonons in Rx will be given by a Kapitza heating law: 

Tx = (P/aA + To4)1/4 

where: a = 20 W/(K4m2) is a representativeC6) heating constant between a 

solid and 4ae, A is the area of the resistor, and T0 is the bath 

temperature. Fig. 10.3 shows the result of such a calculation. The 

expected heating is small, but not completely negligible at a power of 

10 pW. 

I should here remark that, for the noise measurements on SQUIDs, 

noise from Rx may be neglected even if it were to heat up. The central 

reason is that Rx is much smaller than the SQUID dynamic resistance RD, 

and thus it will induce in SQUID(2) a flux noise of only: 
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Stx = 4kBTxRxMi2/(Rx+RD)2 

a SQUID(l) would, on the other hand, induce a flux noise in SQUID(2) of 

order: 

s+ = 2kBTe~vRMi2/(RD+Rx) 2 

where Te is the temperature of the SQUID shunt. For a typical one of our 

SQUIDs, the ratio is: 

StxiSt ~ 2RxTx/(~vRTe) < 0.003Tx/Te 

I have written this as a bound because ~v increases as the temperature 

is lowered. The contribution of Rx may thus be safely neglected when the 

SQUID is operating at low temperatures. 

10.4 Data Analysis 

The analysis of the data is straightforward but somewhat tedious. 

The first fact to contend with is that the data is in the form of flux 

noise power spectra taken at different applied current Ibl• whereas one 

would like electron temperature versus applied power. Also, the noise 

spectra represent the sum of noise powers from all noise sources. not 

just the hot resistor RTF. In this analysis, I will assume that the 

noise is generated by five noise sources: 

(1) SQUID(2) and the Measuring Electronics, which has a spectrum 

of the form white + 1/f2/3. 

(2) Vibrations and Pickup, which will generate well-defined 

spectral peaks rather than white noise. 

(3) The Thin-Film Resistor RtF• which is at temperature Te· 

(4) The Bias Resistor Rx, which is at temperature Tx· 

(5) The Current Bias Source, which is at room temperature. 

367 



The first step in the analysis consists of visual inspection of the 

spectra in order to identify frequencies where vibrational noise or 

pickup occur. These generally appear to be well-defined lines, and are 

explicitly excluded before proceeding with the remaining analysis. The 

frequencies chosen are excluded from all of the. spectra as a set, 

although at the higher resistor temperatures, the peaks may not be 

discernable owing to the larger Nyquist signal. In addition, I 

explicitly exclude frequencies above 15 kHz, where the performance of 

the feedback system begins to deteriorate. and below 10 Hz, where the 

low frequency excess noise from SQUID(2) becomes large. 

The noise from the last three sources will produce a Lorentzian 

spectrum of some height which can be denoted as A. The roll-off 

frequency of the Lorentzian, fknee• is determined by the time constant 

of the input circuit, and is just: 

Taking into account the first source, the noise spectra can then be fit 

to a function of the form: 

A2f3 
f2/3 

+ 8 + 
A 

1+(f/fknee)2 

where: A2/3 is a fixed constant which depends only on the temperature of 

SQUID(2), and has been found from independent measurements on the low 

frequency noise in SQUID(2). The parameters A, B. and fknee are varied 

to produce the best x2 fit. The parameter 8 is just the white noise flux 

level of the measuring SQUID(2) system, and is a constant which is 

independent of the temperature of RTF. The parameter fknee is the 

rolloff frequency of the Lorentzian, and should likewise be a constant 

which is independent of the temperature of the resistor RTF· 

Once the coefficient A has been found, the next step in the analysis 
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is to subtract off the noise due to the current bias source. This is 

generally a small correction of order 10% or less. It is estimated from 

the simple construction of the current supply, the filters, and the 

input circuit. 

The height A' of the remaining Lorentzian spectrum can then be 

written as the sum of the Nyquist noise from just two sources, the 

resistors RTF and Rx· Let A0 denote the noise due to the resistors when 

no power is applied and both are at the same temperature T0 . The noise 

A' when resistor RTF is at Te and Rx is at Tx can be written in the 

form: 

A' = A0 (TxRx+TeRTp)/(T0 Rx+T0 RTp) 

I can thus write: 

Te = A'T0 (Rx+RTp)/(A0 RTp) - TxRx/RTF 

To find Te from the above formula, I must now make the following 

assumptions: 

(1) I will assume that the resistor Rx is at the bath temperature, 

ie Tx = T0 , for all applied power. The bath temperature is found from a 

calibrated Ge resistance thermometer or a calibrated carbon resistance 

theraoaeter mounted on the outside of the cell, (see Chapter 2). This 

non-heating of Rx is reasonable because the resistor Rx is physically 

much larger than the thin-film resistors, and the heating should thus be 

much less, as was discussed in section 10.3. I will examine the 

situation more closely below, for each resi~tor. A better way to do the 

experiment would be to make the bias resistor a thin film resitor as 

well, thereby eliminating the uncertainty, doubling the signal, and 

simplifying the analysis. 

(2) I take A0 in Eq. 10.5 as the height of the Lorentzian when 
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there is no applied bias current (of course, having removed already the 

effect of the SQUID, vibrations, and current sources). Thus the point 

with no applied power is fixed at the measured power and bath 

temperature, and the calculated Te and the bath temperature will 

accordingly agree there. The result can be checked by comparing the 

noise with that expected from 4kaTeRTF• and one finds estimates of Te 

which are in close agreement. 

(3) Finally, the ratio Rx/RTF is found independently by sending down 

a known amount of· current I b1 and seeing how much current I passes 

through the sample arm of the circuit. Since the remainder of the sample 

arm of the input circuit is superconducting, this will directly give us 

Rx/RTF· 

With the above three assumptions and independent measurements, I can 

find Te at a given bias current. For a bias current Ibl, the power 

dissipated in RTF is just: 

p = Ib12 (Rx2RTp)/(RTp+Rx)2 

The above analysis of the data is quite lengthy. Fits to the spectra 

can produce a Lorentzian height A which is accurate to about 1%, based 

upon observed x2 behavior for the fits. The fit for fknee is no better 

than about 10%, but fortunately, errors in fknee produce only second 

order corrections to the esti11ated height of the Lorentz ian. At low 

te11peratures, the white noise fro• SQUID(2) is of the same order as the 

Lorentzian for the large resistor, and about 1/2 as large as the 

Lorentzian for the small resistor. At high powers, the SQUID noise 

becomes quite negligible, and its esti11ation has little effect on the 

estimate of A. 
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10.5 The Small Resistor: Resistor 1 

The main purpose of the first experiment was to determine whether or 

not the hot electron effect existed in our SQUID shunts. At first sight, 

the most obvious way to determine this would be to watch the noise in 

the SQUID as the bias power was varied. At higher bias voltages the 

shunts would be hotter, and one would expect to see more noise. By 

studying the dependence of the noise upon the bias voltage one could 

hope to verify Eq. 9.21. Unfortunately, this method turns out to be 

difficult for two reasons. First of all. the bias power cannot be 

increased greatly before, at high voltages, the SQUID begins to lose 

gain. On the otherhand, the temperature will only change as the 5th root 

of the power, so we will need to sweep the power by a large amount in 

order to clearly see the presence of heating. If the voltage is too 

large, however, the SQUID simply begins to act like a resistor. Since 

this resistance is rather large (say 4 o), the noise is rather small, 

and somewhat difficult to detect with the present setup. Secondly, even 

without the presence of heating the noise in a SQUID depends upon the 

bias voltage. This dependence is non-trivial even for a SQUID with a 

very clean I-V, and would have to be accurately accounted for before one 

could hope to see any additional voltage dependent heating effect. 

For these reasons, 1 t was necessary to construct a seperate test 

resistor, Resistor 1, which is shown schematically in Fig. 10.4. It is a 

small area AuCu thin-film which was chosen to have roughly the same area 

and volulle as a pair of our typical SQUID shunts. The film is 20 }Jill by 

30 ~. and 36 nm thick. It is contacted by two Nb strips which were 20 

~ in width and 200 nm thick. In this configuration, the resistance is 
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determined by the narrow 2 ~ gap separating the Nb strips. This gap is 

bridged by the center of the AuCu film. The total volume of the AuCu was 

21.6 (pm)3, and the area was 600 (pm)2. The bias resistor Rx was thus 

roughly 5000 times larger in the area and 4 X 106 times larger in the 

volume. In this case, we would expect the heating in Rx to be completely 

negligible compared to that in RTF. Although the volume is about the 

same as that of the SQUID shunts, the resistance was deliberately made 

much smaller to increase the current noise which SQUID(2) would 

measure. 

The AuCu was deposited and patterned using the same procedure as 

described in Chapter 1 for the SQUID shunts. The substrate was a Si 

wafer with a 1.2 pm thick layer of thermal oxide, as was used for the 

SQUIDs. After patterning with photoresist, 2.5 nm of Cr were evaporated, 

followed by the AuCu. The film was then lifted off, leaving the small 

AuCu regio'n, and the wafer was cleaned in the standard way (see Chapter 

1). The Nb film was then sputtered onto the AuCu, and patterned by 

plasma etching to form the Nb contact lines and pads. Electrical contact 

to the resistor was made in the usual way with pressed In pads. The 

resistor was mounted in the SQUID(1) stage and clamped in place with the 

phenolic canvas cover plate. 

The resistance of the film at low temperatures was measured by 

applying bias current Ibl and watching the feedback output of the SQUID. 

Ibl divides between the two arms of the input circuit in proportion to 

the conductance of the arms, see Fig. 10.2. We can measure how much 

current Ibl is being sent down and we can measure how much of it is 

passing through the SQUID's input coil. The resitance of Rx = 0.072 o, 

and the mutual inductance of the SQUID with its input coil Mi = 6.2 nH, 
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were measured in separate experiments. With these parameters known, it 

was possible to find the resistance of the sample RTF = 0.26 o. 

10.6 The Proximity Effect 

In this section I want to remark on the possible role of the 

proximity effect in this system. The proximity effect describes the 

diffusion of pairs from a superconductor into a piece of normal metal. 

The superconducting pair wavefunction can thus be non-zero in the normal 

metal, effectively turning the noraml metal into a superconductor for 

some distance from the normal metal-superconductor interface. De 

Gennes(7) first calculated this length scale, d, and found: 

d = (hvple/6nksT) 1 /2 

where: •e is the electron mean free path in the normal metal, T is the 

temperature, and vF is the Fermi velocity. For small temperature T, this 

length can become quite long. For the AuCu alloy used, I have estimated 

•e = 20 nm from the film resistivity. The estimated length d is then 

about 0.7 ~ at 20 mK. Thus, we might expect that the 2 ~m gap between 

the Nb contacts and all of the AuCu under the Nb would be driven 

superconducting. 

In fact this did not happen. The resistance of the samples was 

independent of temperature, was consistent with the expected resistivity 

of AuCu, and most certainly was not zero at even the lowest 

temperatures. In fact, the heating effects are consistent with the 

entire film being normal, even the parts over laid with Nb. If the 

portions of the AuCu under the Nb were superconducting, then my 

estimates for the heating coefficient, t, would have to be increased by 
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an order of magnitude. 

The reasons for the non-occurrence of the proximity effect are 

probably two-fold. First of all, the AuCu is uderlain by a Cr film about 

5na thick, some of which has probably oxidized to ferromagnetic 

Cr-oxide. The ferro11agnetism would suppress superconductivity in the 

normal layer. Secondly, there was no special treatment of the AuCu 

surface before sputtering on the Nb contacts. The cleanliness of the 

interface has a strong effect on the strength of the proximity effect, 

as the presence of paramagnetic ions at the interface can cause a large 

reduction of the pair wavefunction in the normal metal. In general, some 

experimental care must be taken to obtain a clean interface if one is to 

find a strong proximity effect. I thus conclude, from experimental 

considerations, that the proximity effect is probably very suppressed in 

this systea, and that all of the AuCu is normal. 

10.7 Discussion of the Results: Resistor 1 

The results of the data analysis for Resistor 1 are shown in Fig. 

10.5. I have plotted the electron temperature in the thin-film resistor 

versus the power being dissipated in the film. The open squares show 

data fro• the small resistor, Resistor 1, taken at a bath te•perature of 

25 mK. The closed diamonds show data taken on the sa•e resistor with the 

bath te•perature held at 105 mK. 

I first reaark on the 25 IlK results. At small bias powers, the 

electron temperature is just the bath temperature. As power is applied, 

the resistor begins to heat. At high powers. the plot is a straight line 

on a log-log plot. The slope is 1/4.87, and thus Te is proportional to 
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p1/4.87. This is very near to the 1/5 dependence expected from the 

electron-phonon effect, as was dicussed in Chapter 9. One startling 

thing about the figure is that the heating begins at quite small applied 

powers. When the bath temperature is 25 mK, the transition to the 

heating regime occurs at a power of approximately 1 fW. At a typical 

SQUID power of 7 pW, the electron temperature is already about 140 mK. 

As noted above, the small resistor has approximately the same volume as 

our typical SQUID shunts. From this data, we would then expect that a 

typical SQUID would not cool below about 140 mK. This is precisely what 

is observed, as will be discussed in Chapter 11. 

Changing the bath temperature of the small resistor causes the 

transition to heating to occur at a larger power. In Fig. 10.5, the 

closed diamonds show the heating found in Resistor 1 when the bath 

temperature was held at 105 mK. At low bias power, the electron 

temperature is equal to the bath temperature. As the power is increased, 

the electrons begin to heat. Again, the transition to the heating regime 

is quite rapid. At high bias power, the heating again follows a 1/5 law, 

and falls approximately on the same curve as the data with the 20 mK 

bath temperature. This is to be expected, since when the electrons are 

much hotter than the bath temperature, the actual value of the bath 

temperature does not make much difference to the heating. The Ge and 

carbon thermometer ·Calibrations are no better than about 5%. This 

produces a systematic error in T0 • Curves calculated for the same bath 

temperature will thus be systematically lower or higher than those for 

different bath temperatures if the calibration is incorrect. This 

uncertainty is the most likely source of the small discrepancy between 

the small resistor run at 105 mK compared to 25 mK at the high power 



points. 

The data can be fit to a heating power law of the form: 

Te = (P/tO + Ton)1/n 

The solid line in Fig. 10.6 shows a chi-squared fit to the data for 

Resistor 1 at 25 mK, for which the data is cleanest. From the fit one 

finds t = 2.4 X 109 Wm-3K-5 ± (0.6 X 109) , and n = 4.87 ± (0.05). The 

data is good enough to categorically rule out a 1/4 dependence. The 

value n = 5.0 is about 2a from the observed value. Thus the data is 

consistent with electron heating, but is inconsistent with standard 

phonon heating. The largest source of error in the estimation of t is 

the determination of the bath temperature: a 5% error in T0 translates 

into a 25% error in t. The transition from the bath temperature to the 

heating regime is very abrupt in the theory, and the data is entirely 

consistant with this. 

The magnitude of t deserves some discussion. First of all, this 

value of t is somewhat larger than that which has been found in similar 

metallic systems. The measurements of Roukes ~ ~(2) on clean Cu 

samples can be interpreted to yield t = 1.8 X 109 wm-3K-5. The work of 

Anderson and Peterson(1) on bulk Cu can be interpreted to yield a t = 1 

X 109 wm-3K-5. From the theory presented in Chapter 9, the coeficient t 

= 1.0 X 108 wm-3K-5, whereas the electron-phonon scattering rate 

measurements of Gantmakher and Gasparov(8) can be interpreted to yield 

1.1 X 109 < t < 1 X 108 Wm-3K-5 in pure Cu (see Table 9.1 in Appendix E 

of Chapter 9). All of these values would have yielded somewhat larger 

heating than was observed, i.e. higher electron temperatures. Since we 

are mainly concerned with obtaining cooler SQUIDs, our results should be 

regarded as fortuitous. 
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The reasons for these discrepancies are not known, however, a few 

remarks are in order. First of all, the other measurements were made on 

pure tu, and it is not surprising that they should differ from our dirty 

AuCu alloy. Secondly, the model calculation of & does not take into 

account the shape of the Fermi sphere and the inclusion of transverse 

modes as was disscussed in Chapter 9, this means the model should 

considerably underestimate the scattering rate and consequently 

underestimate & • The experimental work of Gantmakher and Gasparov< 8) 

clearly demonstrates that higher t can be expected due to increased 

scattering at the necks of the Fermi surface. Their data should, and 

does, yield a better estimate of t. Thirdly, it is interesting to note 

that the two thin-film experiments yield values for & which are within 

25% of each other, depsite the different nature of the films. Finally, 

it is interesting to note that the two thin-film experiments yielded a 

value of t about a factor of 2 larger than the bulk experiment of 

Anderson and Peterson,(l) and this tis greater than that expected from 

even the highest scattering rates which were observed in Cu. (8) In 

general, one would expect t to be an average over the Fermi surface, and 

thus it should receive only a small contribution from the relatively 

small neck region, and could never exceed the highest rate. The 

experimentally observed large value of t could be a substrate effect 

(see section 9.7). 

Finally, I note that the magnitude and form of the observed heating 

is inconsistent with phonon heating. If we put aside the arguments 

against a temperature difference between phonons in the metal and the 

phonons in the substrate, we can naively use Kapitza resistance 

arguments to estimate the temperature difference. The dased line in Fig. 
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10.6 shows this naive estimate for the temperature of the phonons in the 

metal, where I have used a representative value for the Kapitza 

resistance between two solids.(6) Neglecting the difference in the 

slopes, the curves look similar. But, at low temperatures, the power 

required to produce a given temperature is nearly 2 orders of magnitude 

greater for the naive phonons than is observed. This says that the 

observed thermal resistance is nearly two orders of magnitude greater 

than naive expectations, and this is fairly strong evidence agaist the 

naive phonon model. Similarly, the expected heating in Rx and the 

substrate are much too sMall to account for the observed effect. 

10. 8 The Large .Resistor: ResiStor 2 

The puipose of the second thin-film experiment was to try to reduce 

the level of heating by increasing the volume of the film. The 

configuration of the second resistor, Resistor 2, is shown in Fig. 10.7, 

and is somewhat different than that of the the small resistor. The 

resistor is a composite film which was deposited in a three step 

process. The substrate was an oxidized Si wafer as was used for the 

SQUIDs. After patterning with photoresist, 2.5 nm of Cr was evaporated 

and a 36 011 thick Au(Cu 25Wt%) film was deposited and patterned using 

the same procedure as described in Chapter 1 for the SQUID shunts. The 

film was then lifted off and the wafer cleaned in the standard way (see 

Chapter 1). This procedure left a small central 60 X 60 ,um2 AuCu film. A 

200 nm Nb film was then sputtered onto the AuCu with no other surface 

preparation, and patterned by plasma etching to form the Nb contact 

lines and pads. The wafer was then diced and individual chips processed 
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separately. The surfaces'of the AuCu and Nb were then cleaned using an 

Ar ion mill as described in Chapter 1 for junction fabrication. A crude 

evaporation mask was then fashioned out of a piece of aluminum foil with 

a 1.4 mm diameter hole punched in it. The sample was removed from the 

vacuum evaporation chamber, the mask centered on the small gap, and 

system was then re-evacuated. A 90 nm thick layer of AuCu was then 

evaporated, leaving a 1.4 mm diameter AuCu spot covering the Nb pads. 

Electrical contact to the resistor was made in the usual way with 

pressed In pads. 

The electrical configuration of Resistor 2 is somewhat unusual. The 

resistance is determined by the small central gap between the two Nb 

contacts. The resistance of the large resistor was measured in the same 

manner as for the small resistor, and a value of 0.076 o was found. 

The thermal behavior of Resistor 2 is also unusual. Most of the 

applied current will flow through the gap region, and consequently the 

heating will also be greatest in the gap. On the otherhand. little bias 

current flows in the large surrounding region of film. Nonetheless, we 

expect that the surrounding film will act as a cooling fin into which 

hot electrons from the center can diffuse and lose energy. The total 

volume of the large resistor was 1.9 X 10-13 m3, and the total area was 

about 1.6 X 106 (pm)2. The bias resistor Rx was roughly 420 times larger 

in the volume and only about 2 times greater in the area, assuming that 

all of the film contributes to the cooling. In general, this will not be 

the case, and the effective cooling area of the film will be 

substantially smaller at higher temperatures. 
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10.9 Discussion of Results: Resistor 2 

I now remark on the heating behavior of the large resistor. Resistor 

2. It shows important differences from the small resistor, Resistor 1. 

The solid squares in Fig. 10.8 show the electron temperature as a 

function of applied power when the refrigerator bath temperature is held 

at 25 mK. Compared to Resistor 1, we can see that Resistor 2 requires 

about 4 orders of magnitude more power before it begins to heat above 

the bath temperature. At a typical SQUID power of 7 pW, the Resistor 2 

has heated up to only about 30 mK, instead of the 140 mK found for 

Resistor 1. We thus expect to be able to operate SQUIDs down to an 

electron temperature of about 30 mK if the SQUID are made with such a 

resistor. 

The results on the two resistors can be compared by plotting the 

electron temperature versus the power per unit volume. The result is 

shown in Fig. 10.9. On this plot we see that the transition to heating 

begins at about the same value of P/0 for the two resistors. This is 

understandable if both resistors are in the 0-D limit discussed in 

chapter 9. The estimated inelastic mean free path at 25 mK is about 2 

mm, so it is reasonable that even the large film of Resistor 2 is in 

this limit. 

At higher power densities Resistor 2 begins to heat more rapidly 

than in the Resistor 1. The curve is again approximately straight on a 

log-log plot, although it is much more scattered at low power. The slope 

however is not 1/5, but 1/2.7. 

The origin of this different slope is not known for certain. There 

are two possible explanations. First of all, this may be a spurious 
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effect of phonon heating in Rx· In Fig. 10.10, the estimated heating of 

Rx, shown in Fig. 10.3, has been superposed on the data for Resistor 2. 

The two ~urves are uncomfortably close, especially considering the rough 

nature of the estimate of the heating in Rx. On the other hand, the 

estimate should be a conservative bound; and at high powers. the two 

curves deviate considerably. The second possibility is the 

interpretation I presently favor. The experimental arrangement is 

essentially that of a 2-D film heated locally at a point. This case was 

discussed in Chapter 9, ~here I noted that the effective area of the 

film would decrease with increasing power because of the shortening of 

the inelastic mean free path with increasing temperature. A rough 

calculation gave a slope of 1/2 for the temperature dependence. The 

calculation was undoubtedly too crude to yield the exact slope, but the 

point here is that the slope should depend upon the heating and film 

geometry, and the slope should be greater than 1/5 because of the 

effective area reduction. The divergence of the two curves in Fig. 10.9 

can then be interpreted as a measurement of the reduction in the 

effective volume of Resistor 2 as the electron temperature increases. 

10.10 Concluding Remarks 

In conclusion, I have observed a large amount of heating in small 

normal metal films. The level of this heating is consistent with that 

seen in the SQUID experiments. as will be seen in the next Chapter. the 

dependence of the heating on the applied power in the small volume 

resistor is consistent with that expected from the hot electron effect. 

The coefficient of the heating, t, is somewhat larger than that seen in 
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other systems. Heating in the large volume resistor is substantially 

smaller and demonstrates that in principle the heating in ·the SQUID 

shunts could be reduced so that the effective electron temperature was 

30 mK. The temperature vs power heating law is different for the large 

resistor, and is suggestive of the spatial hot electron effect discussed 

in Chapter 9. 

The technique outlined above may be of interest in other 

experiments. The thermometer is of very smali size, and in principle can 

be made as small as allowed by lithographic techniques. Its construction 

is particularly simple and robust, beig merely a thin metal film. This 

allows for the possibility of putting a large number of temperature 

sensors onto an experiment, or of packing them very close together. The 

small metal volumes are quite sensitive to heat and applied electrical 

power, and their small size would allow the construction of novel 

devices, such as a thin film bolometric imager. The main drawback is 

that the signal is very small by conventional standards, being just the 

thermal noise in a resistor at say 20 mK. For a well-designed SQUID 

measuring system however, this is actually a rather large signal, and is 

easily detected. 

Finally, I wish to remark on the obviously incomplete nature of the 

experiments. Our goal was a fairly limited one. We wanted only to get 

the SQUIDs colder. Because of this we undoubtedtly missed a great deal 

of interesting and unexplored physics. There are several areas which 

would provide interesting experimental results. For example: 

(1) What is the role of the substrate in determining the cooling 

rate'? 

(2) Is there a better choice of materials for the SQUID. ie. ones 
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which would yield substantially higher cooling? 

(3) Are we really seeing spatial hot electron effects? 

(4) What is the heating behavior in 10, 20, and 3D geometries? 

(5) What is the ultimate limit to which a SQUID with fixed power 

can be cooled'? 

(6) Is it possible to see the hot electron effect at substantially 

higher temperatures in very small volumes of metal, or in a 

metal film which is suspended off of the substrate? 

(7) Can we confirm that the electron temperature and the noise are 

related in the standard way in this non-equilibrium system? 

There is also much theoretical work that should be finished. In 

particular: an explanation of why the bulk rates are so high, the 

development of a theory of the spatial hot electron effects, and a 

rigorous calculation of substrate effects. These, and many other 

possible investigations, would go a long way towards shedding more light 

on the hot electron effect. Given the ubiquity of the hot electron 

effect in normal metal thin-films below 1 K, and the growing development 

of mK techniques, the solution of these problems are of considerable 

general importance. 
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Chapter 11 Hot Electron Effects in the de SQUID 

11.1 Introduction 

In the previous two Chapters, I have discussed the theory of the hot 

electron effect in normal metals, and presented data on two thin-film 

systems. In this Chapter, I will discuss the relevance of the hot 

electron effect to SQUID performance at low temperatures. Needless to 

say, this order of presentation is not the way the situation occurred 

historically. 

Before I began work on the dilution refrigerator, Professor Clarke 

presented me With a list of low temperature experiments which he was 

interested in. This list included noise thermometry, quantum limited 

SQUIDs, hot electrons in metals, and I believe 1/f noise, although I 

cannot recall the last item for certain. He thus had an independent and 

early interest in the hot electron effect which predated the low 

temperature work on SQUIDs. Nevertheless, the choice was made to work on 

the SQUIDs at low te•peratures first, and the hot electron experiments 

were put aside, presumably to be taken up when the SQUID experiments 

were co•pleted. However, after two years of work on the SQUID 

experiments, it came as quite a surprise to me when I realized that the 

SQUIDs were the•selves showing evidence of a hot electron effect. It was 

from this "SQUID perspective" that the subsequent work on the hot 

electron effect was undertaken. 

One puzzling aspect of this history is the rather long delay between 

when the SQUID experiments began and the realization that the hot 

electron effect was important. I believ~ that this delay occurred for 
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three reasons. First of all, our first version of the experimental cell 

did not cool below about 100 mK because of poor thermal contact to the 

dilution refrigerator's mixing chamber. The hot electron effect in our 

typical early devices should only become significant below about 150 mK. 

The effect should have revealed itself as a levelling off of the linear 

dependence of the SQUID noise with temperature. The temperature range 

from 140 mK to about 100 mK is rather small. however, and the levelling 

off would not have looked very dramatic in the data. Secondly, in most 

of our early SQUIDs, the noise was greatly dominated by the low 

temperature excess noise, as was discussed in Chapter 8. It is very 

difficult to see the white noise level in most of our SQUIDs at 100 mK 

in the measuring bandwidth of the feedback electroncs. It was only with 

the discovery of the type D SQUIDs (with their 1/fl noise) that the 

white noise became visible at the lowest temperatures. Within a few 

months of running the first D SQUID we began to suspect that the hot 

electron effect was involved. Finally, the experiments of Roukes et 

al. ( 1) on the hot electron effect were published only after the first 

year of SQUID experiments. In addition, it was not apparent from their 

work that we should see the effect in our SQUID resistors. They measured 

the effect in a very narrow thin-film line of high purity Cu, and much 

emphasis seemed to be placed on the configuration, the purity of the 

material, and the difficulty of seeing the effect. It was not at all 

apparent that the noise in our alloy resistor films should be completely 

dominated by the same effect. It was only after independently thinking 

out the problem that I became convinced that the effect depended on only 

a few parameters and that to first order, the cleanliness of the system 

would be irrelevant. 
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This chapter is broken up into three sections: The early SQUIDs D1 

and D2 with small shunts, the SQUID Ml with large shunts, and the SQUID 

M2 with large thick shunts. All of these SQUIDs have a SQUID body shape 

which is that of the type D's (see Chapter 1), only the size and shape 

of the shunts differ. This choice of body shape was made because it 

possesses the lowest 1/f noise, from 1-10 kHz, of all of the SQUID types 

I tested. Although many other SQUIDs had lower noise at 1 Hz, the 

steeper slope of the noise in the type D and M devices more than 

compensated. In addition, because of their relatively large inductance, 

the white flux noise level in the D and M SQUIDs is larger than in most 

of the other SQUIDs, making it easier to detect for the same amount of 

excess flux noise. A few of the other SQUIDs with small shunts appear to 

show noise saturation at low temperatures, but all of these other 

devices have relatively large amounts of low temperature excess noise, 

and consequently the data on their white noise is not very clean. 

Finally, a word of caution should be given on the energy sensitivity 

versus temperature plots. There are at least three possible systematic 

sources of error in these. First of all, the inductance is known only 

from the I-V behavior, as discussed in Chapter 2. An incorrect estimate 

of the inductance would push all of the points proportionately up or 

down on the graph. Secondly, all of the data has 1/f noise and measuring 

electronics noise subtracted out. Both of these contributions must be 

estimated from the spectra and the background measurements, and their 

relative importance increases as the temperature is lowered. Thirdly, it 

should be realized that the energy sensitivity is dependent on where the 

SQUID is biased. In general, I must search around in V and + until I 

find what appears to be the quietest point. The noise-V maps and noise-+ 
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maps, which were discussed in Chapter 2, are very useful in this search. 

However their accuracy is limited and they are only taken at a single 

frequency (generally near 18kHz). A more accurate measure of the noise 

requires taking a detailed noise spectrum. In general, it is only 

possible to take high resolution spectra at a few promising looking 

points at any given temperature. Thus, one will tend to systematically 

underestimate the best tv, since it is difficult to be sure one has 

found the true minimum. Fortunately, the noise and gain of most of our 

SQUIDs is slowly varying with + and V, so it is generally possible to 

minimize this source of error. For devices with complicated structure, 

such as those with Pc ~ l, the search is much more difficult because the 

gain and the noise can be rapidly varying functions of + and V. 

11.2 White Noise at Low Temperatures: SQUIDs with Small Shunts 

SQUIDs D1 and 02 are large split SQUIDs with L = 0.51 nH, and 

shunting resistance R = 60. The details of the resistive shunt 

configuration are shown in Fig. 11.1 (a). The shunts are slightly larger 

than those of a Type A SQUID, see Fig. ll.l(b). In the D devices, there 

are two shunts seperated by about 1 mm from each other (see Fig. 11.2a). 

The combined area of the shunts is 960 J.U112 and the film thickness is 30 

nm, giving them a total volume of 29 pm3. As discussed in Chapter 10, I 

have assumed that the AuCu under the Nb is still normal due to a 

suppression of the proximity effect. 

As noted in Table 4.1, device Dl has p 1.35. The I-V 

characteristics were very smooth at 4.2 K, with small steps appearing 

below 500 mK. The flux gain, cJI/at, of the device was nearly constant 
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(a) Type D shunt 

Nb for lower part 
of SQUID loop 

(b) Typical SQUID shunts 

Nb for upper part 
of SQUID loop 

AuCu 

-
10 J.Lm 

10 J.Lm 

AuCu 

Fig. 11.1 (a) Configuration of one of the SQUID shunts 
for a Type D SQUID. (b) Configuration of a shunt for a 
typical SQUID such as a type A. 
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(a} TypeD 

(b) Type M 

100 J.Lm 

-
100 J.Lm 

cooling 
fin 

Fig. 11.2 (a} Construction of a Type D SQUID, (b) of a type M SQUID. 
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over the entire temperature range. From the experimental point of view. 

this is a nearly ideal device. SQUID D2 is very similar, and results for 

the I-V, I-+, Noise-V, and Noise-+ are presented in Fig 4.5(a-k). The 

operating points for the SQUIDs are summarized in Table 11.1. I have 

also included the power dissipation P that this bias produces in the 

device, the power per unit of shunt volume o, and the power per unit of 

shunt area A. 

In SQUIDs D1 and D2 at low temperatures, the low frequency noise 

scaled approximately as 1/f1 (see Fig. 8.9). As a result, I was able to 

measure the white noise at frequencies greater than about 2 kHz. The 

gains and noise spectra of devices D1 and D2 were measured as described 

in Chapter 2. The spectra at flux bias +0 /4 were least square fit to a 

(white + 1/fa) formula. The background noise from the SQUID(2) 

measuring 

Table 11.1 Operating points for the SQUIDs D1, D2. M1, and M2. V is the 

voltage at which the SQUID is biased, I is the current flowing through 

the SQUID, P is the power dissipated in the SQUID, o is the shunt 

volume, A is the shunt area in contact with the substrate. 

Device v I p P/0 PIA T · =(P/1:0)1/5 m1n 

(J'V) (}JA) (pW) (wa-3) (wm-2) (K) 

D1 1.1 5 5.4 1.9 X 105 5.6 X 1o-3 0.151 

D2 1.1 3.5 3.8 1.3 X 105 4. X 1o-3 0.140 

M1 1.2 4.5 5.4 1.2 X 103 3.5 X 10-5 0.055 

M2 4.0 5 20. 1.4 X 102 1.3 X 10-4 0.036 



system was measured by turning off SQUID( 1), and subtracting off the 

Lorentzian produced by the Nyquist noise in the bias resistor Rx. The 

white noise and 1/fa noise due to SQUID(1) were then found by 

subtracting off this background. 

The results of such an analysis are shown in Fig. 11.3, where I have 

plotted the white flux noise energy, ~:v = St/2L, versus the bath 

temperature, where St is the white noise flux spectral density, and L is 

the SQUID inductance. 

What is remarkable about Fig. 11.3 is that ~:v does not continue to 

decrease as the SQUIDs are cooled below 100 mK. Initially, as the bath 

temperature, T0 , was lowered to 0.2 K, the noise energy scaled with T0 , 

while below 0.2 K the noise dropped off less rapidly, flattening out by 

about 0.1 K. On analyzing the data, I .found that at a bath temperature 

of 22 mK the SQUID D2 had an effective temperature of about 150 mK with 

~: = 141\. This white noise energy is substantially higher than the value 

of 2 .2~ predicted from the linear temperature dependence at higher 

temperatures. Device 01 showed a similar behavior over the smaller 

temperature range investigated, and shows evidence of a similar 

levelling off of the white noise at about the same temperature. 

In principle, there are several possible reasons why the SQUID noise 

might fail to decrease below some temperature. First of all, an external 

source may be coupling noise into the SQUID. Secondly, limitations due 

to quantum mechanics are expected to produce a levelling off in the 

sensitivity. And finally the device may simply not be cooling as the 

bath temperature is decreased. 

Because the levelling off occurs when there is a fairly large amount 
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of noise. ev=14fi, it cannot be due to quantum mechanical corrections. 

The exact value where &v should level off is not known, and has never 

been measured experimentally. Nonetheless, it is expected to be close to 

1-2 h for typical SQUIDs, and 14h is simply too large. 

The data of Fig. 11.3 is also inconsistent with the presence of an 

external noise source. The observed change-over from a linear 

temperature dependence to a constant dependence is very abrupt. For an 

external noise source, one would expect that the n'oise in the SQUID 

obeys: 

(11.1) 

where a0 and b0 are temperature independent, and T0 is the bath 

temperature. That is, the flux noise would be the sum of the temperature 

independent external noise source a0 , and the linearly dependent thermal 

SQUID noise b0 T0 . Such a functional form is quite inconsistent with the 

data represented in Fig. 11.3. The observed knee is ~uch sharper than 

can be accounted for by Eq. 11. 1 (see the dashed line in Fig. 11.4) . 

Another way to express this is to say that the observed behavior is 

non-additive. ie. it is not the simple sum of a linear term plus a 

constant, although these are the asymptotoic limits. Now Eq. 11.1 would 

be expected if the thermal noise was uncorrellated with whatever source 

was causing the leveling off at low temperatures. The fact that this 

relation fails is thus evidence that the two sources are correllated or 

that there is really just one source which is changing its behavior with 

temperature. 

Although the data is inconsistent with quantum effects and external 

noise, it is entirely consistent with the hot electron effect. Thus, the 

abrupt transition behavior has a natural explanation. For a fixed bath 
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temperature T0 , and power dissipation P in the shunts, the shunt 

temperature should obey: 

Te = (P/tO + To5)1/5 (11.2) 

where again: Te is the temperature of the electron gas in the shunts, E 

is the heating coefficient (see Chapters 9 and 10), and o is the shunt 

volume. The results plotted in Fig. 10.3 are for fixed power P, and 

since the noise in the SQUID should scale directly with the shunt 

temperature (neglecting quantum mechanics) we expect that Eq. 11.2 

should have the same functional form as the SQUID sensitivity vs bath 

temperature T0 • The solid line in Fig. 11.4 shbws the functional form.of 

Eq. 11.2. The high temperature portion of the curve is the prediction of 

Tesche and Clarke, (2,3) while the value at which the noise levels off 

has been determined by the value of t found from the thin-film 

experiments of Chapter 10, and from the power dissipation in SQUID D2. 

The agreement is convincing, and in particular. the abrupt transition is 

fully in agreement with the hot electron theory. A fit to the data would 

yield even better agreement. 

The temperature where the SQUID's white noise levels off is in good 

agreement with that expected from the hot electron effect. Device 02 was 

voltage biased at 1. 1 JJV with a current of 3. 5 pA, so that the power 

dissipated was 3.8 pW. Since the shunt volume is nearly the same as that 

of the test resistor, Resistor 1, one can directly use Fig 11.4 to find 

the expected electron temperature: roughly 140 mK. This is quite close 

to the observed temperature where the SQUID noise stops decreasing, and 

represents a good agreement between the two experiments. In the last 

column of Table 11.1, I have also calculated Tmin = (P/Eo)l/5, the 

minimum temperature that the electrons can reach for a given power 
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level. For this calculation I have taken £ = 2.4 X 109 wm-3K-5, the 

value which was found in Chapter 10 from independent measurements. This 

column then represents the expected temperature that the SQUID shunts 

will reach when the bath temperature is brought to zero. Because the 

transition to heating is so rapid, at any bath temperature slightly less 

than Tmin the shunts will be very close to Tmin. The minimum shunt 

temperatures predicted for D1 and D2, are within about 10% of the 

observed temperature where the levelling off occurs. 

From the good agreement between the theory, the results of Chapter 

10, and the data on 01 and D2, I can conclude that the sensitivity of 

these SQUIDs is being limited by the hot electron effect at low 

te11peratures. 

11.3 White Noise in a SQUID with Large "Cooling Fins" 

Our overall goal was to produce a quantum limited SQUID. and so the 

levelling off of the sensitivity at low temperatures was quite 

disturbing. However, the solution was fairly straightforward. The basic 

reason the effect was so prominent was that the shunts were quite 

small. 

The type M SQUIDs were designed to provide a large shunt volume 

without changing the SQUID shape. This was done by attaching a large 

area AuCu film to an ordinary Type D shunt. The details of the shunt 

structure are shown in Fig. 11.5a. The shunt and associated large film 

are deposited in a single evaporation, and have a thickness of just 30 

nm, and a total area of 0.154 mm2, yielding a total volume of 4.6 X 

10-15 m3. The AuCu is underlain by 2.5 nm of Cr as described in Chapter 
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Fig. 11.5 Configuration of large SQUID shunts, (a) Type M 
with a thin cooling fin, (b) Type M with a thick cooling fin. 
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1. The cooling fin is then covered by two layers of SiO, (total 

thickness about 500 nm), and a layer of Pbin. This is done to screen out 

Nyquist currents, which flow in the normal metal film of the cooling 

fin, from producing extra noise in the SQUID. We expect this noise to be 

small in the case of the 30 nm cooling fin of device Ml. But devices 

such as M2, as discussed below, have much thicker cooling fins and the 

incorporation of this screening is more important. 

The behavior of the shunt structure is as follows. The shunting 

resistance is determined by the narrow connection between the upper and 

the lower portion of the SQUID body. The large attached film area 

contributes little to the resistance. Heating occurs locally in the 

narrow connection, as this is where the applied current density is 

greatest. Hot electrons then diffuse out into the neighboring attached 

film and release there energy to phonons. The large attached film area 

thus acts as a "cooling fin" for the hot electrons. 

A few remarks about the cooling fins are in order. Their purpose is 

simply to increase the total volume of normal metal in the shunt, they 

do not contribute appreciably to the shunting resistance. This could 

have been accomplished simply by making the shunt much larger ( keeping 

the same shape say), so that one had the same resitance as in the 

smaller shunts. Such an approach has two disadvantages. The increasing 

size of the shunt leads to an inductance in series with the SQUID 

shunting resitance, and a corresponding modification of the SQUID 

characteristics. Also, increases in the shunt size would necessitate 

changes in the SQUID geometry. This is disadvantageous because of the 

apparent dependence of the low temperature excess noise on the SQUID 

shape, as well as dependence of the inductance on the SQUID size. Thus 
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simply increasing the shunt size is not so straightforward. On the 

otherhand, by adopting cooling fins, one can seperate the electrical 

property, R, of the SQUID from the thermal cooling problem. I can thus 

keep the SQUID electrical properties fixed, while the cooling properties 

are improved independently. 

Noise data was collected on a single SQUID with this type of shunt, 

SQUID M1, which had an inductance of 0.51 nH, a shunting resistance R = 

6 o, p = 1.4, and an estimated Pc = 0.15. The I-V characteristics were 

very smooth from 4.2 K to 20 mK, with only very small structure visible. 

From the experimental point of view, this device is nearly ideal. The 

device was operated at 1.2 JSV and a power of 5.4 pW. The gain and noise 

spectra of device M1 were measured as described in Chapter 2. The 

spectra at flux bias +0 /4 were least square fit to a (white + 1/foc) 

formula. The background noise from the SQUID(2) measuring system was 

found by turning off SQUID(1). The white noise and 1/foc noise due to M1 

was then found by subtracting off the background. The results of such an 

analysis are shown in Fig. 11.6 for the white noise as a function of 

temperature. T~e figure also shows the earlier data on 01 and 02 for 

co•parison. 

From Fig. 11.6, we can see that the white noise scales linearly with 

temperature down to approximately 70 mK. Below this, the data is 

scattered, but appears to level off at an effective temperature of about 

40 to 60 mK. This scatter arises from the need to subtract off the 

non-negligible contribution of the measuring electronics and the 1/f 

noise in the device. At high temperatures, the data from the three 

SQUIDs all fall on the same straight line. The solid line is the tv = 

8ksTL/R, for R=60, and L=0.51nH. This is very near to the prediction of 
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Tesche and Clarke, ~:v=(9±1 )ksTL/R, which is appropriate for small Pc 

SQUIDs.C2-3) At the lowest temperatures, the device M1 is approximately 

3 times more sensitive than the type D SQUIDs, leveling off at ~:v=4 or 5 

~. We can thus conclude that the cooling fins have produced a 

substantial improvement. 

The fact that the white noise did decrease compared to the D devices 

provides a second proof that the hot electron effect was originally 

involved in the D devices. Had this test failed, then our conclusions 

about source of the noise in the D devices would have had to have been 

revised. 

On the otherhand, the sensitivity of the device does not improve 

much below about 50 mK. Unfortunately the background correction from the 

measuring electronics is rather large. The large background correction 

makes it difficult t6 be sure that the device is actually still heating, 

and the transition region is not very well enough resolved. The 

temperature at which the sensitivity levels off is, however, quite close 

to the value of Train predicted in Table 11.1. The expected electronic 

inelastic diffusion length should be about 600 JJ1R at 50 mK, and the 

cooling fin should still be in the 0-0 limit. This agreement is the 

strongest evidence that Ml is still being limited by the hot electron 

effect. 

11.4 White Noise in a SQUID with Large Thick "Cooling Fins" 

The results from SQUID Ml were encouraging, but there were two 

obvious difficulties. First of all the contribution from the measuring 

SQUID and electronics were non-negligible. Essentially, this was 
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happening because the noise in SQUID( 1) was getting quite small. I 

accordingly next sought to improve the measuring electronics, and 

thereby lower the background. Secondly, it was evident that M1's 

sensitivity was levelling off at low temperature. This temperature was 

in agreement with the predictions of the hot electron effect, but it was 

considerably higher than the minimum bath temperature. Accordingly, I 

again increased the volume of the cooling fin in order to acheive a 

lower electron temperature. 

At first sight, one might try to increase the shunt volume merely by 

increasing the area of the cooling fin still more than that in Ml. This 

strategy will not work indefinitely, however, because the electrons only 

travel distances of order the inelastic mean free path before emitting a 

phonon. Thus, as discussed in Chapter 10, the cooling only occurs in 

so•e effective volu•e which lies within about the inelastic mean free 

path of the electrons. As noted in Chapter 11, the inelastic mean free 

path in the AuCu at 20 mK is expected to be of order 2 mm. The 0.4 mm 

sized cooling fins are thus already approaching this length scale, and 

it would be difficult to get much more cooling in this way, (it should 

be reme•bered that the electron temperature goes like the 1/5 root of 

the power per unit volume, and thus in order to lower the shunt 

temperature by a factor of 2 we would have to make the cooling fin 

nearly 6 times larger on a side, which is not only larger than the 

inelastic mean free path, but almost as large as the 5 mm SQUID chip). 

The way out of this dilemma is to increase the volume by increasing the 

thickness of the cooling fin. 

In the case of the device M2, the thickness has been increased by a 

factor of about 30, to approximately 900 nm. This was accomplished by 
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including an additional step in the fabrication of the SQUIDs. The first 

step in the fabrication was to put down the resistive shunts and cooling 

fins exactly as was done for device Ml. For the next step, a 900 nm 

layer of AuCu alloy was evaporated on top of the cooling fin. This made 

a thick cooling fin, but left the resistive connection unaffected (see 

Fig. 11.4b). The total area of the shunt in contact with the substrate 

was the same as that of device Ml, about 0.154 mm2. The total volume of 

metal used in the shunts was 1. 4 X to-13 m3, roughly 30 times larger 

than in the case of device Ml. 

In the preceding section, I noted that the measurement of M1 was 

compromised at low temperatures because of the large background from the 

measuring SQUID and electronics. In order to improve the measurement, 

the •easuring, SQUID(2), was replaced with a 50 turn type A device. This 

should have accordingly produced a factor of 2.5 improvement in the rms 

sensitivity. An i•provement of about 2 was found, slightly less than 

expected because of extra noise from SQUID(2) itself. This was 

nonetheless a substantial improvement, and significantly improved the 

quality of the measurement. 

The device M2 had a shunt resistance R=80, P=1.6, and an estimated 

Pcso.3. Unfortunately, the device displayed considerable I-V structure 

at low temperatures, and was thus moderately non-ideal. This was 

probably because of M2's somewhat large Pc· This structure lead to large 

amounts of white noise at low biases, and necessitated operating the 

SQUID at the fairly high bias voltage of 4 ~V. The power dissipation of 

20 pW was correspondingly large. 

The open circles in Fig 11.6 show £v vs T for SQUID M2 .. The noise 

level and temperature of saturation are not measurably different than 
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those found in SQUID M1. The noise still appears to begin to level off 

at about 50 mK. This appears to be a more gradual transition than the 

abrupt knee found in 01 and 02. However, the kneee is not well resolved, 

and there is still a fair amount of scatter in the noise data at low 

temperatures. 

The levelling off of the noise could be due to an additive external 

source, however, the transition does not look soft enough. Also, it must 

be recognized that device M2 displayed a moderate amount of structure, 

and the white noise at many places on the I-V actually became much 

noisier as the device was cooled. It is possible that the structure also 

was producing extra white noise at the chosen bias point. 

I note that the temperature where the data begins to level off, 

about 50 mK, is somewhat higher than the 36 mK expected from the hot 

electron effect (see Table 11.1). Although the shunt volume has 

increased by a factor of 30 from M1, M2 was also run at a substantially 

higher power. This, and the severity of the fifth root law, accounts for 

the rather small expected improvement for M2. Thus it is also possible 

that M2 is still being limited by the hot electron effect. This 

possibilty illustrates clearly the difficulty of avoiding the hot 

electron effect in thin film structures, and shows how tightly the 

SQUID parameters must be controlled in order to obtain a low noise 

device. 

Perhaps the 11ost optimistic interpretation is that the levelling off 

is due to quantum noise. The exact form that the noise versus 

temperature would take in this case is not known. The calculation of 

Danilov et al.(4) is in error because of the neglect of noise rounding 

effects. On the other hand, Koch et al. ( 5) did not provide a detailed ---
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temperature dependence for the SQUID senstivity. I have not attempted to 

repeat the calcultions here, although the results would be of 

considerable interest. Personally however, I feel that the residual 

level £v is too large for the device to be in the quantum limit. 

11.5 Conclusions 

In conclusion, I have measured the white noise in four large 

inductance de SQUIDs down to temperatures as low as 20 mK. I have found 

that, at the lowest temperatures, the noise does not decrease with the 

bath temperature. The temperature where this levelling off occurs is 

consistent with the hot electron effect, and with independent 

measurements of electron heating in normal metal thin-films. The 

detailed form of the SQUID noise versus bath temperature is also 

consistent with the hot electron effect and is inconsistent with 

external noise. By attaching large volume "cooling fins" to the SQUID 

resistors, I have been able to reduce the heating and improve the SQUID 

sensitivity to a level of 4-5 h. 
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CHAPTER 12: SQUID Circuit Optimization for a Current Pulse 

12.1 Introduction 

Several authors have worked on developing general SQUID noise and 

circuit optimization models. ( 1-3). In addition, other work has been 

directed at optimizing the performance of very specific systems. (4-5) 

These models are all deficient in some major respect, and I note here 

that the results are not always consistent with each other. These 

different results can be attributed to the different assumptions made, 

although these assumptions and the ranges of their validity are usually 

not stated explicitly. 

The noise theory of Clarke. Tesche, and Giffard(1) (CTG) was based 

on a number of assumptions: 

( 1) one neglects the effect of the SQUID dynamics on the input 

circuit, 

(2) one works in the small a2 limit, where a2 is the coefficient of 

inductive coupling between the SQUID and the input circuit, 

(3) one assumes a narrow bandwidth signal detection strategy, 

(4) one minimizes the SQUID noise temperature, Tn, in order to 

obtain the highest sensitivity. 

Each of these assumptions is independent, although the importance of 

the first assumption is considerably mitigated by the second assumption. 

The second assumption is interesting in that it is now recognized that 

the model fails spectacularly at large a2; not only is the noise not 

predicted correctly by CTG, but the entire operating characteristics of 
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the SQUID change. The behavior of the SQUID for arbitrary a2 has been 

analyzed by Koch, (6) Tesche, (7) and Martinis and Clarke. (8) Maritinis 

and Clarke, (8) and Hilbert and Clarke(9) have analyzed a few simple 

systems using the arbitrary coupling model and retaining the third and 

fourth assumptions above. In fact, even in these cases, the noise 

calculations were in the weak coupling limit, and have shown consistency 

with the earlier CTG results, except for very minor differences. 
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The last two assumptions are the foundations of what I will call ' 

the noise temperature formalism. The third assumption is not stated 

explicitly but it is implicit in the single frequency optimization 

presented. It is an artificial constraint which has the effect of 

throwing away all phase information about the signal, and any portion of 

the signal which lies outside of the detection- bandwidth. It is a 

particularly subtle assumption, and appears at first sight to be quite 

simple and easily generalized. This is quite misleading. Its 

generalization requires the theory of optimal filtering and statistical 

prediction criterion. The validity and the utility of the fourth 

assumption is dependent on the earlier assumptions, and on the nature of 

the input signal. In particular if one relaxes the third assumption by 

using a wide-band detection strategy for a wide-band signal, the noise 

temperature is not the appropriate quantity to minimize. In addition, it 

is not permissible to minimize the noise temperature with respect to the 

resistive components of the circuit. Rather. even within the confines of 

the first three assumptions, for optimization with respect to some input 

resistance, Ri• one must minimize the expression Ri(T+Tn), where T is 

the temperature of the resistor. 

The method of optimal filtering or maximal filtering( 10-13) is a 



powerful and general technique that predicts the maximum sensitivity of 

a system, and also specifies the circuit parameters and filters which 

must be used to achieve this sensitivity. The point of all optimization 

schemes is to increase the signal-to-noise ratio, s/n. When one is 

trying to detect some very small effect, great care must be taken. One 

tries to arrange the different components of an experiment in order to 

have the best chance of actually seeing the effect. Clearly the more one 

knows about the expected effect, the more carefully the apparatus can be 

designed. In this sense, the optimal filter theory is a precise 

formulation of how best to design an experimental apparatus. For the 

formulation I will use here, its range of validity is all linear systems 

with deterministic input signals. 

In order to calculate the optimum performance, however, it is 

necessary to know the functional form of the expected signal, the 

transfer functions of the cirCuit, and all sources of noise. 

Unfortunately, this means that the results will be both circuit and 

signal dependent. Optimization conditions for one kind of signal will 

not be opti•u• for another kind of signal. This makes it difficult to 

arrive at general foraulas to cover all situations. In this Chapter, I 

will simply assu•e a model tuned LCR input circuit and a model pulse 

input signal. This choice has been made because it is the simplest and 

most experimentally accessible case without a trivial result. It is also 

interesting experimentally because it is siailar to, although admittedly 

much simpler than, the equivalent circuit for gravity wave detection 

with a Weber bar and a SQUID readout. In this way I can provide some 

insight into the effect of strong coupling noise theory on the 

opti•ization of the bar. 
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For someone who is used to, and comfortable with, the noise 

temperature formalism, I think that the optimal filter theory comes as a 

bit of a shock. There are several things that he or she will probably 

find disturbing about the formulation: 

1. The noise temperature and energy per bandwidth characterizations 

are not used in the formalism, except incidentally. 

2. Different signals will produce different optimization 

conditions. 

3. The sensitivity is affected by linear filters placed after the 

SQUID. 

4. The optimization conditions and the optimum sensitivity are 

typically not the same as those found from the noise temperature 

formulation. 

The following disscusion of the optimal filter results will of 

course answer each one of these points illplici tly. I will make the 

following preliminary remarks however. The noise temperature and energy 

sensitivity are not fundamental parameters of optillization, only the s/n 

ratio is, and this is what the optimal filter theory works with. As a 

corrollary to this, the signal occurs in the numerator of the s/n 

ratio, and it is clearly as mathematically important as the noise in the 

denoainator. Furthermore, the two optimization techniques (noise 

temperature formalism and optimal filter theory) are not two equivalent 

ways of deriving the same results. The differences are real. In 

particular, low frequency tuned systems show enormous differences in the 

predicted sensi tvi ty and the optimum circuit parameters. For a 1 kHz 

resonant input circuit with a Q of 106, the optimal f i 1 ter theory 

guarantees approximately a 106 times higher sensi tvi ty than the noise 
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temperature formulation. Bluntly, this means that the Tn optimization 

scheme is incorrect for such systems, and its underlying assumptions 

must be inapplicable. More specifically, it turns out that the optimum 

circuits are built in such a way that they do not conform with the 

assumptions of the noise temperature formulation. 

Corresponding to the calculational differences between the noise 

temprature formalism and the optimal filter theory, there are 

experimental differences as well. In order to obtain the sensi ti vi ty 

predicted by the optimal filter theory, it is necessary that the signal 

from the optimized SQUID circuit be sent through the optimal or matched 

linear filter specified by the optimal· filter theory. This filter is 

generally only optillllll for a specific signal, and different shaped 

signals will generally not be detected as efficiently. If one knows the 

expected form for the signal however, a different shaped "signal" is not 

a signal at all, but rather some kind of interference, and the fact that 

it is generally not detected as efficiently can be viewed as beneficial. 

Although it is possible to design systems that optimally discriminate 

between two known functional signals, the approach I describe below will 

not take such possible interference into account. Experimentally, if it 

is at all possible, it is best to find the source of the interference 

and either eliminate it or isolate the source from the system, rather 

than allowing the interference to get into the systell in the first 

place. 

The form of the optimal filter is discussed in Appendix D. The 

output of the filter essentially amounts to taking the weighted 

covariance of the SQUID output with the expected SQUID output if the 

signal were actually present. This covariance will be a maximum when the 
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signal is actually present, and in the statistical sense, is the best 

estimator of the presence of the· signal. In the end, the output from the 

matched filter is used to find the probability that the signal was 

actually present at the input of the amplifier. In the presence of 

noise, this is the most one can hope to learn. 

12.2 Optimization of an LCR Circuit Connected to a Simple Amplifier 

Before analyzing the SQUID case, I will first apply the optimal 

filter approach to a simple LCR circuit which is connected to an ideal 

amplifier (which may be thought of as an op-amp). This preliminary 

analysis will give some insight into the optimization of the SQUID, and 

the circuit has been chosen to be analogous to the SQUID case. 

I first specify the circuit, the input and all noise sources. The 

model amplifier LCR circuit is shown in Fig. 12.1, and all the 

parameters are defined there. A series LCR tuned circuit is coupled to 

an amplifier, with the amplifier connected across the inductor. I will 

assUJae that the amplifier has a frequency independent gain, G, and an 

infinite input impedance which does not load the input circuit. There 

are three effective noise sources in the circuit. I will describe the 

noise in the amplifier using the conventional voltage and current noise 

sources, en and in· I will assume that en, and in are uncorrelated white 

noise sources which are independent of temperature, where en2 is the 

voltage noise power per Hertz, and in2 is the current noise power per Hz 

generated by the amplifier. The third noise source in the circuit is the 

Nyquist noise in the input circuit resistor Ri, which I will denote 

Svn(f) = 4ksTRt• the voltage noise power per Hz. 
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The input for the circuit will be taken as a current source 

connected across the capacitor. This choice has been made as a matter of 

convenience and should not cause any concern because an equivalent 

series voltage source representation can always be constructed, (see 

Appendix A). 

The input signal will be taken as a current pulse. This choice has 

been made for several reasons. First of all, the input signal is the 

same as will be considered in the case of the SQUID. Secondly, this is 

the simplest case to analyze. Thirdly, the effect of the signal on the 

circuit is readily understood. The pulse will suddenly place a charge q0 

onto the capacitor. and thus deposit an energy U a q0 2/2Ci into the 

input circuit. This will start the tuned circuit ringing. Thus one 

should expect to see a sinusoidal output from the amplifier, damped by 

the ringdown time of the input circuit (it is important to recognize 

that the output from a linear system generally is not of the same 

functional form as the input). Finally, the broader reason for 

considering this input and system is that it is analogous to the 

absorption of gravitational radiation by a Weber bar. The radiation from 

a supernova explosion and core collapse is expected to occur as a short 

pulse of order 1 msec. The pulse will produce a quadrapolar force field 

which can compress and stretch the bar. This starts the bar ringing, 

much as a hammer blow would, and is completely analogous to the ringing 

in the tank circuit. The question I wish to answer is how to choose the 

system parameters so as to maximize our chances of seeing the signal. 

For this model calculation. I will thus take the input signal as a 

delta function, or pulse, in time: 

(12.1) 
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where q0 is the charge the pulse deposits on the capacitor. I will also 

need the Fourier transform of the input signal Is(c.J): 

J~ e-ic.Jt' Is(t' )dt' = q
0

• 
(12.2) 

-CD 

The ouput repsonse from the amplifier will then be: 

(12.3) 

where Ztot is the series input circuit impedance: 

1 ( 12.4) 
Ztot = 

From elementary circuit considerations. the total noise at the 

output of the amplifier will be 

G [ 
Ztot Ztot 

l . en + in-------------

(12.5) 

Assuming no correlations between en• in• and vn• the total voltage 

noise power spectral density at the amplifier output is just: 

Svout 

G2 

--2 
IZtotl 

(12 .6) 

]. 

This total output noise can be thought of as being due to an effective 

current noise source N at the current source input. This is easily seen 

to be: 

l

ic.JCiZtotl2 
N a N(f) = Svout . 

ic.JLiG 
(12. 7) 

I can write this in a more useful form by introducing the dimensionless 
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frequency variable y = ~1~0 . The noise at the input thus becomes: 

N A( y4 + By2 + D )/y2, 

where 

A a 

B a D 

D il 

1 

Rapt • 

Qopt • 

Q • 

en2 
[ 1 + 

Q2R2 

1 

[-- 2 + 
2 

Qopt 
Q2 

1 

R 2 
+ ( ) + ( 

Rapt 
en 

in 

~aLi 

Rapt 

~aLi 

Ri 

Ri2 

Rapt 

l , 

v 2 n 

e 2 n 

(12.8) 

Vn2 
]. , + 

e 2 n 

(12.9) 

(12.10) 

(12.11) 

(12.12) 

(12.13) 

(12.14) 

The resistance Rapt is the optimum matching resistance that occurs 

in the noise temperature formalism. 

I now apply the results of optimal filter theory to the circuit. The 

signal-to-noise ratio is written as: 

I 2 
IVout(t)l 

s/n • (12.15) 

J :.outCf) P(~) df 

-· 
where V~ut is the voltage at the output of the filter. This is the ratio 

of the output power produced by the signal at time t to the noise power 

at the output of the filter F(~). As is shown in Appendix D, this 

integral has a maximum when the optimal filter is used, and this maximum 

signal-to-noise ratio, p, is given by: 
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I 

1 
CD 2 

J 
I Is (c.~) I de.~ 

N(f) 
-CD 

(12.16) 
p 

For our case, substituting for the signal and noise one finds: 

p = (12.17) 

where: 

UQopt0 

Po = (12.18) 
2ksTn 

r 2 y dy 
Io i1 (12.19) 

y4 + sy2 + D 
-CD 

where I have defined the conventional noise temperature Tn of the 

amplifier: 

(12.20) 

2ks 

This expression for 10 can be integrated explicitly using contour 

integration techniques, as is shown in Appendix F. One finds for p: 

for s2J4-D > o, 

p 

for s2f4-D < o. 
o1/4 ksTn 2 sin(&/2) 

(12.21) 

where: T1 , T2, and sin(e/2) are given in Appendix F. 

The behavior of the optimal s/n ratio p as a function of Qopt for 

different Q is plotted in Fig. 12.2. I have taken a particular case 

where T/Tn = 100. Fig. 12.3 shows results for T/Tn = 106. As a function 

of Q0 pt• the s/n ratio is a maximum for Q0 pt about 1. In addition, as a 
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function of Q, the s/n r-atio attains a maximum as Q ---> CD This 

maximum s/n ratio is just Pmax = U/ksTn. It is interesting to note that 

this maximum signal-to-noise ratio does not depend upon the temperature 

of the bath, and that this s/n ~atio is for- the system as a whole and 

not just for the amplifier. The point is that one needs Q to be larger 

than a certain number- before the signal-to-noise r-atio approaches the 

maximum value, and this value of Q must be made larger as the ratio 

T/Tn gets larger-. In fact, one can show that Q must be larger than a 

value Qmin : 

Qmin = T/Tn 

in order for p to approach Po. This effect is often described as 

reducing the effective bath temperature T by the Q of the input circuit, 

so that the resistor looks like it is at T/Q. For Q much smaller than 

T/Tn, the system is limited by ·the Nyquist noise from the resistance Ri. 

When T/Q is about equal to Tn the system begins to be limited by the 

noise from the amplifier, and there is little subsequent improvement in 

sensitivity. The system noise can at best be equal to the noise from the 

amplifier alone, and this limit can be achieved even if the noise 

temperature of the amplifier is much smaller than the bath temperature. 

12.3 SQUID Circuit Optimization for Current Pulse. 

I now apply the optimal filter theory to a SQUID circuit. In the 

following formulation, I have included SQUID renormalization and dynamic 

input impedance effects that result from non-vanishing coupling a2. This 

was done by using the theory of SQUID circuit dynamics formulated by 

Martinis and Clarke.C8) The model also includes the effects of 
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correlations between the current noise and the voltage noise. 

It should be noted that the following model calculation, as well as 

the earlier CTG(1) calculations and the Martinis and Clarke noise 

theory, does not include the effects of stray capacitance between the 

SQUID and the coil. The effect of these stray capacitances is to alter 

the transfer function between the SQUID and the input circuit. (14) Given 

the correct transfer functions, the effect of the capacitance could 

readily be incorporated into the following formulation. However, it 

should be realized that the stray capacitance is generally distributed 

and dependent upon the details of the construction, which makes a 

general formulation difficult, and I have accordingly not attempted to 

include parasitic effects. Whether or not stray effects are important 

depends upon many experimental details. First of all, the capacitance 

effects can presu•ably be lliilimized by thoughtful construction and 

choice of materials. Secondly, it should be realized that these 

parasitic effects are concerned only with frequencies of order the 

signal frequency, not near the Josephson frequency. Since the signal 

frequencies are generally small, and the stray capacitance is also 

generally small, the impedance at the signal frequency is usually 

enormous. In particular, for the gravity wave experiments, a 1 pF stray 

capac! tance that might exist between the SQUID and a coil yields an 

impedance of about 100 MO at 1 kHz. This impedance is so large compared 

to any other impedance in the problem that it may reasonably be 

neglected in any initial formulation. Finally, it should be noted that 

some of the effects of stray capacitance, such as capacitive 

feedback,(14) can be virtually eliminated by running the SQUID at 

constant voltage, as was done in the experiments of this thesis. Such a 
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configuration has other obvious advantages, as have been discussed 

earlier, and may well be the best way to run a SQUID for certain 

experiments. 

12.4 Input, Circuit, and Noise Sources. 

I first specify the circuit, the input and all noise sources. The 

model LCR circuit is shown in Fig. 12.4. All of the circuit parameters 

are defined in Table 12.1. The input tank circuit is coupled through a 

mutual inductance Mi to the SQUID. I neglect noise from any later 

amplifier stages which follow the SQUID, and take the SQUID voltage as 

the output voltage, Vout· The SQUID is assumed to be current biased for 

the purpose of this calculation. I will .take the input as a current 

source across the capacitor. This choice is made for reasons of 

convenience, and it should be noted that the current source is 

co•pletely equivalent to a series voltage source of strength Is(~)/i~C . 

12.5 The Input Signal 

For this 11odel calculation, I will take the input signal as a 

current delta function, or pulse, in ti•e: 

(12.23) 

where q0 is the charge that the current pulse deposits. The calculation 

is carried out in the frequency domain where: 

... 
J e-i~tis(t) dt = 

-ao 

q . 
0 

(12.24) 
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Table 12.1: The Definitions of Terms 

(1) Constants 

h = 1.054 X 1o-34 js = Planck's constant, 

+0 = 2.07 X 1o-15 Tm2 = flux quantum, 

T = temperature 

(2) SQUID Parameters 

(i) superscripted "r" denotes a renormalized SQUID parameter(8) 
I 

(ii) Vout =output voltage across SQUID, Vout = voltage at filter output 

L = SQUID inductance, C = single junction capacitance 

R = SQUID shunt resistance, I 0 = single junction critical current 

P = 2LI 0 /+0 = modulation parameter 

a = coupling coefficient between SQUID and input inductance 

Lr = renormalized(8) SQUID inductance = L(1-a2) 

L = dynamic SQUID inductance (15) 

Lr = renormalized(8) dynamic SQUID inductance 

R = dynamic SQUID resistance (15) 

Rr = renormalized(8) dynamic SQUID resistance 

v. = SQUID flux to voltage transfer function 

vr = Vt/(1-a2) + 

Sv SQUID voltage noise spectral density 

Sj SQUID current noise spectral density 

Svj SQUID current voltage correlation spectral density 

Svn = 4kaTRi Input resistor voltage noise spectral density 

£v = Sv(av/a+)-2/(2L) intrinsic energy sensitivity 

Ej SjL/2 

Evj = Svj(av/at)-1/2 

£ = (Ev£j-Evj2)1/2 total energy sensitivity 

'Yv = Sv/2kaTR 

7j RSj/2KaT 

7vj Svj/2KaT 
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Table 12.1 (continued) 

(3) Input Circuit Parameters 

(a) Circuit 

Li input circuit inductance 

Ri input circuit resistance 

Ci input circuit capacitance 

~0 (LiCi)-0· 5 = 2n(resonant frequency of unperturbed input circuit) 

Q = ~oLi/Ri = quality factor of unperturbed input circuit 

Is input signal from input current source 

Vi equivalent series voltage produced by Is• see Appendix A 

U = work done on circuit by the signal = q0 2/2Ci for current pulse 

(b) Perturbed Circuit Paraaetets, (see appendix B) 

K a 1 + 

p II 1 

w = 
L 

Jr M~ • 1 [ Zeff • Zr - Ri + 
Li 

1 ] a KR1 + i~L1P + W 
i~Ci i~Ci 

Zr • Ri + i~Li + 
1 

rczi 

Jr . - r.-: + :; ·] • L.r 

~0 '= ~0 (W/P)l/2 = frequency at which v15 is maximized 



Table 12.1 (continued) 

(c) Transfer Functions 

avout(c.~) 

ais(c.~) 

avout(c.~) 
iii = 

aJnr(c.~) 

= 

M vr 
i • 

ic.~CiZeff 

M2Vr 
i • 

LiZeff 
R. + 

1 

input current to output voltage 
transfer function 

1 
circulating current to 
output voltage transfer 
functiqn 

input circuit series voltage to 
output voltage transfer function 

(4) Noise Expressions (see Appendix C) 

N = N0 ( y4 + by2 + d) 

d 

No = 

Al = 

81 

A2 + 82 + D2 

2t~P2 (1-ex2) 

ex2Li 

K2 2W 

p2Q2 p 

4L2(Vr)2 "Yj ex + 
7 R2Q2p2. 

v 

2ex2LLi (V~) 2 

p2RiRQ2 "Yv 

2Lex2v~ "Yvj 

RP2 7 
v 

Total noise referred to current sensing input 

w2 
p2 

4L2(Vr)2 "Yj ex + 

7 p2R2 
v 

2 vr+ 2LWex "Yvj 

RP2 7 
v 
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Table 12.1 (continued) 

(5) Expression From the Noise Integrals (see Appendix F) 

In 

In 

Region (1) occurs for (b2/4 - d) > 0 

Region (2) occurs for (b2/4 - d) < 0 

Region ( 2) : 

Ro = dl/2 

cos(&) = -b/(2d1/2) 

Region (1): 

b 
[ :·- d (' T' T11/2 T1 = -· + 

2 
1 

b [ b'- (' T21/2 T2 = - . d T' 
2 4 . 2 

The output response from the SQUID, for this input, will be: 

(12.25) 

where VIs is the input current-to-output voltage transfer function, 

which is calculated explicitly in Appendix B. 

12.6 The Total Noise at the SQUID Output 

The total noise at the SQUID output can be written as follows: 

Svout (12.26) 
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where the transfer functions Vj and Vvn connect changes in the 

subscripted variables to an output voltage change, Svr is the spectral 

density of the voltage noise of the renormalized SQUID, S{ is the 

spectral density of the circulating current noise in the renormalized 

SQUID, Svjr is the current-voltage correlation spectrum for the 

renormalized SQUID, and Svn is the power spectrum of the voltage noise 

produced by the input circuit resistor. The transfer functions must take 

into account the dynamic input impedance of the SQUID, and the screening 

or renormalization(8) of the SQUID when it is connected to the input 

circuit. They are calculated explicitly in Appendix B using the Martinis 

and Clarke(8) formulation of strong coupling SQUID noise theory. 

12.7 The Total Noise Referred to the SQUID Input 

The total noise referred to the current sensing input can then be 

written as: 

N = svr/1Vrsl2 + sjr1v3 12/IVrs'2 + Svnr'vvNI2/IVrs'2 + 

+ Svjr(v3+v3*)/1Vrsl2 (12.27) 

This can be put in the renormalized form: 

N = N0 ( y4 + by2 + d ) , (12.28) 

where y = r.J/ r.J 0 , and N0 , b, d, and r.J 0 are derived in Appendix C, and 

listed in Table 12.1. 

12.8 The Best Signal-to-Noise Ratio 

Using Eq. 12.23 for the signal and Eq. 12.28 for the noise. I can 

now use optimal filter theory to write the optimum signal-to-noise ratio 
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as: 

p (12.29) 

This expression is discussed in 'Appendix D. Substituting for I and N, 

one can write: 

p = Poit/7r (12.30) 

where: Po = c.~oqo2fNo (12.31) 

It -r dy (12.32) 

y4 + by2 + d 
-CD 

Both Po and It are dimensionless expressions. 

12.9 The Evaluation of Po 

The factor Po can be put in the form 

Po = 
p2 ( 1-oc2) l:r c.J v 0 

(12.33) 

whel'e p is defined in Appendix C, and l:vl' is the voltage enel'gy 

sensitivity of the renol'malized SQUID. In Appendix E, I show that U = 

q0 2/2C 1 is the amount of energy that the pulse signal delivers to the 

circuit. The result is trivial, but the calculation is lengthy due to 

the 11odifying effects of the SQUID on the input circuit. With this 

identification, I can write: 

(12.34) 

I now make the following important optimization strategy: I assume 

that the renormalized SQUID has ~=1. This can in principle always be 

accomplishied by adjusting I 0 so that when L is screened to Lr=(l-oc2)L, 



then I0 is adjusted to I 0 /(1-a2 ), so that P=2Lri 0 r/+0 is equal to unity 

for all a2. Of course this is not something one can easily do 

experimentally. One would have to build a SQUID with the correct I0 so 

that it achieves P=1 for a particular a2. In this case, I can use the 

results of Tesche and Clarke ( 2) for the noise in a p = 1 SQUID, 

generalized to take into account the screened inductance: 

where Ev = 9k8TL/R, (12.35) 

and I can thus write: 

(12.36) 

12.10 The Evaluation of I1 

The integral I 1 can be evaluated using contour integration. For 

different values of the coupling a2, the poles in the integrand may be 

pure imaginary or complex. One finds two regions, one that occurs at low 

couplings, and another that occurs at high couplings. The integration is 

performed explicitly in Appendix F. I find: 

2R0 3/2sin(e/2) if b2/4-d < 0 

(12.37) 

where T1 . T2, sin(•/2), and R0 are defined in Table 12.1, and are 

derived in Appendix F. 

I thus have the following analytical formula for the optimal 

signal-to-noise ratio for arbitrary Lt, Ci, Ri• a2, but only for p = 1 

and input current pulses: 
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I 
Uoc2 

if (b2/4-d)>O 
tv~0p2(1-oc2)2(T1 T2 )112(T 1 1/2 + T21/2) 

p uoc2 (b2/4-d)<O . if 
2tv~0p2(1-oc2)2R03/2sin(e/2) 

(12.38) 

I now will digress to mention a potentially confusing point. The above 

expression yields the best s/n ratio that can be achieved for a fixed 

set of SQUID and circuit parameters. But in what sense is this 

expression a maximum if the parameters are all held fixed? The point is 

that with a given set of parameters, one can achieve this sensitivity 

only with the optimal filter, and out of all possible filters this 

yields the highest s/n ratio. In general one would 1 ike to operate so 

that this ratio is also a maximum as a function of the circuit 

parameters, ie. one would like to build a circuit which has parameters 

which will yield the highest optimal signal-to-noise ratio. This is 

simply a matter of maxi•izing the above expression with respect to each 

of the circuit parameters. 

12.11 Optimization of Circuit Parameters for Different Sources 

I would like to adjust the circuit so that the above expressions 

for p, the signal-to-noise ratio, achieves its largest value. It is 

important to recognize however, that the optimum circuit parameters will 

depend on the nature of the source. To be quite specific, I can now ask 

the following three questions: Suppose that I vary the input circuit 

parameters, 

(1) What is the smallest energy that the circuit can detect? 

(2) What is the smallest voltage that the circuit can detect? 
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(3) What is the smallest current that the circuit can detect? 

I will assume in each case that I am dealing with a current pulse, which 

produces some equivalent amount of energy U in the circuit, or some 

equivalent voltage Vs in the input circuit (see Appendix A). The three 

quantities can be written as: 

(12.39) 

(12.40) 

(12.41) 

In the first place, the choice of circuit parameters will be 

different if I want to optimally detect say a small voltage instead of a 

current. This can be seen by writing out the optimal signal-to-noise 

ratio p, for the three cases, in the following forms: 

p = UI/(a:v~o) , for energy u 

p = cir vs2f(2a:v~o> for input voltage Vs 

p qo2I /(2a:v~oci) for input charge q0 

(12.42) 

where: 

I if (b2/4-d)>O , 

I = 

T'T' (T' +T') 
1 2 1 2 

(12.43) 

I can define the minimua detectable U, V8 , and q0 as those which 

will produce a signal-to-noise ratio of unity. Thus: 

Vsmin2 = 2a:v~o/(Cii) 

qomin2 2a:v~oCi/I 

(12.44) 

(12.45) 

(12.46) 

Let us momentarily suppose, for the sake of discussion, that ~0 is held 
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fixed. Then, the SQUID circuit will be most sensitive to energy U when 

the quantity I is a maximum, to voltage when ICi is a maximum, and to 

current Is(~) = q0 when I/Ci is a maximum. If the capacitance Ci is also 

assumed to be held fixed, then these three conditions are equivalent, 

and the best sensitivity to energy, current, and voltage will all occur 

for the same circuit parameters, defined by I a maximum. On the other 

hand, iJ Ci is allowed to vary, the three conditions will differ, and 

the optimum circuit parameters will be different in the three cases. 

Since I am assuming ~0 is held fixed, a variation in Ci will be 

equivalent to varying Li· If I allow ~0 to vary, this is equivalent to 

independent variations in Li and Ci, then it is easy to see that the 

three conditions w·ill again generally differ. The optimum parmaters in 

each case obviously depend on the detailed form of I, which will be 

investigated below. 

12.12 Figure of Merit for the SQUID 

Now there is an important problem which I have so far avoided. How 

can I tell whether one SQUID is better (by which I mean more sensitive) 

than another? I do not mean the SQUID plus its input circuit, but just 

the SQUID itself. Are there some properties of a bare SQUID which can be 

measured which will tell us how sensitive the device will be when it is 

plugged into a circuit? I can pose this question somewhat differently 

as: What is the figure of merit or performance criterion for a SQUID? 

First of all, one should realize that the s/n ratio is not a good figure 

of merit because it depends upon the magnitude of the signal. which I 

have so far left arbitrary. Thus larger applied pulses may produce a 

441 



greater signal-to-noise ratio in a poor SQUID, then a small pulse in a 

good SQUID. 

I want to construct some quantitative and objective measure of 

SQUID sensitivity. Suppose I wish to compare the sensitivity of two 

SQUIDs. Experimentally this can be done by building two identical 

circuits and attaching one SQUID to each. I then apply an identical 

signal to both SQUID circuits and compare the resulting s/n ratios. 

Alternatively, and equivalently, I can find the magnitudes of the input 

signals which makes the signal-to-noise ratio equal to unity for each 

SQUID circuit. The SQUID which can detect the smaller signal with a 

signal-to-noise ratio of unity will be the more sensitive SQUID. 

Two figures of merit have already been proposed for the the SQUID, 

t:v and t (see Chapter 0). Experimentally, one generally measures the 

quantity r.v, and it is used widely as a figure of merit. On the other 

hand it has long been recognized that this is not a good figure of merit 

because of the neglect of the effects of circulating current noise in 

the SQUID. (16-17) Instead, the quantity r; has been proposed as a figure 

of merit.(16-17) This proposal has been made under the assumption of 

weak coupling, and presumably then, this is not a good figure of merit 

for a SQUID at couplings near unity (how near unity has not been 

previously addressed). 

Now in our expressions for the minimum detectable signals above, the 

SQUID parameters only enter into the two factors t:v and I. Using t:v as a 

figure of merit thus makes some sense because each of the above minmmum 

detectable quantities scales with r.v. This is not the final answer 

. however. for the quantity I also contains terms which depend upon the 

properties of the SQUID. Unfortunately, I generally depends on both the 
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circuit parameters and the SQUID parameters, and it is not ussually 

possible to separate the SQUID part from the circuit part. This means 

that there is in general no figure of merit for a SQUID, or 

equivalently, that the figure of merit will generally depend upon the 

input circuit parameters. In certain important limits, however, the 

quantity I reduces to a simple expression which is in fact independent 

of the input circuit (within certain limits). This case will be 

discussed in detail in section 12.16. In this limit, then, Ev/I becomes 

the appropriate figure of merit for the SQUID. 

12.13 The Minimum Detectable Energy 

The minimum detectable energy, Umin• was defined above as the energy 

that the signal delivers when the signal-to-noise ratio p is unity. This 

is conventional, although somewhat arbitrary, and in general must be 

replaced by a more precise statistical decision criterion. I can thus 

write from Eq. 12.44: 

(12.47) 

The above expression clearly shows that I determines the minimum 

detectable energy. For I large, the SQUID is very sensitive, while for I 

small the SQUID is insensitve. I call the factor I the improvement 

because Ev is the sensitivity of the SQUID in the most naive 

interpretations of SQUID behavior. and is generally what is measured 

experimentally. The true sensitivity is thus improved by a factor I from 

the £v· 

The improvement is a complicated function of the SQUID and circuit 

parameters. Nevertheless, it can be shown that the input circuit 
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parameters Li, Ci• and Ri only enter in the forms of Q, a2, and ~0 . The 

SQUID parameters enter in a more complicated fashion. In particular, one 

has not only L and R, but also the dynamic L and R occuring in 

combination with ~0 . In general, for any given SQUID, not all of these 

parameters are well-known; usually only L, R, I 0 and Sv are known. 

Accordingly, the potential sensitivity cannot be calculated for most 

SQUIDs as the characterization is incomplete. I now investigate the 

optimum energy sensitivity in different limits. 

12.14 Minimum Detectable EnergY: Optimization in The Limit a2 << 1 

In the limit of small a2 the maximum energy sensitivity appears to 

reduce to a well-known result. I say "appears" because the result at 

first seems to be the same as that produced by the noise temperature 

formulation. Although the result looks familiar, it is completely 

different. It is interesting to note that, it is not well known which 

circuit parameters are necessary to achieve the maximum sensitivity, and 

how seriously the performance deteriorates at other circuit parameters. 

I now would like to maximize the optimal s/n ratio as a function of 

Q, for a2 « 1, and ~0 fixed. In this limit, with the constraints 

imposed, one finds that Q --> m yields the highest sensitivty, as is 

shown in Appendix G. In this limit one finds a simple expression for I 

and Umin= 

Umin = &~o ' 
(12.48) 

& = (~:v&r&vj2)1/2 (12.49) 

2 
"Yv 

I (12.50) 

"Yv"Yj - 2 
"Yvj )112 



where t is the energy sensitiv.ity. (17) Eq. (12.49) is well-known and is 

used in disscussing the ultimate quantum limted sensitivty of the de 

SQUID. One sees here, however, that the SQUID's energy sensitivity to 

pulses will be given by this expression only in the limit Q --> e and a2 

--> 0. The most remarkable thing about this formula. and what is 

difficult to appreciate initially, is that the temperature of the input 

circuit does not enter, and this is despite the fact that this is not 

the energy sensitivity of just the SQUID but the total system 

sensitivity. This is of course achieved by taking the limit Q --> m. The 

conventional noise temperature formulation would say that the system 

noise temperature is limited to T + Tn, where T is the temperature of 

the resistor R1. For a low noise SQUID system, T >> Tn, and the 

difference between the two results is enormous. What makes the result 

all the 11ore remarkable is that the noise te11perature of the system can 

be much 1 ess than T even for finite Q, i e. when there is a non-zero 

resistance in the input, as will be shown below. 

Tesche and Clarke(2) calculated numerically the gamma factors, 'Yv· 

'Yv• and 'Yvj• and found: 

'Yv = 8, 'YJ = 5.5, 'Yvj = 6 , (12.51) 

and thus I = 2.828, and the minimum detectable energy becomes 

Umin:xtvc.~0/2.828. 

I am glossing over a difficult point here. The above results for 

the gamma factors are really only valid for P = 1 SQUIDs at r =2ei 0 /ksT= 

0. 05. In Appendix C, I make plausible arguments for the temperature 

dependence of the gamma factors. The temperature dependence of 'Yv can be 

found from my own experimental results, whereas there is no comparable 

data for the other gamma factors, and one must make assumptions. When 
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the temperature dependence is taken into account, one obtains different 

gammas at different temperatures, a fact not generally appreciated. 

However, the results for I and Umin are expected to be temperature 

independent due to compensating temperature variations in the SQUID 

transfer function Vt. It should be emphasized that this is not at all 

obvious, and that the temperature dependence of the 7j and 7vj have yet 

to be confirmed by detailed.numerical simulations or experiment. 

One should recognize that the calculations that determine the gammas 

are numerical simulations, and hence the gammas are not known to better 

than 5 or 10%. This has serious consequences when the gammas are used in 

Eq 14.50. In fact I becomes infinite when 7v7j = 7vj2. The calculated 

gammas are very close to this condition, and hence a small error in any 

of them could alter the impr9vement ratio, I = 2.828, by a large amount. 

The only way out of this dilemma is a much more accurate calculation of 

the gammas. Until this is undertaken, the limit of 2.828 should be 

treated with a great deal of caution. 

From the above discussion and that of section 12.11, in the limit of 

large Q and weak coupling a2-->0, the figure of merit for the SQUID 

exists and is just 1: = £v/I, as was expected. 

12.15 The Minimum Detectable Energy: Optimization for Arbitrary a2 

There are two associated complications with determining the maximum 

sensitivity at large a2. The first difficulty is that the 

signal-to-noise ratio becomes dependent not only on Q and a2 but also on 

L/Lr and R/Rr. One must consider variations in a larger parameter space 

in order to find the optimum. The second difficulty is that one has 
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several choices about what is to be held fixed and what is to be varied. 

In particular, the resonant frequency and effective Q of the circuit 

will change as it is coupled to the SQUID. The most reasonable situation 

to consider is the case where the final renormalized resonant frequency, 

I 

c.~0 , is specified. The idea is that the pulse signal is at best an 

approximation to some real signal. Any real signal will only look like a 

pulse within some limited frequency range. The resonant frequency must 

be chosen within this range in order for this pulse approximation to be 

acceptable. Now if the resonant freqency of the perturbed input circuit, 

I 

c.~0 , is held fixed then the unperturbed resonant frequency c.~0 

(LiCi)-1/2 will vary. This variation can be accomplished by varying Li 

or Ci. As noted above variations of Ci will mean that the current source 

characterization and energy deposition characterization will not yield 

the sa•e optimua parameters. It will be implicitly assumed below that I 

am dealing with the fixed energy source characterization, or the current 

source characterization with fixed Ci. It should be understood that the 

following sections are based on the reasonableness of the pulse 

approximation, and the limits of its validity are not considered here. 

12.16 The Minimum Detectable Energy: Optimization for Arbitrary a2 with 

c.~0 Fixed 

The minimum detectable energy is given by Eq. 12.48: 

In this section, c.~0 is assumed to be fixed while a2 and Q are varied. In 

this case, the minimum detectable energy will occur when I is a maximum. 

I is sufficiently complicated that it is simplest to plot out I as a 



function of Q and a2 in order to find the maximum. These results must be 

treated cautiously because, as noted above, the peak system response is 

changing with the Q and a2. I examine this point further below. 

In Fig. 12.5, I have plotted I for Q = 100, 102, ... , 1012, L/L =+0.1 

and ~0 = 2wX104 Hz. First of all, as a2 --->0 and Q ---> ~ , I--->2.828 

; this is the maximum that I attains for small a2, as was discussed in 

section 12.14. Secondly, as Q --->0, I becomes very small. Thirdly, for 

any fixed Q, I increases as a2 --->1. For Q finite, I is bounded above 

for all a2. For Q--->• however, I --->• at a2 = 1. This behavior is 

predominantly the result of the improvement in the sensitivity of the 

renormalized SQUID due to the renormalization of the SQUID inductance by 

screening, and implies that a SQUID can detect arbitrarily small energy 

pulses in this limit. 

In Fig. 12.6, I is plotted for Q = 100, 102, ... , to12, ~~ = 2~ X to4 

and now L/L = -0.1. I have changed only the sign of the dynamic 

inductance L, this can be accomplished experimentally by changing the 

SQUID flux bias from positive +0 /4 to negative +0 /4.(15) The resulting 

plots of I are qualitatively identical to those for L positive. In fact 

the only difference occurs for a2 > 0.5, and is barely discernible to 

the eye as a slight upturn. 

12.17 The Minimum Detectable Energy: How Large Should Q be: Qmin 

It is important to realize that Q must be greater than some number, 

Omin• before I begins to approach its maximu• value for fixed a2. From 

Fig. 12.5 and 12.6, it is clear that for a2 = 0.1 and ~0 = 2w X 104 I 

must have Q = 107 to get I = 2.828. For small a2 it is clear that Q must 
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be larger still. 

Qmin can be found by using the same limiting analysis as was used 

above to find I for small a2. It is only necessary to retain higher 

order terms in 1/Q. This analysis is performed in Appendix H. The result 

is: 

(12.52) 

for small a2. I note th~t Qmin is independent of T, but depends upon 

several SQUID parameters and ~0 • This result appears to differ from that 

of the ideal amplifier (see Eq. 12.22). However, the difference occurs 

only because the SQUID's sensitivity scales with the bath temperature, 

which is assuaed to be the temperature of the input circuit resistance, 

whereas the . amplifier of section 12.2 was assumed to produce a 

temperature independent noise. 

The system will thus approach maximum sensitivity for Q >> Qmin· For 

~0 = 2w X 104 and oc2 = 0.1, one finds Qmin = 4 X 106 , which is 

consistent with the plots. For ~0 = 2w X 30 MHz and a2 = 0.1, one Qmin = 

103. These optimization conditions are completely different from those 

found in the noise temperature formalism, which essentially predicts 

that the optimum performance is found for Qoc2 = 1. From Fig. 12.5 or 

12.6. one sees that Qoc2 = 1 does not correspond to the best sensitivity,. 

rather Q--->• does. The noise temperature formalism also predicts a 

different sensitivity, which is limited by the bath temperature. 
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12.18 The Minimum Detectable Energy: Optimization for Arbitrary a2, with 

GJ0 ' Fixed 

As noted in a previous section, the optimization results for fixed 

GJo are suspect because the resonant response of the system is itself 

changing with Q and a2. It can be shown that GJ0 = GJ0 ' for small a2, 

while for large a2, GJ0 = GJ0 '. The distinction between the two 

frequencies becomes important typically for a2 > 0.5. I will here 

consider the effect of holding constant the renormalized resonant 

frequency r (JO I , 

The expressions for the optimal signal-to-noise ratio are unchanged, 

of course, it is merely a question of what is to be varied to maximize 

p. It is again easiest to present the result graphically. Analysis for 

fixed GJ0 ' shows that I is no longer a good measure of the "improvement" 

of the bare SQUID. Instead, I introduce a new quantity I': 

I' = (12.53) 
Umin 

For fixed ~0 ·, the SQUID will be most sensitive to energy when I' is 

a maximu•. In Fig. 12.7, I plot I' vs a2 for : Q =toO, to2, ... , to12, 

L/ L = 0.1 r and (Jo I =271'Xlo4. For a2 < 0. 5 there is little difference from 

Fig. 12.5 and 12.6. For larger a2 there is a significant upturn and one 

finds that I' > I. This upturn is particularly noticeable as a2 ---> 1. 

Thus, the qualitative conclusions for fixed GJ0 ' are the same as for 

fixed GJ0 , although the I and I' are quantitatively distinct at large a2. 

In Fig. 12.8, I plot I' vs a2 for: Q = 100, 102, ... , to12, L/L 

=-0.1, and GJ0 ' = 271'X104. For a2 < 0.5 there is little difference between 

Fig. 12.8, 12.7, 12.6 and 12.5. However, for larger a2 there occurs a 
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maximum for a2 ~ 0.8. In addition there is a sharp local minimum at a2 ~ 

1/1.1, and, for a2 > 1/1.1. I' rapidly increases, and approaches again 

the result of Fig. 12.7. This rapid variation in I' near a2 = 1/1.1 

occurs because the parameter W = l+a2L/(1-a2)L goes to zero there for 

L/L = -0.1. This structure at large a2 is highly dependent on L/L . The 

parameter W controls the effective capacitance that occurs in the 

impedance Zeff• and consequently affects the resonant frequency of the 

l?op. 

12.19 The Minimum Detectable Energy: The Optimal Filter 

I have so far calculated the minimum detectable energy and the 

optimal parameters needed to achieve this sensitivity. Simply building 

such a circuit does not gaurantee that one will obtain the calculated 

sensitivity. The circuit must be used with the optimal filter. This 

filter is readily calculated from the results of Appendix D. 

I should remark that it is common to call the total transfer 

function, from the current sensing input to the filter output, the 

"filter function". For our purposes here, I have factored out the 

frequency dependent gain of the (SQUID) X (input circuit). The filter 

that must be attached to the SQUID is then given explicitly, rather than 

the overall transfer function. I will call this the optimal attached 

filter. 

For the case of a current pulse input, the optimal attached filter 

becomes, up to an arbitrary multiplicative factor: 

(12.54) 
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This is a fairly complicated expression when written out in full. 

Experimentally, it is most easily implemented on a computer, after 

digitizing the output from the SQUID. The filter looks somewhat peculiar 

because of the presence of the time, t, in a frequency domain 

expression. The meaning is that the filter applies a time dependent 

phase shift to its input. 

This concludes the discussion of the smallest energy pulse that the 

SQUID circuit can detect. In the following two sections I discuss the 

minimum detectable voltage and current. These sections build naturally 

on section 12. 11 and the above discussion of the minimum detectable 

energy. 

12.20 The Minimum Detectable Current 

As was noted in section 12.11, the minimum detectable current Is(t) 

= q0 6(t) is governed by the equation: 

p = q0 2I /(2£~0Ci) . (12.55) 

The minimum detectable current will be the current such that p 1. 

Thus: 

(12.56) 

If I assume that ~0 and C1 are fixed and R1 is allowed to vary, 

then the best detection will occur for I a maximum. This is precisely 

the same condition as was discussed above for obtaining the best energy 

sensitivity, and thus the optimum parameters for this case are exactly 

those discussed above, namely Q-->•, and a2 -->1. In the weak coupling 

li11it, the best sensitivity again occurs for Q-->•. In this limit, I 

reduces to the simple form noted above and here yields the simple 
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transparent form: 

qomin2 = 2£~oci . (12.57) 

I again note the disappearance of the bath temperature, and that the 

minimum detectable current is limited by £. 

If instead, I assume that ~0 and Ri are fixed, and Ci is allowed to 

vary, (this is equivalent to holding ~0 and Ri fixed, and varying Li). 

From the expression for qomin, one can see that it is necessary to 

maximize I/Ci. Since ~0 and Ri are assumed fixed, this is equivalent to 

maximizinq QI. From the plots of I, I see that I is largest for Q-->• 

and cx2-->1, while Q.,..->• trivially makes Q largest. Again, the best 

performance occurs for Q-->• and cx2~->1. 

12.21 The Minimum Detectable Voltage 

The minimum detectable voltage is governed by the expression for the 

signal-to-noise ratio noted in section 12.11: 

p = Cii Vs2/(2£v~o> (12.58) 

The minimum detectable voltage is defined as the voltage which makes the 

signal~to-noise ratio unity, thus: 

Vsmin2 = 2£v~o/(ICi) (12.59) 

If I assuae that ~0 and Ci are held fixed, while Ri and cx2 are 

allowed to vary, then the best sensitivity again occurs for I a maximum. 

This is exactly the case found above, and the same optimum parameters 

result. In the weak coupling limit, one finds the following simple 

result: 

(12.60) 

Once again the result is independent of the bath temperature. 
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If instead, I assume that ~0 and Ri are held fixed, while Ci and a2 

are allowed to vary, (this is completely equivalent to holding ~0 and R1 

fixed, and allowing Li and a2 to vary), then the best sensitivity will 

occur for ICi a maximum. Since Ri and ~0 are held fixed, this is 

equivalent to maximizing I/Q. From the above discussion and plots of I, 

a2-->1 maximizes I/Q for any Q, and thus a2-->1 is the optimum for the 

coupling. Maximizing I/Q with respect to Q is most easily done by 

plotting out the function. One finds that I/Q is maximized for a2 -->1, 

and Q --> 0. Since ~0 and Ri are held fixed, this implies that Ci -->•, 

and Li-->0 are the best circuit parameters. 

12.22 Conclusions 

In conclusion, I have presented a general technique for calculating 

the performance of a SQUID system using optimal filter theory and strong 

coupling SQUID noise theory. I have used this technique to calculate the 

optimu• sensitivity of a model LCR circuit coupled to a SQUID when the 

signal was a current pulse. I have also found the circuit parameters and 

the optimal filter necessary to achieve this sensitivity. I have noted 

that this sensitivity exceeds that calculated by the noise temperature 

formalism, and the optimal para•eters also differ greatly. I have also 

used a model for SQUID-circuit behavior which should be valid for 

arbitrary couplings a2, and have presented results for large a where the 

effects of strong coupling become important. In this regime, I have 

noted the increased sensitivity of the SQUID. In particular one finds a 

greater sensitivity than£=(£ 2£.2- £ .2)1/2 V J VJ · 

Previous discussions of the sensitivity of the de SQUID are valid 
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only at weak couplings, and even then must be used with caution as they 

cannot in general be expected to yield the optimum sensitivity. In 

particular, discussions of the quantum limit based upon the behavior of 

& must be treated with suspicion in the limit of strong coupling, where 

& is not a good figure of merit. The theory presented here does not take 

quantum corrections to the SQUID behavior into account. In particular, a 

real SQUID cannot be made arbitrarily sensitve by increasing the 

coupling coefficient Q2, At large couplings, the SQUID's behavior 

becomes limited by the uncertainty principle. In this respect, the 

theory of the optimization of the de SQUID is still incomplete. 
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12.23 Appendices 

Appendix A: Equivalent Voltage Source Representation 

It is sometimes convenient to change from one representation to an 

equivalent representation. It is well-known that, given a linear network 

and a series voltage source, it is always possible to construct an 

equivalent network with a parallel current source. The two circuits we 

wish to consider are shown in Fig. 12A.l. In Fig. l2A.1(a) the current 

source is connected across a capacitor. I have replaced the SQUID and 

the remainder of the input coil with a linear impedance Z(~). The result 

should then be valid in the small signal limit of the SQUID. I require 

that the current, I, which flows through the impedance Z(~) must be the 

same for both circuits. For the current source: 

I = 
1 + i~ciz<~> 

while for the voltage source one finds: 

I = 

equating the two. one finds the trivial result that a current source 

across a capacitor has an equivalent voltage source given by: 

In the time domain, this is just: 

t 
Vs(t) = ~ JI(t')dt' 

Ci -• 

For the case of a delta function current pulse one finds an equivalent 
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(a) 

c. 
I 

!) 

(b) 

c. 
I 

Fig 12A.1 (a) current source representation, 
(b) voltage source representation 
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step function voltage source. 

Appendix 8: The Transfer Functions 

In order for a SQUID optimization technique to be valid at all 

SQUID-circuit couplings, one must use a theory of SQUID-circuit behavior 

which includes the effects of SQUID renormalization and dynamic input 

impedance. Renormalization refers to the changes in SQUID behavior that 

occur when the SQUID is coupled to an input circuit. The main effect is 

that the SQUID inductance is reduced by inductive shielding from the 

input circuit. The degree of renormalization depends upon the strength 

of the inductive coupling, ~2. between the SQUID and the input circuit. 

The idea of dynamic input impedance is that the SQUID is not a passive 

element. If one measures the impedance of a coil coupled to a SQUID, the 

apparent inductance will be frequency dependent, due to SQUlD-circui t 

interaction. 

Martinis and Clarke(8) have developed a self-consistent theory of 

SQUID noise behavior which works at arbitrary ~2. In their theory, the 

total output voltage can be written as:(8) 

M2Vr 
1 

( R.+ r r 

v t(CJ) 
r • 1 

ic.~Ci Jr(c.~) 
MV+Vn(c.~) MV+Vs(c.~) 

vsv(c.~) + + + 
ou n 

Zeff Li Zeff Zeff 

where: J r n is the renormalized SQUID circulating current 

Vsv r is the renormalized SQUID voltage noise 

Vn is the Nyquist noise due to Rt 

Vs(c.~) is the input equivalent voltage source 
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Zeff 51 ZT -
1 

] a KRi + i~LiP + W 
i~Ci i~Ci 

ZT • Ri i~Li 
1 

+ + 
i~Ci 

Jr iii - [..!. + ~l + r l..r R 

K a 1 + 

p B 1 + ot2 ~oL 
QRr 

w 1 + ot2 L 

l..r 

Where I have introduced my own notation, and also generalized their 

equation to include the Nyquist noise from the input circuit resistance. 

Zeff is what Martinis and Clarke(8) have called z*, a notation which I 

will not use because it looks like the complex conjugate of Z. It should 

be realized that the impedance Zeff is not the equivalent impedance of 

the input circuit when the SQUID is coupled to it. Zeff is merely an 

impedance parameter which occurs in the expressions for the transfer 

functions. The equivalent impedance of the input circuit will be 

discussed in Appendix E. and I will denote it as Zeq· 

I then define the transfer functions as: 

aVout<~> M V r 
VIS 

i • 
ll 

a Is(~) i~CiZeff 

cJVout<~> M2Vr 
i • 1 

VJ il R. + 
a;nr<~> LiZeff 

1 
i~Ci 

avout<~> M vr 

VVN • 
i • 

avnr<~> Zeff 



The forms that appear in the noise formulation are then easily found .. I 

define the new variables y = ~1~0 and ~0 = (LiCi)- 1 12 : 

VJ ( = 

VIs 

Vvn 12 
VIs 

[p2y4 + (K2/Q2 _ 2PW)y2 + w2] 

a 2 LL·Vr 2 
1 + 

a2L .. y2 l ll + -
Li Q2 

y2 

Q2R~ 
1 

Which concludes this section. 

Appendix C: The Noise Referred to the Input 

From Martinis and Clarke, the noise at the output of the SQUID can 

be written as:(8) 

where: 

+ 

V~v(~) is the renormalized SQUID voltage noise amplitude 

Jr(~) is the renormalized SQUID current noise amplitude 
n 

Vn(~) is the nyquist voltage noise amplitude from Ri 

This voltage.will produce a noise power spectrum given by: 

where I have used the fact that the SQUID voltage and current sources 
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have a real correlation. To find the equivalent noise referred to the 

input, N(f), one must divide by the input current-to-output voltage 

transfer function VIs: 

The transfer functions were found in Appendix B. Substituting, and 

collecting 1 ike powers of the dimensionless variable y = CJ/CJ0 , one 

finds: 

N(f) N0 ( y4 + by2 + d) 

where: 

b 

2t~P2 (1-cc2 ) 
cc2Li 

2W 
p 

7} cc4L2(V~)2 

7 r R2Q2p2 
v 

2 r r 
2Lcc Vt 7vj 

RP2 7r 
v 

w2 

p2 

and d 

7} cc4L2(V~)2 

7r p2R2 
v 

L 2 r vr+ 2 Wee 7vj 

RP2 7r 
v 

where K, P, and W are defined in Appendix B. 

I now arrive at an important and not completely resolved issue. 

First of all, I will assume throughout the optmization that {J = 1 for 

. all cc2 (and f1c << 1, although this is not crucial). In this case I can 

drop the renormalized superscripts on all of the 7 factors, since they 

depend upon the SQUID parameters only through {J and f1c. There is a 
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remaining problem with the 7's however; they are, in general, 

temperature dependent. This is not a very well appreciated fact. The 

idea of writing the noise as Nyquist noise times some fudge factor, 7, 

gives no hint that the 7's are themselves dependent on the temperature. 

One is tempted to use: 

7v 8, 7j = 5.5, and 7vj = 6 . 

However, this is incorrect at low temperatures. The above assignments 

are really only "4.2 K" results for f1 = 1 SQUIDs with r = 2ei 0 /kaT = 

0.05. In addition, the above values of the 7's are those when the SQUID 

is biased at the lowest noise point, the noise will be higher at other 

points. As the temperature is lowered, this lowest noise bias point 

shifts to lower voltages. A similar problem arises for the factor V +, 

which is also temperature dependent. For {1=1 and r=O. 05, Tesche and 

Clarke(2) find Vt=R/L near the optimum bias point of the SQUID. At lower 

temperatures, however, Vt greatly increases and this simple relation is 

no longer valid near the low noise bias point. 

The above argument seems to suggest that the script variables At, 

s1 , etc. are temperature dependent. In fact, with certain reservations, 

I expect that the script variables are temperature independent. 

Accordingly, I expect that I will be left with temperature independent 

results which are identical to those one would find if one put in the 

naive r=0.05 assignments suggested above. 

First of all. N0 contains the factor: 

£vr = St(f)/2Lr = 2koTR7vr;(v+r)2 

which is just the easily measured intrinsic energy sensitivity of a 

SQUID with inductance Lr. Now from the experiments discussed in Chapter 

12, I have found that £v scales linearly with the temperature at least 
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down to 50 mK (I ignore the possibiltiy of quantum corrections in all of 

the analysis in this chapter). To a good approximation, the experiments 

are consistent with the predictions of Tesche and Clarke:C2) 

£v = (9 ± l)k8TL/R 

If we assume that the effects of renormalization are well understood, 

then the experiments imply that 'YviCVt)2 must be temperature 

independent. It should be realized that (V+) 2 is strongly temperature 

dependent because of the increase in dynamic resistance as the SQUID 

temperature is lowered, and thus 'Yv must also be temperature dependent. 

Nonetheless, the' ratio is found to be constant. It is precisely this 

ratio which occurs in the scripted variables; whenever 'Yv occurs, it is 

always divided by v.2. 

Unfortunately, experim~ntal data does not exist on the temperature 

dependence of 'Yj and 'Yvj. It is possible to make simple arguments 

however that suggest that 'Yj is approximately temperature independent, 

and 'YvjiVt is temperature independent. These arguments are based on the 

simple idea that it is the temperature dependence of Vt which makes any 

of the -y's containing the subscript v change with temperature. 

With these assumptions, one can see that all of the scripted 

variables will be temperature independent. and we need only calculate 

there value at one temperature. Since the calculations of Tesche and 

Clarke(8) are available at r=0.05, we can use these results, and plug in 

these otherwise naive assignments for the -y's and v •. 

In conclusion. we can thus write the noise referred to the current 

sensing input as: 

N = N0 ( y4 + by2 + d) 

where: and d 
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2 2 
No 

2&vP (l-ex ) 

ex2Li 

K2 2W 
Al -

p2Q2 p 

4 2 2 
81 = 

/'J ex L (V+) 

I' R2Q2p2(1-ex2)2 
v . 

2 (Vt)2 
cl = 

2ex LLi 

p2RiRQ2 I' (1-ex2)2 
v 

D1 
2Lex2v+ 'Yvj [ K 

- p l -
RP2 I' (1-ex2) Q2 

v 

w2 

p2 

I'J ex
4

L
2 (v+t 

I' p2R2 (1-ex2) 2 
v 

2 
2LWex 'Yvj V+ 

RP2 I' (1-ex2) 
v 

where K. P. and W are defined in Appendix B, where it is understood that 

one should use the r=0.05 results for V+• and the 'Y's. 

Appendix 0: The Optimal Filter Theorems 

I consider the general amplifier system shown in Fig. 120 .1. An 

input circuit is coupled to an amplifier. The output from the amplifier 

is fed to a filter which produces the final output v'out(t). All of the 

components are assumed to be linear. The input circuit and amplifier 

have associated noise sources. and the input circuit can accept signals 

Is(t). I will neglect noise from the output filter network and the 

possibility of interfering signals. 

The key assumption in the optimal filter approach is that the 

signal-to-noise ratio is given by: 

s/n !I 

IV' t(t)l2 
ou 
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Fig. 120.1 Signal source coupled to a linear input circuit, followed by a linear amplifier, and a linear filter. 
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where V~ut is the voltage at the output of the filter network, and u8ut 

is the mean square voltage noise at the output of the filter. Anyone who 

has looked at a small signal on a noisy oscilloscope trace can well 

appreciate this definition. A signal generally persists for some time, 

and it is obvious that smaller signals can be detected if one 

appropriately averages the height of the output for some time. This is 

the role of the post amplifier filter. and the possibilty of doing just 

such an operation is its function. For exa~ple, a simple average over 

some time to reduce the effects of noise is a linear operation which can 

be accomplished by a filter. Much more complicated operations are also 

possible, and it is the goal of the optimal filter theory to find the 

filter which produces the best s/n ratio. 

I can rewrite the s/n ratio in the frequency domain by writing 

I 

V out(t) as a Fourier integral: 

V1 t(t) ou 

vI t ( (,J) 
ou 

In addition, the mean square noise which occurs in the denominator can 

be written as a integral over all frequencies of the noise power per Hz 

at the output of the filter N
1

out(f). It is standard practice to define 

N'out(f) only for positive frequencies using the relation: 

2 
a out 

CD 

J N~ut(f) df 
0 

One can put the limits in a more symmetrical form by continuing the 

definition of N'out(f) to negative frequencies. I accordingly will 

define trivially: 

I 

N out(-f) for f < 0 
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And thus trivially: 

1 JCD ' 
= - Nout(f) df 
. 2 -CD 

This can be further massaged by converting the variable of integration 

to (J = 2-rrf: 

2 
a 
out 

CD 

1 J N~ut<O d(J 
4Tr -CD 

I can then write the signal-to-noise ratio in the following somewhat 

unconventional form: 

s/n = 
-CD 

-CD 
To proceed, I now refer the noise back to the input of the circuit. 

This must be done using the appropriate transfer function of the system, 

which I will write as H((J). Thus an input signal I((J) will produce an 

output from the filter of H((J)I((J), and the equivalent noise referred to 

the input of the circuit is N(f) • N'out(f)IH((J)I-2, where N(f) is again 

the conventional noise power but extended to negative frequencies. I can 

thus write the signal-to-noise ratio as: 

s/n -CD 
CD 

-rr f N(f) IH((J)I 2 
d(J 

-CD 
The idea is that we now want to find the H((J) that maximizes this 

ratio. The function H((J) contains the effect of the input circuit, the 

amplifier and the filter. In principle H((J) can be any complex function 

since, I have left the filter arbitrary up to this point in our 
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discussion. In order to proceed, we factor N(f) into the form N(f) = 

* n(f)n (f). This is always possible because N(f) is a real positive 

definite quantity. I can then write: 

ao 

I I H(c.~)n(f) +ic.~t I (c.~) dc.~l2 e --
s/n 

-ao n( f) 
= 

~ Ii n(f) H(c.~)j 2 
de.~ 

-ao 
This expression is of the form: 

I Jao h * dc.~l2 g 
-ao 

h ao 
J h*h de.~ 

-ao 

Such expressions occur commonly in quantum mechanics, and are 

well-known in analysis. Continuous functions such as h and g can be 

thought of as vector-s in the abstr-act vector space of all continuous 

functions. It is possible to define an inner product and a norm on this 

space. The inner product of two vectors g and h in this space is just: 

• 
<g,h> = J g*h de.~ 

-· 
while the norm of a vector g is just <g,g>. I can thus write the above 

expression for h in the for-m: 

. 2 
h = l<g,h>l 

<h,h> 

The Cauchy-Schwarz inequality(18) says that for any vectors g and h: 

l<g,h>l ~ 
1/2 1/2 l<g,g>l l<h,h>l 

with the equality holding only if g is a multiple of h. And thus the 
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integral II is bounded: 

2 
II = 

l<g,h>l < <g,g> 
<h,h> 

Expressing this in integral form: 

II 

fCDh*h 

< J lgl2 de.~ 
-CD 

-CD 

de.~ 

-CD 
The maximum is achieved only when g = h, (of course up to an arbitrary 

multiplicative constant). The condition g h* then implies that: 

this is the optimal transfer function, and it is usually just called the 

optimal filter. Here however, I will call the attached filter just that 

part of the transfer function which is associated with the linear filter 

following the amplifier. If I write the transfer function of the input 

circuit and the amplifier as G(c.~), and the attached filter transfer 

function as F(c.~), then H(c.~) = G(c.~)F(c.~), and the optimal attached filter 

function is then F(c.~) = H(c.~)/G(c.~). 

For this optimal filter the optimal signal-to-noise ratio, p, 

which is the required expression. 

Appendix E: The Energy Deposited by a Signal 

An input signal will generally do work on a circuit, and hence it 



will deliver energy to the system. The magnitude of this deposited 

energy is an important parameter in the signal and noise analysis, and 

it generally turns out that the more energy that is deposited the better 

is the signal-to-noise ratio. It should be realized however that the 

optimization procedure described above does not amount to simply 

maximizing the deposited energy. As we will see below, many different 

circuit configurations will yield the same deposited energy, but only 

one will yield the optimum s/n ratio. 

In this section I will explicitly consider a series voltage source, 

Vs(t). The following analysis computes the deposited energy for a broad 

class of signals which are of the form: 

for t>O 

= 0 for t<O 

This is a very interesting class of signals. They occur frequently in 

NMR and tuned systems. Our interest here is in the limit ~a --> 0, and 

A --> 0. In this limit, the free precession decay becomes a step 

function, which is the equivalent series voltage signal of a a-function 

cu~rent pulse applied across the series capacitor (see Appendix A). 

From first principles, the energy delivered is the work, U, done on 

the circuit: 

... 
u • J v8 (t)Ij(t)dt = V0 

-ao 

where I i ( t) is the current flowing 

J:-kt cos(~3t)I 1 (t)dt 
0 

in the input circuit at time t in 

response to the applied voltage. The integral is recognizable as a 

Laplace transform, and this is a very convenient fact which will be 

exploited to the utmost. I can thus write: 
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v [. ic.~ t - ic.~ t ] U = ....Q. LA ( e a I i ( t) ) + Lx ( e a I i ( t) ) . 
2 

Where LA denotes the Laplace transform of the function in parenthesis. I 

can now use the elementary properties of the Laplace tansform to write 

this as: 

u 

I now need to find Ls(Ii(t)). This can be done by using the Martinis and 

Clarke formulation for the SQUID behavior.(8) Two coupled linear 

integral-differential equations are involved. In Martinis and Clarke. 

these are written in the frequency domain. The equivalent differential 

equations to their Eqs. 2.7 and 2.8 are: 

( i) Vf(t) = Rilt(t) + Lt dli + 
dt 

(ii) -[ M1V1(t) + M1 dVi] 
· Lr Rr dt · 

M,dJ + 1 
1-
dt c1 

t 

J Ii(t' )dt' 

-· 

+ L i dJ _ Mf dJ + a2 L [.R i dJ + J ( t ) ] 
dt Lr dt Rr . dt Ci . 

Where J is the circulating current in the SQUID, Vi is the equivalent 

series input voltage source, and I1 is the current flowing in the input 

circuit. This is precisely the kind of systems of equations that the 

Laplace transform is best suited to solve. I can apply a Laplace 

transform to both sides of these equations. I wi 11 take the initial 

conditions as Ii(O) = J(O) = Vi(O) 0, corresponding to the signal not 

started yet, and neglecting the effect of noise .on the energy 

deposition. The result can be put in the form: 
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and: 
= [1 + a2 ~r]Ztot(s)Ls(J) + 

M~ a2L 
[Ris 

1 
]Ls(J) -SLs(J)-.!. + + 

Lr Rr ci 

This system of equations is completely equivalent to Martinis and 

Clarke's Eqs. 2. 7 and 2. 8, which can be found by taking s =iGJ. The 

equations can be solved for Ls(J(t)) in terms of the Laplace transform 

of the input voltage"L8 (Vi(t)): 

1 
Mi [ + ~ ] 

Ls(J) 
Lr Rr 

L8 (Vi) = 

where: 

Zeff(S) 

Ls(Ii(t)) = Ls (Vi (t)) 

.Zeq(s) 

Zeff(S) 

w 
Zeff(S) = KRi + sPLi + ~ 

If one takes s = iGJ, then Zeff is just the effective impedance which 

arises in the transfer functions. Furthermore, I can recognize Zeq as 

the equivalent impedance of the input circuit with the SQUID attached. 

That is, the applied voltage divided by the induced current is just the 

impedance that the voltage source sees. 

It is a simple matter to find the Laplace transform of the input 

signal. 

CD 

J e-st 
Ls(Vi(t)) = Vi(t)dt 

0 

s + ;\. 
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And thus, the deposited energy is: 

2 [ 
A. s + A l U - Vo s + + 

- 2Zeq(A) . (s + A)Z + GJaz (s + A)Z + GJaz 
s=A-iGJa s=A+iGJa 

I want to explicitly consider the current pulse case. This 

corresponds to a step function in Vi(t). Setting GJa = 0, and then taking 

the limit A --> 0, I find the simple result: 

It should be realized that I have neglected the effect of noise on 

the amount of energy deposited. For very small energy depositions, this 

can be serious. One finds that energy may be added to. or extracted 

from, the system, depending upon whether the nois~ is in phase or out of 

phase with the signal. One thus expects a statistical distribution for 

the deposited energy, even for a fixed input signal strength. A more 

complete treatment which takes this effect into account would be of 

interest. 

Appendix F: The Contour Integrations 

In this appendix I evaluate the two related integrals I 1 and I0 , 

where: 

Io = r y2 dy 

y4 + By2 + D -· 
It = r dy 

y4 + by2 + d -· 
This is most easily done using contour integration techniques. 



The Evaluation of !1 

I must first locate the four poles of the integrand. It is 

impossible for the noise to vanish at a real frequency y, and hence all 

four poles must be either pure imaginary or complex. Also, since N(f) = 

N(-f), two poles must lie above the real axis, and two below. I can find 

the poles by applying the quadratic equation twice to y4. The first 

application results in: 

y2 -: ± [ :·- d (' 

The second application generates solutions which are either pure 

imaginary (Region 1) or complex (Region 2), depending .upon whether 

(b2/4-d) is positive or negative. 

Region (1): (b2/4-d)>O 

Then: 

must be real and less than zero, or else one would find the noise going 

to zero at real frequencies. Thus the poles occur at: 

y = ti[ -b + [~2- d ]1/2]1/2 
2 - . 4 . . 

I can thus write the four poles as: 

where: 

Z1 = i(T1)1/2 

z2 = i(T2)1/2 

: + [ :·- d (' 

-i(T1)1/2 

-i(T2)1/2 
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b 

2 
[~2- d ]l/2 

4 . 

The contour integration can be taken over the path shown in Fig. 

12F.1(a). The integral vanishes along the upper arc, and the two poles 

z1 and z2 are enclosed. I can then use the Cauchy residue theorem to 

write the integral as: 

I 1 = 2ni [: 
1 

(iT}+iT2)(iT}-iT2)(2iT}) 

Rearranging this one finds: 

7f 

T' T' ( T I +T' ) 
1 2 1 2 

Region (2): (b2/4-d) < o 

Then: 

must be complex. Where: 

and cos(&) 

Thus the poles occur at: 

1 
+ 

(iT}+iT2)(iT2-iTl)(2iT2) 

_ :t R1/2 :ti&/2 . 1/2 1/2 
:t R0 cos(&/2) :t iR0 sin(&/2) y - o e 

I can write the four poles as: 

z1 = Ro1/2 ei&/2 

-Ro1/2 e-i9/2 

R 1/2 e-ie/2 
0 

-R 1/2 eie/2 
0 

The contour integration can be taken over the path shown in Fig. 

12F.1(b). The integral vanishes along the upper arc, and the path 

encloses the two poles z1 and z2. I can now apply the Cauchy residue 

theorem to write the integral as: 

479 



(a) 

real 

(b) imaginary 

real 

Fig. 12F.1 Poles and integration path for the integral 
I , (a) region 1, (b) region 2. 

1 
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It= 2ni[ 
1 

· ( z1+ z~)( z1- z~)(2z 1 ) 

This can be put in the form: 

ft 

The Integral I 0 

The related integral expression for I 0 may be treated in a very 

similar manner. If one makes the identification b <--> B, and d <--> D, 

the poles are the same as for I 1 , and again there occur two regions. 

Substituting for the residues one finds, in region 1: (82/4-D) > 0 

[
. (iT.11)2 

I 0 = 2ni .------~--~--------~-
(iT.'+iT1)(iT.'-iT')(2iT.1) 

1 2 1 2 1 

ft 

(T'+T.') 1 2 

+ 

I I 

Where T.1 and T.2 are the same as for I 1 above, except that b has been 

replaced by B, and d has been replaced by D. Similar 1 y in region 2: 

Upon substituting for z1, this can be put in the form: 

ft 

Io = 2R~/ 2 (1/2 + b/(4R
0

)) 1/ 2 

where again, the terms R0 and b are found from the I1 expressions by 

replacing b with 8, and d with D. 
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Appendix G: Optimization for a2 -->0 

When a2 is small compared to 1. the plots of p vs a2 for different Q 

show that the highest sensitivity is obtained when Q --> D, That Q-->D 

gives the best p for small a2 and large Q is shown analytically in 

Appendix H. In this section I will show that for a2 small, and Q -->D, 

the minimum detectable energy reduces to a simple form. 

I first take the limit Q -->D. In this limit one ·finds that: 

A1 -2 

81 = 0 

c1 0 

D1 -2a2'Yrvji'Yrv D2 = 2a2'Yrvji'Yrv 

This is correct to all orders in a2, provided Q is strictly infinte, W ~ 

0, and a2 ~ 1. TheW= 0 condition can only fail at isolated points for 

relatively large a2, 

I can then write N = N0 ( y4 + by2 +d), where: 

r r 
d = A2+B2+D2 • 1 + 2a2 'Yvj + a2 'Yj .,.r .,.r 

v v 
I can drop the renormalized labels on the ')' 1 S as noted in Appendix C. 

The poles of the integrand for the optimum signal-to-noise ratio will 

occur at the zeros of N(y)~ A check shows that the zeros with respect to 

y2 are complex, and thus the zeros with respect to y are of the form 

(this is in region 2. see Appendix F): 

y = t R0
1 / 2 (cos(8/2) + isin(8/2)) 

and the optimum signal-to-noise ratio becomes: 



p Po 

where: 
Po 

sin( e) 

1 

~vjo 12 

"~vo 

+ 
2 

'Yv'Yj- 'Yvj ] ]t/2 
'Yv2 

I now explicitly take the small a2 limit, a2 --> 0. One finds that P --> 

1, (1- a2) --> 1, R0 --> 1, and sin(e/2) = 9/2 = sin(e)/2, and thus the 

optimal signal-to-noise ratio is: 

u 
p = 

The minimum detectable energy, Umin• is the energy which makes the ratio 

p=1. Thus: Umin = c.~0 ( £v£j - £vj2) 1 h = c.~0 1:, where I have used the 

definitions of the ~:'s. This is prec~sely the result Danilov et al.(17) 

find for the energy sensitivity of the SQUID. It is interesting to note 

however, that from our analysis we can see it only describes the SQUID 

sensitivity at small coupling a2, and is only achievable in the large Q 

limit. Nonetheless, this is the total system noise. and not just the 

SQUID noise temperature part which arises in the noise temperature 

formalism. 

From the above result, and the considerations of Appendix C on the 

behavior of the -y's, the SQUID improvement ratio is just: 
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where it is here understood that the -y' s are to be taken for r=O. 05. 

From the numerical simulations of Tesche and Clarke(2), the gammas are 

roughly: 

'Yv = 8 'Yj = 5.5 'Yvj = 6 

and thus I = 81/2 = 2.828. I note in caution that the improvement I is a 

very sensitive function of the -y's and therefore this number is not well 

known. If 'Yvj were to increase to 6.633, the improvement would become 

infinite, which is physically unreasonable. 

Appendix H: How large must Q Be 

I want to know how large Q must be for I to approach its maximum 

value. This will be done only for small a2. I follow the technique of 

Appendix G, except that we will now retain terms to first order in 1/Q. 

For small a2, we are always in Region (2), where b2/4-d <0. Thus 

from Appendix F: 

7T 

2d3/4 r 1 

2 
+ 

I wish to make an expansion for I 1 in the large Q limit. I thus make a 

series axpansion in powers of 1/Q and retain only the first order term: 

I will determine the coefficient c of the 1/Q term to lowest order in 

In the small a2 limit, retaining terms only to first order in 1/Q, 
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and dropping the renormalized superscripts, one finds for the various 

scripted coefficients: 

"' 2.:x2Q' 
At + 

Q 

"' Bt 0 

CD 2.:x2 
Ct + 

QQ"-rv 

B 2 

D2 

QR 

variables are just the values for the scripted variables found in 

Appendix G when Q--> m: 

"' At -2 

"' Bt 0 

CD 

Ct 0 

"' -2.:x2J'vj1J'v Dt 

In these expressions I have also taken the r=0.05 result V+ R/1, as 

discussed in Appendix c. Thus to order t/Q I can write: 

where: 

Ab =_: [ 2.:x2Q'+ 2.:x
2 

+ 2J'vj~oL ] 
Q . Q"-rv -rvRr . 

Ad = 2.:x:~ o1 [ .:x4-y j + t + 2.:x2-rv j ]. 

QR 7v J'v 

Most SQUID measurements occur at ~0 << R/1, and thus Q' '<<1, and Q'<<l. 
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For relatively large Q, one finds then that only the middle term in Ab 

and Ad is important. Furthermore, the Ad term is of order a2Q'/Q and 

will be much smaller than the Ab term. For the following, I will take 

the typical case where Q' << 1. The Ad term may then be neglected, and 

one finds: 

Ad = 0 

I can thus write for r1 , to lowest order in 1/Q and a2: 

It(Q) 
1 

2 

Ab 

+ 

Since d• = 1, the correction term only becomes appreciable when the 

numerator is of order the denominator. Thus the high Q limit of Appendix 

G will be reached only for: 

Ab « 

Upon substituting for Ab and rearranging, I find that the high Q limit 

occurs for: 

Q » Qmin • 

For Q=Qmin• the improvement will be reduced by a factor of 1.414 from 

the Q -->• value. As noted above, this result is valid only in the large 

Q limit, and only for Q' = ~0L/R << 1. 
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