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SOFT X-RAY IMAGING FOR T~E LIFE SCIENCES 

By M. R. Howells, 
Advanced Light Source, Lawrence Berkeley Laboratory, Berkeley, CA 94720, USA 

INTRODUCTION 

X-ray imaging in its widest sense includes a broad range of endeavors 
from crystallography to tomography and GHnical shadow ph~tography. In this 
article we deal with the, restricted c;lass 'of imaging experiments in whic;::h soft 
x-rays are used to study biological material at the ce;ll~lar or subcellular 
level. In other words, we are concerned with microscopy using x-rays. This 
subject has a long histo~y but is making particularly rapid progress at the 
present time. 

The successful use of x-rays in so many branches of res~arch bodes well 
for their utility in m~croscopy and indeed the x-ray imaging methods that are 
now emerging offer a rich and,complex netwqrk of opportunities for life­
science researchers. The biology commun~ty is only just beginning to 
study the sample preparation methods and measurement techniques that will be 
needed to exploit these new possibilities. 

One naturally tends to compare the situation to the earliest days of 
development of the electron microscope. In those days the prospects for 
life science studies with the new instrument were considered to be very 
limited by all but a few epthu~iasts'on account of the expected burning of the 
sample by the.beam. Dennis Gabor, whose studies of the problem o~ spherical 
aberration in the electron microscope led him to the discovery of holography 
and the Nobel prize in physic~,,, characterized the p~o~eering effor_ts of L. 
Marton in biological electron microscppy by the phraie "let it burn but let us 
look at the cind~r" [1]. Nevertheless, efforts to exploit the new instrument 
for biology continued and we now know that the gloomy prospects of those early 
years have undergone a remarkable transformation, thanks to the ingenuity of 
the intervening generations of re~earchers. 

One expects that the same kind of creativity will be needed to take full 
advantage of the opportunities presented by x-ray imaging techniques, and no 
doubt there will be similar scepticism until the best application areas have 
been identified and proved. Howevel;", there is reason to hope that the process 
will move a good deal faster this time. The community has greater resources 
now in both material terms and accumulated wisdom, and, as we explain later, 
samples can be imaged or microanalyzed by x-rays with less exercise of 
ingenuity than is needed for electron or proton probes. 

Of course all strategies for exploiting imaging techniques begin with an 
understanding of the physics of the interaction of the probing radiation 
with the sample and of the resulting image contrast, and it is this which 
forms the main theme of this article. We first briefly review the history of 
x-ray imaging .;tnd then discuss the physics of the creation of both two and 
three-dimensional x-ray images, with speGial emphasis on resolution and 
contrast. We then give an overview of the four soft-x-ray imaging techniques 
that havedemonstrated sub-optical resolution at the present time and provide 
some explanation of how they work, and their present and projected 
capabilities. F~nally, we give some rather general results on the matter of 
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tl1e radiation doses involved in obtaining information about the sample. 
There is a considerable literature associated with this field. Five 

conferences have been dedicated to it [2,3,4,5,6), and several recent reviews 
have been published [7,8,9,94,95]. There are also reviews and conference 
proceedings .from the pre-1970 period that contain sections on x-ray imaging 
[10]. The book by Cosslett and Nixon [11] provides an excellent treatment of 
the background against which modern developments have been taking place. 

THE WIDER CONTEXT OF X-RAY IMAGING 

The three main structural methods used currently in the life sciences are 
visible light microscopy, electron microscopy and x-ray diffractive 
techniques including crystallography. All of these have been enormously 
successful within their domains of application and together have supported the 
great advances in the understanding of cellular processes which have 
been characteristic of modern biology. However, the capabilities of the above 
three methods are not so complete that there is no desire for more. 
In fact, analysis of the structural studies that have been done 
reveals that there has always been some need to compromise between fidelity 
and resolution. Thus the light microscope has the best ability to study 
natural, even living material but the most severely restricted resolution 
capabilities. Conversely electron microscopy has outstanding resolution but 
requires samples to be in non-biological form so that constant attention must 
be paid to the issue of fidelity in interpreting the features seen in 
micrographs. One can also make somewhat similar arguments about x-ray 
diffractive techniques which give the best high resolution information for the 
class of materials (crystals) that are furthest from natural, biological 
material. 

We believe that the overall capability of this family of structural 
techniques can be enhanced by the introduction of soft x-ray methods which 
occupy an intermediate position in the spectrum of the fidelity-resolution 
trade-off. Thus, x-rays in the spectral range 10-50 A can make images 
which have improved resolution compared to the light microscope and improved 
fidelity compared to the electron microscope. Indeed, such x-rays can image 
samples which, apart from the fact of illumination by an x-ray beam, are in 
their natural state, in an aqueous environment and in atmospheric pressure 
air, just as they would be on the stage of a visible light microscope. The 
resolution of such images enables much of the structure in the size range 
.05-1.0 micron to be imaged at the present time with prospects of improvements 
toward .01 micron in the reasonably near future. The fact that there is 
great interest in these kinds of studies can be inferred from the scale of the 
response to the recent progress that has been made in confocal visible light 
microscopy. 

The physics of the interaction of soft x-rays with matter is different 
from that of the other probes and this leads to some advantageous imaging 
properties. The spectral region between the Ok edge (24 A) and the Ck edge (44 
A) has the special property that carbon and nitrogen containing materials give 
absorption contrast whereas water is relatively transparent. This region is 
therefore known as the "water window" and is the origin of the claimed ability 
to study objects in an aqueous environment. Soft x-rays also have about the 
right penetrating power to interact with an intact cell and provide a 
measurable transmitted or diffracted signal. Because of the resonant 
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interaction with atoms near x-ray "edg~s", monochromatic x-rays in general can 
be used to create core holes with improved selectivity and therefore contrast 
in absorption or fluorescenc~ microanalysis. As we shall see later, improved 
contrast leads directly to a low~r dose fqr a given task. 

Fig 1 shows a comparison of some of the contrast properties and the 
penetration of soft x-ray$ and electrons in the respective energy regions in 
which they are often used for imaging. One can see that the x-rays show more 
contrast between biological material and wat~r and higher penetration than 
electrons. These characteristics can be translated into an ability to utilize 
the natural contrast of the native material and to avoid dehydration, 
sectioning, staining, embedding, freezing and all forms of radical 
modification of the sample. ~11 the m~thocls of x-ray imaging disGussed here 
can, in principle, be implemented with the sample in a "wet cell" in liquid 
water at atmospheric pressure and most of the~ have been [12]. However. one 
should not think that this is a trivial thing to arrange. Providing suitable 
thin windows, controlling the thickness of the water layer and, in cases where 
synchrotron radiation is invqlved, dealing wi~h a vertiqal sample-plane, 
requires considerable effort and care. · 

HISTORY [ 13] 

The first successf~l attempts to form x-ray images were made almost 
immediately after the discovery of x-rays in 1895. A photographic plate was 
exposed to x-rays through a sample that was in contact with it [14]. The plate 
was then developed and the resulting pattern, known as a "contact 
microradiograph" was examined in the light microscope. 

To achieve resolution superior to that of the light microscope was 
apparently possible in principle but without a source of submicron dimensions, 
a submicron resolution detector or an optical system that could provide 
enough magnification, further improvements to the x-ray microscope were 
blocked for several decades. The first successful x-ray lens was reported by 
Kirkpatrick and Baez in 1948 [15] and marked the beginning of a long struggle 
which still continues today to solve the technical problems involved in 
producing a high-resolution x-ray microscope objective. The Kirkpatrick-Baez 
scheme involved two spherical mirrors working at extreme grazing incidence and 
arranged so that the plane of incidence of the second was perpendicular to 
that of the first. In this way, each mirror provided focussing in one plane 
and, to first order, did nothing in the other. The method was successful in 
making magnified x-ray images but was prevented by aberrations and surface 
finish considerations from achieving resolution superior to that of the light 
microscope. Subsequently more advanced manufacturing methods have been tried 
but so far without achieving submicron resolution. All methods based on 
reflection have now been eclipsed in resolution by the Fresnel zone plates 
that are currently being made and we return to this subject later, 

A different approach, developed in the 1950's was the so called 
"projection microscope" [16]. In thip instrument an electron microscope-type 
focussing system was used to produce a small focal spot on the anode of an 
x-ray tube. This "microfocus" x-ray source was placed in front of the sample 
and a photographic plate was plac~d a consid~rable distance behind it. 
The plate recorded a magnified projection of the $ample limited in resolution 
mainly by diffraction. This system reached the point of commercial production 
[11] and ~ven now continues to produce many interesting pictures [17]. 
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However, it also has failed to improve on the resolution of the light 
microscope. 

A number of technical developments have occurred in the last decade or 
two which have led to rapid improvements in the performance of x-ray imaging 
systems. Among these are tlie construction of high brightness synchrotron 
radiation sources, particularly undulators, and the development of 
sophisticated microfabrication methods (mainly for microcircuits) which have 
enabled high resolution Fresnel-zone-plate lenses to be made. The latter have 
been produced by both electron beam writing and by ultraviolet holography. 
Finally, organic polymers such as polymethylmethacrylate (PMMA) have come into 
use as high resolution x-ray recording materials (resists). The technology 
which has not yet had much impact in soft x-ray imaging, but which promises a 
good deal in the not-too-distant future, is the imaging solid state detector 
[48]. Significantly higher resolution detectors than the 25 micron devices 
available commercially now are said to be technically within reach. If such 
devices were to become available, they could make a considerable impact on x­
ray imaging techniques. 

RESOLUTION: TRANSVERSE AND LONGITUDINAL 

The resolution of any optical system can be discussed in terms of its 
numerical aperture. For reasons of simplicity we give this discussion for a 
rectangular aperture and make use of the small angle approximation. The point 
spread function for such an aperture, normalised to unity at x=y=O, is given 
by 

P(X,Y) = sin(X)/X sin(Y)/Y 

where X=k0 ax/f, Y=k0 ay/f with k0=2~/A, a equal to the half-width of the 
aperture and f the focal distance. Since the x andy parts are separable we 
consider the x part only from now on. We define the transverse resolution dx 
to be equal to the distance from the center to the first zero of sin(X)/X. 
which is the x value for which X=~ 

dx = 0.5 A/NA (1) 

where the numerical aperture (NA) of the system is defined as the sine of the 
half-angle subtended by the aperture. (NA=a/f in our approximation.) Similarly 
for dy· One can see that this procedure is very similar to the definition of 
the Rayleigh resolution for a circular aperture which is 0.61 A/NA. 

The maximum spatial frequency, W, accepted in the x direction, by our 
system is NA/A and so the resolution is given by (1) as half of one period of 
that frequency. This defines a relationship between resolution and frequency 
that we will use later. 

We now consider the way in which an optical system with numerical 
aperture NA obtains information in the depth (z) direction. The elastic 
scattering of a wave must obey Bragg's law 

K=ko-k (2) 

where k0 and k are vectors of magnitude k0 and the directions of the inward 
and outward photon respecti~ely. K is a vector representing a periodicity 
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(Fourier component), of wavelength 2~/IKI, in the sample which is r~sponsible 
for the scattering and is being detected by it. For a given ingoing vector k 0 , 

the various outgoing beams, k, are probing a range of values of K, given by 
(2). From the geometry of the vector diagram one can see that the probed K 
values lie on a sphere-(the "Ewald" sphere)[l8] of whtch the ko vector is a 
radius (Fig 3). The equation of the ~phere is 

For an extreme ray (Kx=~A/A, Ky=O) in the ~~all ang~e approximation this gives 

Kz = -NA2/2ko (4) 

If we use the same definition of the rel~tio~ship between r~solution ~nd 
frequency that we had before this l~a~s to a value for the depth re$olution dz 

When two of the smalle~t resolvable element~ are positioned to be just 
resolved according to the above criterion, their syparation is dx. 
This leads to a rough picture of the smallest resolvable element ~s an 
ellipsoid of revolution with semiaxes dx/2, dy/2 and dz/2 and vo1ume Vc given 
approximately by 

That the element is stretched out in the depth (z) direGtion is a reflection 
of the much poorer resolution in that direction, of microscopes (including all 
x-ray microscopes) that have NA values much less th~n unity. 

It is also possible to consider this ellipsoid in another way. It is the 
volume from within which rays reach a receiving point at (x=a, y=O) at the 
edge of the aperture with no more than a phase change of ~12 relative to a ray 
from the center point. This is based on two-dimensional geometrical 
arguments. Displacements of a point scatterer by dx transversely or dz 
longitudinally, each give ~12 phase change at the receiving point. There is, 
therefore, a sense in which the resolvable volume element is also the element 
which scatters coherently to all points within the aperture that was used in 
defining it. One can understand this at the level of a two-dimensional 
element in the x,y plane by comparing the fo~ard process; ideal ~maging 
through the aperture to give the point spr~ad function (ie the resolution 
element), and the reverse process; scattering back into the aperture by an 
object with scattering strength distribution given by the same point spread 
function. The first is rep~esented by a Fourier transform (Fraunhofer 
diffraction) while the coherence aspect of the second is represented by the 
corresponding reverse transform (Van Citt~rt-Zernike Theorem [19]). The 
original aperture thus reappears as the mod~lus of the complex coherence 
factor [19] of the resolution element or in other words as its "coherence 
patch". It seems plausible that tpis two-dimensional argument could be 
extended to cover the three-dimensional case we are dealing with here. 
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PHYSICS OF X-RAY IMAGING 

All methods of x-ray imaging involve illumination of the sample with 
x-rays and utilization of the emerging wavefield to obtain information about 
the sample structure. -'Therefore we need a suitable physical description of 
the interaction of x-rays with the kinds of samples we are interested in. 
Suppose we represent the electric field vector of the x-ray beam by E(r). ~e 
know that E (representing any of Ex. Ey or Ez) must_satisfy the Helmholtz 
equatj.on 

where a sinusoidal time dependance has been assumed. ~e can rewrite this by 
noting that k-nk0 where n ~ 1-6-iP and is a function of position. Thus 
n(r) is the unknown, complex sample function that we are trying to find. 

"il 2E+k2E=(l-n2)k;E=UE {8) 

The solution of this equation [20] in three dimensions can be written as an 
integral equation as follows (see fig. 2): 

E(r) = eil.:od- ~ 1 exp ikolr :- r'l U(r')E(r') d3l.' {9) 
471'" sample lr- r I 

In words, each element d3r' of the sample depletes the incoming wave by 
scattering a secondary wavelet of strength (-l/4~)E(r') times the amplitude 
incident on the element. If the sample is both a weak scatterer and a weak 
absorber, then one can consider that each element is illuminated by the 
unmodified incident beam, so that E(r') can be replaced by a constant. This is 
the Born approximation. In this case equation (9) is evidently a convolution 
integral of the sample "potential" U(r') with the shift-invariant impulse 
response (Greens) function of the problem, exp ik0 r/r. This is the starting 
point for the analysis of three-dimensional imaging using multiple 
illumination directions (diffraction tomography) which is considered later. 
If we imagine that the sample in fig. 2 shrinks down to a flat two-dimensional 
sheet perpendicular to the incoming beam then with ln-11<<1, U(r')dz reduces 
to something like a complex transparency. If, in addition, we assume the 
sample occupies an aperture in an otherwise infinite, opaque screen and, 
following Kirchhoff, make assumptions about the boundary conditions to be 
applied at the aperture-plus-screen, then the problem can be analyzed by the 
standard analysis of Fourier optics. The signal at Q is then given in the 
Fresnel approximation by [21]. 

eil.:od 1 ik 
Eq(r) = ":Ad T(.~:', y') exp 

2
; [(x- x')2 + (y- y')2) dx' dy' 

1 sample 
(10) 

The validity criteria for the Fresnel approximation are generally well 
satisfied in x-ray optics on account of the relatively low (<1/10) numerical 
aperture of most of the systems so far built. 

The sample is represented in all these treatments as a complex refractive 
index distribution. This represents the optical properties of the material 
in a way that is most simply stated for a pure element whose atoms scatter 
like f-f1+if2 electrons where f1 and f2 are tabulated for all elements for 
essentially all the x-ray and soft x-ray region [22]. The refractive index n 
is given by 
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n - 1 · S • i{J 
S - Qf1, fJ - Qf2, Q - r0n0Af/2~ (11) 

wher~ r 0 is the classical eletron radius, n0 is tne number of a~oms per unit 
volume and S, {J<<l in the. spectral region of interest to us. , 

Consider now a h9~geneou~ ma~erial co~posed of nm molecules per unit 
volume, each with qj atoms of type j and integrated scattering factor Fm- Flm 
+ iF2m· (~e tak~ as a convention that capital F's refer to the scattering 
factors of objects larger than atoms such as molecules, sample resolution 
elements etc. It is further assumed that the objects are still small enough 
to scatter coherently so that the F's are simply found by scalar addition of 
the f's of the constituent atoms.) In thi~ case nor material comprising the 
substance m alone ., ,., 

nMra.A·"" . nMro-'- . 
n.u = 1-

2 
. ~ qj{!lj + lhj)::::; 1- 2 (Flm + IF~m) 

;r ;r 
j 

(12) 

The general behavior of the scattering facto~s is descriptive of the 
interaction of x-rays with matter and shows sharp resonances at energies 
corresponding to atomic shells. Typically the absorption (f2) resonances look 
like sharp steps on a log-log plot giving rise to the name "edges" while the 
f1 values are high on both sides, with a deep minimum at the edge. This 
behavior is rooted in the faGt that n2-l (an~ for small o and fJ, f1 + if2 as 
well) can be regarded as the frequency transfer function of a ~ausa1 system, 
The electric field is the input and the dipole moment pe~ unit vqlume or 
polarization, the output of this system. Therefore, f1 and f2 must form a 
Hilbert transform pair [23]. ~is fact is used in preparing the tables of f1 
and explains the close analogy that exists between optical behavior and that 
of other resonant systems. For example, f1 corresponds to reactive and f2 to 
resistive behavior. The limiting behavior of f1 and f2 at high photon 
energies is also of interest and can be derived by realising that for energies 
far enough above their K resonances, light atoms beha¥e like Z free electrons. 
f1 therefore tepds toward Z while the f2 energy dependance is that of the 
dominant absorption pr9cess: photoelectric absorption by the electron gas. 
This can be shown [24] to give a falloff in the c.rossection proportional to 
(energy)· 7/ 2 , and therefore in f2 proportional t.:~ (energy)·5/2. This explains 
the well-known increase of transparency of light elements at high x-ray 
energies. At such energies there is, therefore, a dose advantage to using 
imaging methods with contrast based on fl. 

The two most impo~tant physical processes for imaging with soft x-ray 
photons are thus photoeletric absorption represented by f2 and coherent 
(Thomson) scattering represented by f1. Incoherent (Compto~) scattering 
~ecomes significant compared to the coherent process, only for energies 
above about 5 keV, The atomic crossections for all of these processes are 
extensively tabulatPd [25]. For both atoms and larger objects scattering 
coherently, the crossections are related to tqe scattering factors as follows: 

(13) 

., ., ., {A i + cos~ .-l ,.., 
u. = (Fi + Fih5 Jo . 2 dH (14) 

where 0 is the solid angle. 
Specializing to the case of a single atom for the moment, we can say that 

in the soft x-ray region, the electrons in the atom scatter coherently even 
when the above integral is taken over all angles. us then becomes equal to 
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the Thomson crossection s~r02/3 times (f12+f22). When this value is compared 
to the photoelectric absorption crossection (oa), one finds that for light 
elements a a is much larger. For example at 0. SkeV [ 25] 

aa(Barns) 
as(Barns) 

ca'rbon 

2.68ES 
2.33El 

Nitrogen 

4.41ES 
3.19El 

Oxygen 

3.81E4 
4.19El 'l 

One meaning of this is that one cannot image single atoms by scattering soft 
x-rays (a fact that is also apparent from diffraction arguments) because the 
radiation damage is proportional to the absorption while the imaging signal is 
proportional to the scattering. However, even though the crossection ratio 
as/aa is small for light atoms, we.will show below that it becomes much larger 
for larger objects so that scattering can still be a viable process for 
imaging. One way to see this is to recognize that microscopy samples are 
typically about one or a few microns thick, and we can see from fig 1 that 
this can be about an absorption length for some soft x-ray energies. Now the 
wave transmitted by a sample of thickness t, can be written 

(15) 

so the phase change is okot and the amplitude change (absorption) is e-(~kot). 
From this and the above equations for o and~. one can see that the phase 
change per absorption length is (Fl/2F2) which is quite significant in size: 
greater than one radian for most of the region above about 0. 5 keV for 
biological material (see table II). This indicates that if the sample has 
sufficient structural variation, significant transverse phase gradients d~/dx 
can exist in the exiting wave. This indicates scattering by an angle A 
according to the relation 

sin(A) - (~/dx)jk0 (16) 

Of course samples with no structure still scatter but the scattered waves 
merely reconstruct the incident wave with a phase change. 

Now consider [26] a pixel of scattering factor F- F1 + iF2 electrons. 
The scattering crossection is given by equation (14) for ·small angles 

as - ~IF12ro2A2 

~ ~ro2is2 

where we have used the expression 2d4/A (6) for the pixel volume. The 
absorption crossection is given similarly by (13) 

(s and a are defined in the qext section). Thus 

(17) 

(18) 
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This shows that the crossection ratio ~ndeed depen,cis on the pi,xel size and 
that the number of absorbed photons per scattered one decreases (improves) as 
the resolution element gets larger, reaching a value of unity, for example, 
when A=30 A, d=200 A and the material is protein [96]. This opens the doqr to 
x-ray imaging experiments based on scattering, in ~pi~e of the un~avorable 
ratio of the atomic crossections. 

THEORY OF CONTRAST 

The x-ray imaging techniques that we wi,~l discuss can utilize at least 
three forms of contrast: amplitude, phase and coherent scattering. Ampl~tud~ 
and phase contrast are taken to mean the same as for th~ light microscope with 
Zernike phase contrast [?7] capability while scattering contrast is defined on 
the understanding that an image of the object will be r~cpnstructed with 
contrast determined by the local scattering strength. Actually phase delays 
and scattering are, in pa~t, th~ same physical effect but are different in our 
treatment because our scattering includes "shadow scattering"; the scattering 
resulting from absorption, and because we consider objects of a size and shape 
to scatter coherently (proportional to the number of electrons squared). 
Zernike phase contrast, on the other hand, when treate~ in the usual weak 
phase approximation, is li,nearly proportional to the number of electrons in 
the feature. In terms of gener~c Henke scattering factors, amplitudeA phase 
and coherent scattering contrast a~e rel~ted to F1, F2 and (Fl2 + F2L) 
respectively. The scattering is dependant on both the f1 and f2 qontributions 
from each atom, although i~ much of the range of inter~st to us the effect of 
fl dominates due to its greater size. 

We would like tb be able to discuss x-ray im~ging in terms of an 
intr~nsic contrast between materials which is related to their microstructure 
in a quantitative way and does not depend on the thickness and other detailed 
properties of individual samples. To fix our ide~s we wi~l cqnsider the 
contrast between protein [96] and water, but the method is of wider 
application. We define an absorption strength a, a phase-change strength ¢ 
and a scattering strength s which will be expressed in equival,ent electrons 
per cubic A. Thus 

aw nwF2w• ap npF~p (21) 

¢w nwFlw• ¢p npFlp (22) 

Sw 
. 2 

nw(Flw 2 + F2w ) • Sp = np(Flp2 + F2p2) (23) 

Spw (npFlp - nwFlw)2 2 + (npF2p - nwF2w). (23a) 

where the F's are the integrated scat~ering factors for the wate~ and protein 
molecules defined earlier and then's are the number of molecules per unit 
volume. sw and sp correspond to isolated frag~ents of each material w~ile Spw 
is the excess scatter'i11g stren~th of a protein fragq~ent relative to water in 
which it is intimately embedded. In the latter case the li'rotein-water 
difference signal must be calculated by subtracting amplitudes, The 
"intrinsic contrast", C, is now defined as the difference of the strengths of 
the two materials divided by 'the strength of the "background" which is 
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considered to be water in the present case. Thus 

(24) 

(25) 

(26) 

These measures of intrinsic contrast can be calculated easily from the Henke 
scattering factors and allow one to study issues such as the choice of 
wavelength and contrast mechanism.for given experiments in a rational way. 
They are also in the right form for use in applying the Rose criterion in dose 
calculations (see later). 

An example of a contrast mechanisll) is shown in fig 4 where the 
scattering strength of protein, water and protein against a background of 
water are plotted. One can see that although the incoherent difference in 
scattering strength can be either positive, negative or zero, the 
coherent difference (eq. 23a) is never negative and can only become zero if 
the F1 and the F2 terms BOTH vanish at the same wavelength. 

A more complete picture of the options for choice of wavelengths and 
contrast mechanisms is provided in fig 5. There the contrast due to the 
three mechanisms is shown as a function of wavelength for imaging protein 
against a background of water. One can see clearly the advantages of using 
the water window wavelengths with amplitude (absorption) contrast. However 
such contrast below 24 A is close to zero and much less promising. The value 
of phase contrast becomes evident, particularly for wavelengths shorter than 
24 A, while there is an indication that a wavelength just above that of the 
oxygen edge may be a good choice for scattering experiments. 

PHASE CONTRAST 

It can be seen from fig 5 that there are r.onsiderable possibilities 
for using phase contrast in x-ray imaging. However,.although there had been 
considerable study given to the use of phase effects in zone plate design 
[28], their use in imaging experiments does not seem to have been discussed 
until the recent work of Schmahl and Rudolf [29] first reported in 1986. These 
authors point out that phase contrast can be implemented with an imaging x­
ray microscope using methods t.hat we will shortly describe and that it has 
important advantages. The chief one is that one can consider doing x-ray 
imaging at shorter wavelengths than hitherto so that perhaps the region 5-25 A 
becomes open for microscopy and without the use of resonant effects. At such 
wavelengths, f1 remains-high while f2 diminishes rapidly leading to a general 
improvement in the information to dose ratio which we will consider in more 
detail later. Other conveniences are a reduction in the absorption losses at 
windows,· gas layers, support films etc and an ability to examine thicker 
spec'imens . 

Objects which absorb no light are gener~lly .invisible in the light 
microscope even if they induce phase shifts in the transmitted radiation. 
This is because the microscope provides only the intensity and not the phases 
of the image. This pro-blem was addressed in the original work of Zernike [27] 
by providing a ~/2-phase-shifting plate in the back focal plane of the 
objective lens as shown in fig 6. The met_hod depends for its success on 
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coherent illumination. The p~ase pl,ate ca,n b~ co11~id~red as a filt;er of 
transmission T(u) given by 

T(u) == i 
= 1 

lui<~ 
lul>e 

(27) 

where e << 1. We are taking the spatial coordinate ~ and the corresponding 
frequency u to be representative of two dimensional systems. Suppose the 
object is given by 

f(x) = exp(i~(x)) ~ l + i~(x) (28) 

The weak phase approximation is used hene for s~~plicity altho~gh it is not 
valid over the whole spectral range of int~re~t. The amplitude distribution in 
the back focal plane is the transform F of f. 

F(u) = S(u) + i ~~u) 

After passage through the ~ilte~ thi~ becomes 

G(u) = F(u)T(u) = i S(u) + i ~(u) 

Now taking t;he transform t9 get ~he ~inal image we hay~ 

g(x~- i(~ +~Ex)} 
lg(~)l = 1 + 2~(x) 

(29) 

(30) 

(31) 

Even better we coulq have T(u) = ~i instead of i wh~re ~ is sqme a~so~ption 
factor. The final result would then be 

(32) 

an improved contrast solution. Still further refinements can be made 9Y 
generalizing the "disk" represented by (27) to a ring [30]. The essence of 
Zernike's concept is that one starts with two vectors, 1, ~nd a much smaller 
one, ~(x), that are perpendicular in the ,Argan!;l plane (28). The magn:Ltude of 
the resultant is therefore indistinguishable from unity. The effect of the 
filter is to rotate the vector, 1, to be parallel (o~ antiparallel) to the 
~(x), so that the magnitude of the resultant n9w has a first order ~ifference 
from unity. 

There are a n~ber of practical difficultie~ in implementing phase 
contrast. One is the need for the ph~se plate ro be of ~inite !"i~e. This is 
an issue in visible light systems as well and has been widely studied 
The effect is to create a ha,lo artifact around point-like objects [30] or a 
fringe on each side of a step-like one [31]. Anqther problem is to produce the 
right amount of phase chang~. A way to simplify th~ making of the phase plate 
would be to make it fully op~que (central dark field ~ethod). T~~ re~ult of 
the above calculation would then l;>e g(x) = i ~(x), lg(x)l 2 = ~(~) 2 , One 
price of the simplification is that g(x) is n0 longer a ],~near mapping of 
~(x). However, considering how difficult x-ray imaging experiments are and how 
easy digital image pro~essing is becoming, this is apparently not as 
compelling an argument as it once was. Another method with the same tradeoff 
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of linearity against simplicity is the Schlieren method. For this one simply 
blocks half of the aperture (say the x<O half). The result in this case is 
[21] 

l.g(x,y) 12 ==:. 1/4{1 - 2<Phx(x,.y)} (33) 

where <Phx(x,y) is the Hilbert transform of <P(x,y) with respect to x. 
We have not exhausted the methods for generating phase contrast. In fact 

ANY modification of the system aperture will produce some degree of 
phase contrast. An example of such modification is an aberration (ie a 
distortion of the complex aperture function) and an important ca$e widely used 
in electron microscope imaging is defocus. This is less attractive in x-ray 
microscopes becaus~ of the .. los.s of resolution that would be involved. Nor is 
the imagit;lg x-ray microscope the ot;tly kirid that can be used to give phase 
contrast. Any experiment that uses the diffracted wavefield, automatically 
uses contrast that includes both amplitude an.d phase effects (eg holography) 
while the scanning x-ray microscope, like its optical counterpart is 
potentially able to record phase contrast if it is operated with a split 
detector [ 32] . 

In 1988 the Gottingen group reported successful imaging experiments using 
Zernike phase contrast [33,~4]. These employed silver or gold phase plates and 
involved several different biological samples. The performance in terms of 
resolution and imaging speed appears to be similar to amplitude contrast 
pictures made at the same wavelength (45 A). Plans for further experiments 
with improved coherence and shorter ~avelengths exist and should provide 'an 
even better demonstration of the advantages of the concept. 

FLUORESCENCE CONTRAST 

It is not part of our main theme to consider microanalysis but we include 
a brief comment on it for completeness. The subject has been treated rather 
thoroughly in a series of papers by Kirz [35,3~,37]. Fluorescence contrast is 
useful and well matched to x-ray excitation for elements above about 20. The 
fluorescent yield increases with Z approximately as z3.3, passing the value 
0.1 at 2=17. For low Z elements core holes relax predominantly via the , 
competing Auger process. The best technique for fluo.rescence microanalysis is 
to excite th~ sample by means of a focussed monochromatic x-ray beam, tuned to 
the appropriate atomic resonance. Such an illumination can now be done with 
high flux and a spatial resolution of a few microns. There are also prospects 
for using zone plates to get resolution considerably below one micron [38]. 
The resonant character of x-ray absorption plus the absence of Bremsstrahlung 
and virtual absence of inelastiq scattering of the primary beam guarantee a 
high selectivity in excita'tion and low background. This leads to detectability 
thresholds that are very low and generally superior, on a dose-for-dose basis, 
to those obtained with electron, pr~ton or white x-ray beams [36,39]. 

For atonis with at.omic number below about 20 the rapid falloff of the 
yield deprives the fluorescent method of its dose advantage, and electron 
energy loss spectroscopy .and differential x-ray absorption become the methods 
of choice for microanalysis [36]. · 

As an example of the quantitative results of Kirz [37] one can say that, 
under reasonable assumptions about the capability of the detectors, the 
dose needed to detect a mass (M)=l .f~mtogram of material by K fluorescence 
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excited by monochromatic x-rays varies f~om about 10 Mrad at Z=40 (zirconium) 
to 100 Mrad at Z=l6 (sulfur). Within certain limit:s·, the dose required is 
proportional to 1/M and independent of the size of the area within which the 
detected mass is distributed. Tran?~~ting this ~nto co~centration terms, it 
should be possible to detect millimolar sulfur resolved to l~m3 by means of a 
dose of 3xl09 rads. ~caling to eitheJ; micrm,no').alr sulfur ~~ 0 .lJ.£~-;3 would 
require 1000 times less mass and there~ore 1000 times more dose. 

X-RAY SOURCES 

The requirements for x-ray sou1rces for microscopy have received a good 
deal of study. The main point is that fo1; many expe~iments, the x-ray beam 
must be spatially and temporal~y coherent. This requireme~t could not qe 
satisfied by x-ray tube sources but ~n modern tim~s has been satisfi~d to 
a useful extent by synchro~ron radiation sources, At the present time the 
most useful type of source fo~ microscopy ~s an undulator OD a J.ow emittance 
storage ring. Short wavelength lqsers also ~J;ovi~e excellent so~rces at 
certain wavelengths and are beginning to be used for imagi~g. They hav~ 
excellent temporal coherence and can, in favo'tr~ble cases, ~ake an ~mage with a 
single, subnanosecond pulse. If tqis is ~he intepti~n. a laser source ~or 
imaging needs t~ provide enough p~oton~ w~th ~ufficiept spatial and temporal 
coherence per p\.1-lse to make an imag~. This goal has been reached by the 
present generation of x-ray lasers for wavelengths 206, 209 [40] and l82 [41) 
A. It has not yet been reac:hed for water window an9,- shorter wa,velengths, 
although rapid progress toward it is beiDg made. 

The coherence properties of electrom~gnetic fie!ds have beep treated by a 
number of texts [19] and artic~es [42] and usually the spatial and temporal 
aspects are considered separately. 

The temporal coherence is descJ;ibed by ~ GOheJ;epGe length (lc) which is 
roughly the iengtq of the electromagnetic wavetrain. It is formally defined 
as the amount of path ~ifference which GOuld be to~erat~d between the beam and 
a replica of itself for a given loss of fringe cpnt;:rast when the two are 
imagined to.be interfered. Such a tpought expe~iment could in princ~ple be 
realized by an amplitude division interferometer. lc is closely ~elated to 
the monochromaticity A/AA=N apd one has lc=NA=~ 2~~~. In synchrotron radiation 
practice, temporal coherence requirement;:$ normally demand a monochromator, 
even for undulator sources which are quasimonochromatic. In zone plate 
experiments the needed resolution is given by ~A/A roughly equal to the number 
of rings of the zone plate. In ~olography there is actually a path dif~erence 
between two interfering beams to which 1c must pe matched. 

The spatial coherence is defined similarly except that it is two 
transversely separated points on the wave~ront from whi~h signals are imagined 
to be taken for. an inter:ference exper~ment. ~he region of spatial cpherence 
(the coherence "patch") is that over which the pain; of signa,ls would give 
fringes of some given contrast. The prop~ss could b~ realized this time by a 
wavefront division interf~rometer. Exact details of the phase space of 
spatially coherent beams a:r;-e provided, for example, in [ 43), bt+t i;f we ignore 
proportionality constants of order one ve can say that the coherence patch 
subte~ds an angle of roughly A/s at the source where s is the source size. If 
the source emits only into the coherenc:e patch ~t is said to be ful~y 
spatially coherent or single-mode. From this it is apparent that a single-mode 
beam such as that ;from a well-prepared visible-light l~ser has an emittance 
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(width times angular width) of about A. The phase space volume of a coherent 
beam, including both transverse directions, is thus about A2. For sources that 
are not single-mode such as all the x--ray sources, both laser and synchrotron 
radiation, operating at present, the only way to obtain the single-mode source 
needed for most imaging experiments is to use apertures to block all the light 
from the source except that in the coherence patch. 

Since the degree of spatial coherence drops off gradually with increase 
of the distance between the two sample points, it is necessary to adopt an 
criterion for how much beam to accept in an experiment. The most important 
case is illumination of a zone plate, where lack of spatial coherence in 
illuminating the various zones will cause a loss of resolution. On the other ~ 

hand, too much spatial coherence (utilization of only part of the mode) causes 
a loss of flux. Calculations show that if the source is approximated by an 
incoherently illuminated circular pinhole, then a good resolution flux trade-
off is obtained by accepting a cone of full angle equal to half the width of 
the ring (the "Airy disc") due to the first zero of the diffraction pattern of 
the pinhole. . . 

For a synchrotron radiation source the figure of merit for imaging is 
generally the spectral brightness (B) [43] which is usually expressed in 
photons/sec/mm2/mr2/0.l% bandwidth. B is thus the flux per unit bandwidth per 
unit phase space volume (see fig 7). The part of the flux that is spatially 
coherent is the part in a phase space volume A2 so the spatially coherent flux 
per unit bandwidth is BA2. If a given coherence length is required, then the 
bandwidth becomes A/lc leading to a coherent flux of BA3/lc, demonstrating the 
extremely high values of B that are needed for coherence experiments in the 
harder x-ray regions. 

Synchrotron radiation and laser sources are not the only sources that can 
be used for x-ray imaging. If· the coherence requirements are low, then x-ray 
tubes, laser-heated plasmas and gas discharge sources can be quite effective. 

OVERVIEW OF X-RAY MICROSCOPE TECHNIQUES 

In this review we will limit our consideration to those x-ray microscopes 
which have demonstrated resolution superior to the visible light microscope. 
This limits our consideration to four. soft x-ray schemes; contact x-ray 
microscopy [ 44 L imaging x-ray microscopy [ 45], scanning x-ray microscopy ( 46] 
and x-ray holography [47]. These methods are all patterned after well-known 
optical techniques: contact printing, conventional optical microscopy, 
scanning optical microscopy and visible light holography. Where lenses are 
required, Fresnel Zone Plates (28,68] are used and the technology of these 
devices is one of the f~ctors that favors the use of fairly soft x-rays in 
high resolution x-ray imaging. The resolution of a zone plate lens is roughly 
equal to the spacing of the finest (outer) zones, which must therefore be made 
small. This sets a practical l~mit to ~he thickness, so that zone plates work 
best below about_ 1 keV and only poorly at greater than about 5 keV [38]. There 
are other ways to focus· hard x-rays and there are some higher energy 
techniques; especially microtomography [48] and the scanning x-ray microprobe 
[49] that we hope will soon enter the suboptical regime. 

The PUBLISHED capabilities and special characteristics of the four 
methods listed above are summarised in Table.l which is intended to give some 
idea of the stage of historical deveJopement of these technologies. In many 
cases performance values beyond the published ones in ·the table have already 
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been achieved but we make the "published" sti~~lation ~0 give uniformity for 
comparison purposes. All of the ~ethods can be configured to provide imaging 
of wet, unfixed, unstained, unsectioned, l;>iological objects up to sever·a~ 
mic~ons in thickness. The achieved resolution at present is in the range 200-
630 A for all of the me.thods. 

At the present time progress in three dimensional imaging by any of the 
methods has only just begun [8], although tl;l.e issue is the subjec't of 
considerable study. The imaging and scanning mic~oscopes can try to ~ake 

TASL~ I 
CHARACTERISTICS OF SOFT X-~¥ IMAGING TEC~IQUES 

CHARACTERISTIC 

Achieved res'n with 
good contrast 
sample (A) 

Dose at above res'n 
imaging C ~ N (Mrads) 

Exposure: bend magnet 
undulator 

Coherent source 
needed ? 

>.jt..>. 
needed 

Type of contrast 
normally 

Arrangement to ge~ 
phase contrast 

Potential for 
quantitative 
microanalysis 

CONTACT IMAGING 

200 soo 

so . 10-60 

S min 10-100 sec 
few sec 

no ~o 

3 

amplitude 

not possible 

poor 

300 

amplitude 

done by 
frequency 

plane filters 
[29' 33' 34] 

potentially 
doable by 
differential 
absorpt;ton 

SCANNING HOLOGRAPHY 

soo 

1 

1 hour 
2 ~in 

yes 

300 

amplitude 

potentially 
doable by 
split 
detector[32] 

630 

200 

1 day 
1 hout;" 

yes 

soo 

amplitude and 
phase 

happ~ns 
naturally 

done by poor 
differential 
absorpt~on, [ ~ 1] 
potentially 
doable l;>y 
fluorescence 

"optical sections" [SO] just ~ike tl').eir optical p9un,terparts and ~ologt;raphy is 
known to have a potential for three dimensional images. rhe di~ficulty in all 
cases is the poor numerical aperture (NA) of the exveri~ents. This matter is 
considered further in a later section. 
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The poor numerical aperture (spatial frequency bandwidth) of the 
experiments translates to a resolution that is many times the x-ray 
wavelength. The apparent similarity of all the methods in this respect can be 
traced to a common root: the dependance on the properties of x-ray resists, 
especially polymethylmethacrylate (PMMA) [52, 53]. Resist is used in all 
presently-favored methods of zone plate manufacture and is directly involved 
in contact. microscopy and holography. The ultimate, useful resolution of PMMA 
is probably about 100 A and this sets a limit to the resolution one can .expect 
to achieve by further refiiJ.ement of these methods. Strategies for changing 
the methods to circumvent the limit are, of course, under study and are 
described in the next three ·sections. · . 

CONTACT MICROSCOPY 

This is so far the mos.t popular form of x-ray microscopy [ 12,44, 54] and 
the one which has been most widely tried on biological applications. It is the 
modern counterpart of the early method called x-ray microradiography which 
used photographic film as a detector. The present-day method is based on the 
idea of Ladd, Hess and Ladd [55] in its use of radiation damage as a way to 
make a high resolution record of an x-ray wavefield. However, the application 
of this concept to practical microscopy was pioneered by R. Feder, D. Sayre, 
E. Spiller and colleagues at the IBM, Thomas J. Watson Reseach Center [56,57]. 
The method achieves high resolution by use of x-ray resists such as 
polymethylmethacrylate (PMMA) which were introduced originally for electron 
beam lithography. The resist is exposed to the x-ray beam through the sample 
and thus gives a shadow picture limited in resolution by the intrinsic 
resolution of the resist (largely determined by electron range) and by 
diffraction. Since electron range increases at higher photon energies while 
diffraction increases for lower ones, there exists an optimum energy which is 
conveniently around 250 eV for PMMA [53]. This makes water window experiments 
near optimal in this respect. The diffraction limited resolution is roughly 
given by (.Az)l/2 where z is the feature-to-resist distance. This is a 
significant effect for all sample distances greater than about 400 A which 
means most practical cases. 

After exposure the resist is developed, usually in methylisobutyl ketone 
diluted with isopropanol which transforms the x-ray damage distribution into a 
relief pattern in the resist with reasonable fidelity. For positive resists, 
like PMMA, the highest exposure areas are.the niost soluble. In order to 
preserve high resolution the pattern is read either by a scanning electron 
microscope or, better, by a transmission or scanning transmission electron 
microscope. In the latter cases the resist must be mounted on a thin membrane 
such as a silicon nitride window [58] and may also be glancing-incidence 
shadowed with heavy metal. The readout step [59] is not an easy one because 
resist, even with metallization, is not stable under the electron beam. An 
alternative approach to the re:adout problem is to use a replica, either of 
meta:l [44] or. plastic [60] ,·with superior electron microscopy properties to 
PMMA. An even be.tter method, which has been demonstrated for readout of 
holograms, but would work equally well here, is the use of an atomic force 
microscope to obtain ~ quantitative readout di~ectly into a computer memory 
[ 61]. 

Contact m-icroscopy is very undemanding on the spectral and spatial 
properties of the illuminating beam and thus it can be implemented with a 

.. 
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simple x-ray tube or a single pulse of a pulsecl source. The latter can be 
effective in "freezing" the motion of an initi,3.lly living sample. ~n addition, 
since damage processes are thought to take place on timesca~es related to the 
velocity of sound or slower, i~ appears that the im~ge be~~ing signals 
resulting from fast-pul_se illumination, could b~ away from the sample before 
any damage had time to occur. If this is ~ndeed true it could provide 
a way to obtain information about the un~amaged samp~e and a powerful way to 
study damage processes as well. With or without a subnanoseco~d p~lse, the 
damage imnvolved in contact microscopy is considerable upless the sample is 
more radiation resistant than PMMA which is scarcely possible. 

A significant variant of the conta~t method utilizes an electron optical 
imaging system instead of the resist detector. The latter makes an image using 
the photoelectrons emitted from a foil in contact with the x-ray-illuminated 
sample. A system of this kind, developed by F. Polack and colleagues [62] at 
Orsay, has already achieved a resolution of 0.3 microns. 

The best performance achieved by contact methods is around 200 - 300 A 
resolution, but difficulties with quantitative readout persist. The technique 
has been used a good deal with pulsed sources and is convenient for use with a 
wet cell and with a horizontal sample mounting stage. Considering how simple 
the technology is, it would certainly pay off handsomely i~ the remaining 
obstacles to faithful development and readout could be overcom~. 

THE ZONE PLATE IMAGING MICROSCOPE 

The optics of thi~ method are very similar to those of the visible 
light microscope and and are shown in fig 6. The most successful 
implementation of it is by G. Schmahl, D. Ru4olf, B. Neimann and colleagues at 
the University of Gottingen who have developed their instrument [q3] over a 
period of years, first at the ACO storage ring in Orsay an~ then at the BESSY 
facility in Berlin. The optical system begins with a large co~denser lens 
(zone plate) which is set to image at less than its diffraction limited 
resolution and condenses the beam on to a pinhole. Since the focal length 
varies like 1/A, the zone plate-plus-pinhole amounts to a monochromator as 
well as a condenser. The sample is placed in or near the pinhole and is 
illuminated with the partially coherent beam, Spatial coherence ts not n,eeded 
for this system because EACH E~EMENT of the sample be9o~es a source of 
secondary scattered wavelets which coherently illuminate a small "microzone 
plate". The system gives a diffraction limited image with magnification which 
is variable in the range of a9out 50 to 300. This magnification is sufficient 
to make a recording on a lower resolutio~ detector such as film or a solid 
state imager. Fig 8 is an example of a picture made using the microscope at 
BESSY by Vladimirsky, Kern, Meyer-Ilse ~nd Attwood [64]. 

For best performance the making of the zone plates, particularly the 
resolution-determining microzone plate, requires the most advanced technology 
available. The Gottingen group has used two different st~ategie~ ~or this. 
The first is based on ultra violet holography [63] using de1ibe~ately 
aberrated wavefronts to allow for the ~ecorping of the ?One plate (hologram) 
at the UV wavelength and the formation of the holographi~ image at x-ray 
wavelengths. This method was so successful that the group were able to 
demonstrate an image resolution of 550 A, a fig~re wpich must be compared to 
the theoretical limit of 514 A[65] for thi~ method of man~facture using laser 
light of wavelength 2570 A. 
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The second method of zone plate manufacture (implemented by the 
Gottingem group via a collaborative program with the University of Aachen) is 
electron beam writing [66]. Since this method is based on a programmable 
electron beam system, it has full flexibility in writing zone plates of 
various sizes and oute~ zone widths for use at a wide variety of x-ray 
wavelengths and focal lengths. The technology of electron beam writing of zone 
plates is widely used in the x-ray imaging community and is a matter of key 
importance for the developement of x-ray microscopy. We will give some general 
information on present achievements and future prospects, but a serious 
treatment of the subject is outside_ the scope of this article. 

' Electron beam writing of zone plates is being practiced currently in at 
least half a dozen countries. The most popular method is to write-in resist 
but the group in ·Kings College London have chos,en to use contamination writing 
[68], an approach which fs more suited to implementation using commercially 
available electron microscopes. The most advanced programs are now delivering 
usable zone plates with 400-500 A outer zone widths and therefore diffraction 
limited resolution values only slightly greater than this [64,66]. Several 
fabricators have also produced, or are working on, "experimental" zone plates 
with outer zone widths around 200 A~ These latter are usually of less good 
quality than the coarser ones but are an indication that viable 200 A zone 
plates are likely to be available soon. Although PMMA, with its resolution 
limit of about 100 A, or other lower resolution resists are used in all these 
methods, the contamination writing approach is less dependent on resist than 
the others; and there has recently been a significant proposal from the Kings 
College group for a PMMA-free, zone-plate-making procedure [69]. 

Returning to the subject of the imagimg micro-scope, we note that an 
important advantage of this scheme is its ability to use a spatially 
incoherent x-ray beam. This, coupled with the related capability for imaging 
all sample elements inparallel, translates into very fast imaging, even with 
a storage ring bending magnet source. With such a source at BESSY the exposure 
times with typical beam currents are in the range 10-100 sec. The recognized 
disadvantage of the imaging geometry is the unnecessary dose that the sample 
must receive to make up for the inefficiencies of the zone plate and detector 
which occur AFTER the sample. At present these two devices have a combined 
efficiency of around 1% which implies 100 times more dose to the sample than 
for an ideal syatem. However, .there are two things to be said about this. 
Firstly, there are ways to improve the efficiencies of the zone plate and 
detector and some of these are already in hand. Secondly, it may turn out for 
some biological applications that if the image can be made fast enough then 
the dose is of secondary importance .. How fast is fast enough? will be a 
matter for individual cases but the imaging microscope is well adapted for 
fast imaging and could no doubt be made to go faster than the BESSY speed 
using a third-generation, synchrotron, x-ray source or even an undulator on a 
second generation one. 

SCANNED IMAGE ZONE PLATE MICROSCOPY 

In order to address the damage· problem, o·ne would like- to position the 
zone plate and its losses before the sample and have a detector with a nominal 
efficiency of 100%. These conditions are achieved by the scanning geometry 
illustrated in fig 9. The zone plate focusses the beam to a diffraction­
limited spot (ie a single-mode beam is used) and the sample is scanned through 
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the spot in a raster pattern using high resolution piezoelectric transducers. 
At each dwell position the x-rays tr~nsmitted through the sample are counted 
using a flow proportional counter which is close to 100% e~fic~ent in the soft 
x-ray region. An example of a picture [70] made i~ this way by S-F. Fan, H. 
Rarback, H. Ade and J. ~irz at the Brook~aven mi~roscope is shown in fig 10. 

Additional advantages of this scheme are the conven~ence with which the 
data can be stored anq manipulated by the computer, the fact that the sample 
can be conveniently kept in atmospheric pressure air or heli~ and the natural 
way the system includes absorption microanalysis [51] a~ one of its operating 
modes. Against these considerations is the requirement for an x-ray beam with 
full spatial coherence and the serial nature of the data-taking. Both of these 
factors tend to prolong the exposure times which, at Brookhaven, are currently 
1-2 minutes for a high resolution, 256x256-element pict4re using an undulator. 
There are still prospects for a significant improvement usi~g e~isting sou~ces 
and exposures of small fractions of a second are projected using a third 
generation source such as the ALS. 

Scanning x-ray microsGopes using zo~e plate len~es are now being 
operated at Brookhaven [71] by a consortium incl~ding The National SyGhrotron 
Light Source, The State University of New York at Stony Brook, La~rence 

Berkeley Laboratory and IBM, at Daresbury [72] by re~earchers from Daresbu~y 
and Kings College London and at BESSY [73] by the Gottinge~ group. Still 
others are under developement. In keeping with the state-of-the-art of zone 
plate fabrication mentioned earlier, thepe groups are achieving resolution 
values in the region of 500 A with prospects of imp~ovement to 200 A 
reasonably soon and 100 A ultimately. To achieve resolutiOt:l below 100 A will 
need a new "resist-free" method of making zone plates. Such a method might be 
based on contamination writing, as noted above, or on the so-called "jelly 
roll" technique being studied by the Gottingen group [ 63]. 

As we have seen, ~he standard scanning x-ray microscope using 
absorption contrast is best used in the water window wavelength region. In 
this case, state-of-the-art pictures can be obtained with a dose of about 1 
Mrad for a biological sample around one micron thick. However, the 
potential of the instrument is not limited to th~s mode of operation. As noted 
earlier, it should be possible to obtain phase contrast using a split detector 
[32] and thereby make biological images at higher photon energies with dose 
values not very different than those prevailing in the water window. The 
limitation on the photon energy in this case would be the capability of 
operating a zone plate or phase plate which, with some compromise of 
resolution extends the range up to at least 4keV [38]. 

X-RAY HOLOGRAPHY 

Although the majority of x-ray imaging experiments today ~se one of the 
three techniques described above, it is also possible to obtain sample 
information by exploitation of the diffracted field as is done in 
crystallography. To do this one must have a method for deter~ining and 
using both the amplitudes and phases of the diffracted wave. In the soft x~ray 
region, holography provides one such method. An alternative approach would be 
to measure only the intensity of t;he diffracted fie~d and use comput;ational 
methods to infer the phases. D. Sayre [74] has made considerable progress in 
demonstrating that both the re~ording and calculation steps of such a program 
can, in fact, be accomplished. 
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It was in 1948 that D. Gabor [75] first pointed out that it is possible 
to record both the amplitude AND phase of a wave using an intensity detector 
provided a suitably coherent phase reference wave is available to beat against 
the signal wave. There is a long history, beginning in the early 1950s, of 
attempts to make such "hologram" recordings using x-ray tube sources and 
photographic film detectors. The hope was that one would be able to record the 
hologram with x-rays and reconstruct it with visible light thereby achieving a 
three-dimensional "microscope" with resolution superior to the light 
microscope and without the need to fabricate a lens with such resolution . 

. These hopes were never realized. Holograms of reconstructible quality 
[76] were obtained in rela'tively few cases .and none gave images with 
resolution higher than the light microscope. As a result x-ray holography 
became a dormant field by the mid 1970"s. 

This general failure can be understood in terms of the poor coherence 
properties of the x-ray tube sources and the low resolution of the 
photographic film detectors that were used. The use of an undulator source and 
a resist detector makes it possible to record holograms with reasonable 
exposure times and much finer fringe detail than the earlier workers achieved. 
Such holograms are now being made in France, Japan and the United States. In 
all these cases, the chosen holographic geometry was the Gabor, in-line 
configuration (fig 11). 

The French group D. Joyeux, S. Lowenthal, F. Polack and A. Bernstein, [77] 
are based at the Institut d'Optique and the Laboratoire de L'Utilisation de 
Rayonnement Electromagnetique (LURE) and have used an undulator on the AGO 
storage ring to make phase holograms of diatoms and other objects on 
preexposed resist. They have chosen a laser-based approach to reconstruction 
that uses sophisticated optical correction methods to deal with aberrations. 
The procedure is optimized with regard to speed, convenience, linearity and 
signal-to-noise rather than resolution. One anticipates further improvements 
in the performance of this scheme when the program transfers to the new 
SUPERACO storage ring. · 

The group in Japan is using an undulator on the PHOTON FACTORY storage 
ring in a natural continuation of the earlier work of S. Aoki, S. Kikuta and 
collaborators, who achieved the most successful holograms of the 1970's. The 
experiments [78] are in. an early phase but recent improvements to the storage 
ring have made it a highly suitable source for the continuation of this widely 
admired holography program. · 

A group comprising C. Jacobsen, J. Kirz, S. Rothman and the present 
author have been making holograms using the National Synchrotron Lig~t Source 
soft x-ray undulator beamline [79], which was used to provide a spatially and 
temporally coherent beam of 25 Ax-rays [47]. The optical layout of the 
beamline (fig 12) is similar to that needed in x-ray imaging experiments 
generally. For the hologram shown in fig 13 [47], the coherent flux was about 
108 photons per secondwhich gave about a one-hour exposure time and a dose of 
about 200 Mrads: The most recent recordings have exposure times of 2-4 
minutes. 

The recordings were made on 2000 A thick laye.rs of resist coated on 1200 
A thick silicon nitride windows supported on silicon frames. The developed 
resist was shadowed with gold-palladium at glancing incidence and imaged in 
the transmission electron microscope (TEM). The resulting photographic 
negative was finally digitized using a microdensitometer. 

The analysis [80] takes advantage of the fact that all holograms can give 
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an aberration-free reconstruction if they are illuminated with the original 
reference wave. This would not be a useful thing to implement experimentally 
for an x-rayGabor hologram becaus~ th~ r~constructed image would not b~ 
magnified. However, it is possible to mimic the same process i~ a computer and 
display the result to get any required magnif~cation. TPe calc~lation really 
consists of numerically simulating the propagation of the reference wav~ fn>m 
the hologram to the image in the Fresnel Approximation (i~ taking ~he Fresnel 
Transform of the data). The algorithm for doing this involves multiplying the 
data entries by a quadratic phase factor and taking the Fast Fo~rier ' 
Transform. On a MicroVAX II computer, it takes about five min~tes. The process 
of focussing takes place at this stage of the procedure and invo~ves 
adjustment of the propagation distance. 

An example of both a hologram and a reconstructed imag~ from the 
Brookhaven experiment are shown in fig 13. The samples were mo~nted on 
electron microscope grids and by reconstructing the image of the edge o! one 
of the grid bars, it was determined that the system resolutiop, defined as the 
distance from 10% to 90% of the step-height, was not worse than 630 A. 
However, on the basis of spectral analysis of the hologram recordings, we can 
show that information was recorded at less than 200 A r~solution. Th~s 
presents a challenge to improve the reconstruction technique. The resolution 
was influenced by the frequency at which the hologram was sampled, which 
caused a loss of higher frequency information. Therefore, it is not 
legitimate to infer anything about general dose requirements from the dose 
used in this case. 

As one might expect, there are considerable hopes for using lasers in the 
making of x-ray holograms [96,97,98,99]. The first step in this approach has 
been made by Trebes et al. [100] who used the Lawrence Livermore Laboratory 
206 A laser to record and reconstruct holograms of test objects at a 
resolution of 5 microns. 

THREE-DIMENSIONAL IMAGING 

One of the main goals of imaging by·holography or D. Sayre's diffraction 
procedure, is to provide three-dimensional information. The diffraction limits 
to this depend on the NA as described above. The NA in holography is not 
normally defined by the size of a physical aperture such as the edge of a 
lens but is determined in a complex way by the transfer f~nction of the resist 
as a function of frequency (aperture angle), the power spectrum of the sample 
and the coherent x-ray exposure. These parameters, together, determine the 
roll-off of the signal-to-noise ratio at high frequencies and hence the NA and 
the resolution. · 

· The transverse and longitudina:).. resqlutions are relat;ed through the 
numerical aperture (equations 1, 5) and for experiments at low transverse 
resolution (low NA) the longitudinal resolution may be much larger than the 
sample thickness making the measurement two-dimensional. (Note that for this 
two-dimensional imaging regime, the dose scales as the SQUARE of the 
resolution.) To achieve three-dimensional imaging one has therefore to 
improve the numerical aperture and thus both types of resolution. For example, 
the Brookhaven holography experiments reported above had a numerical aperture 
of about 1/40. If that could be improved to about 1/8 then we would have a 
transverse resolution of 100 A and a longitudinal one of 1600 A, which would 
be quite useful. However, once true, three-dimensional imaging was being 
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practiced, the dose required would scale as the SIXTH POWER of the transverse 
resolution (see later), so progressing toward 100 A would certainly ~mply that 
one would be dealing with extraordinarily high doses and it is hard to imagipe 
making more than a few exposures of a sample (say two for a stereo-pair, for 
example) if one pushed.to the limit in that way. 

Another approach may be exemplified as follows. Suppose we have an 
exposure at some given resolution and that we have a way to improve that by a 
factor of two for a hologram from a single view direction. This would give 
four times better depth resolution and sixty four times more dose. However, an 
alternative strategy would be to forego the factor two resolution improvement 
and make sixty four more exposures at the same resolution with different 
illumination directions. This would provide greatly superior three-dimensional 
mapping and would lead us into a form of tomography which is usually called 
diffraction tomography [81,82] because the wavefield emerging from the sample 
spreads out and propagates according to the laws of diffraction. This is in 
contradistinction to the conditions normally encountered in computerised axial 
tomography (CAT) scanning, which is based on the laws of geometrical optics. 

The two choices discussed here represent opportunities to seek either 
the best resolution or the best- three-dimensionality. We suggest that 
resolution is not the only criterion for useful imaging and that the advantage 
of being able to measure the full three-dimensional density map,(or other type 
of information such ~s chemical), may justify some compromise of the 
resolution. 

The choice between the two approaches is partly an instrumental one. If 
the available source was an x-ray laser, then the large dose, single shot 
approach would be required. With a synchrotron radiation source the 
diffraction tomography option would be somewhat more compelling. 

In the next section we review some of the basic ideas of diffraction 
tomography and provide some references where further information can be found. 

DIFFRACTION TOMOGRAPHY 

A diffraction tomography experiment could consist of illuminating the 
sample with monochromatic plane waves and measuring both the amplitude and 
phase of the diffracted field at some plane perpendicular to the illuminating 
direction and downstream of the sample. The same experiment would then be 
repeated many times for different illumination directions. Starting from an 
understanding of CAT scanning one might suppose that by allowing the wave to 
spread and diffract, the information content would be compromised severly. 
However, it was shown by Wolf in 1969 [83] that the information may in fact be 
pres~rved and can be extracted by taking the complex two-dimensional 
Fourier Transform of the measured wavefield (see equation (9) and discussion). 
Provided the measured wavefield is the same as the Born Approximation to the 
wavefield, this determines certain values of the three-dimensional Fourier 
Transform of the complex refractive index distribution of the scattering 
object at Fourier frequencies lying on the Ewald Sphere in frequency space. 
This is known as the Generalised Projection Slice Theorem. By making further 
measurements at different illumination directions one can fill in more data 
points on other Ewald Spheres that are rotated about the origin with respect 
to the first one. When a sufficient number of spheres of data have been 
accumulated, one strategy is to interpolate the data to fill the frequency 
space on an appropriate grid of points. A three-dimensional Fourier Transform 
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then returns the desired values of the complex refractive index distribution 
of the sample. 

This procedure has been applied using sound, radio waves, microwav~s and 
seismic waves, but not, so far as we know, x-rays, presumably due to the 
difficulty in obtaining the phases in this case. The computational methods 
that can be used are not limited to those based on interpolation and the 
Generalised Projection Slice Theorem as described above. A good deal of effort 
has been devoted to designing very general and powerful algorithms [81,8~] 
which deal with limited amounts of data and noisy data and which allow prior 
knowledge to be used. We are interest~d in understanding the conditions under 
which this kind of approach could work with soft x-rays. At first sight it 
seems that the whole procedure depends on the use of the Born Approximation. 
However, cases where the Born Approximation breaks down can be treated by a 
device called the Rytov Approximation. [82,84,85]. This method essentially 
provides an approximate way to calculate what the Born Approximation to the 
scattered field WOULD have been, had you done a direct, forward calculation 
using it. From the point of view of implementation the Rytov method involves 
virtually the same amount of processing as the Born. 

In Table II we provide some optical data for biological materials at 30 
A which allow one to get a feeling for whether the Born and Rytov validity 
criteria are met in soft x-ray imaging experiments. The criteriq. for both are 
based on the idea of a linear approximation to the wave equation for "weak" 
scattering of the incident wave. (The exact calculation is very intractable 
and little progress has been made with it.) Both approximations ~sually 
require that the scattering potential (the refractive, index distribution) 
should be expressible as the sum of a background term that is real and a 
sample term that may be complex but must be small compared to the background. 
This is well satisfied in our case because the refractive index is always 
equal to unity minus small correction terms. Both also require that the 
scattered amplitude be small compared to the incident. Th~s is also likely to 
be true for all soft x-ray diffraction experiments. The essence of the Born 
Approximation is that each element of the sample is assumed to be illuminated 
with the UNMODIFIED incident wave. This requires that the total attenuation be 
small as well as the scattering and this is certainly not satisfied by most 
soft x-ray imaging experiments. It is this difficulty that is resolved by the 
Rytov Approximation because it requires only that the attenuation and phase 
change PER WAVELENGTH [84,85] should be small. This is a much easier 
requirement and as shown in the table is well satisfied for the kind of 
experiments that we envision. 

The conclusion from this is that soft x-ray imaging experiments in or 
near the water-window spectral range (23-44 A) do indeed satisfy the 
conditions for the use of the established procedures of diffraction tomography 
using the Rytov Approximation. This opens possibilities for new types of 
experiments in the future. 
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TABLE II 

OPTICAL PROPERTIES OF BIOLOGICAL MATERIALS [96] AT 30 A 

PROPERTY YATER PROTEIN DNA LIPID CARBOHYDRATE 

Index real part (o). 0010 .0015 .0017 .0012 .0017 

Index imag part ({J) .000047 .00057 .00076 .00038 .00039 

Phase change per .0063 .0094 .011 .0078 .011 
wavelength (2~o) 
(Radians) 

Attenuation per .00059 .0072 .0095 .0048 .0049 
wavelength (4~{J) 

Absorption length 5.1 .42 .32 .36 .61 
(microns) 

phase change per 10.7 1.3 1.1 1.62 .2 
abs. length (o/2fJ) (2.1 per 
(radians) micron) 

RADIATION DAMAGE 

There is very little experimental evidence available concerning the 
effect of soft x-rays on biological material. "What we would like to understand 
is the degradation of the image that we measure AT THE RESOLUTION THAT YE ARE 
USING and in the context of what we hoped to learn from the image. In the 
absence of direct evidence on this point we must turn to the evidence 
available from other imaging methods particularly x-ray crystallography and 
electron microscopy coupled with our understanding of the physics of the 
interaction of soft x-rays with matter. 

The x-ray crystallography community have been illuminating protein 
crystals with x-rays for something in excess of half a century. However, in 
spite of this extensive experience, quantitative data on radiation damage 
is quite hard to find. The broad conclusion seems to be [86] that to obtain a 
usable data set, one has to apply a radiation dose of at least 1-10 Megarads 
and that protein crystals in general are able to withstand such a dose and 
still provide 1.5-2.0 A resolution data, particularly if the dose is applied 
sufficiently rapidly. 

For electron microscopy, values of the critical radiation dose for damage 
to various organic materials are tabulated in the reviews b1 Glaeser and 
Reimer [87,88]. The average value is about 0.01 Coulombs/em with a variation 
of around one order of magnitude in either direction for the range of 
materials that were measured. At 60 keV this is equivalent to 1000 Megarads. 
The end-points defining the critical dose in the above measurements were 
mostly loss of electron diffraction efficiency and mass loss. 

From a microscopy viewpoint the most useful form of radiation damage 
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measurement is that in which the fading of particular diffraction spots is 
measured as a function of dose [89,90,91]. From the d-spacing of the 
corresponding Bragg planes one can tell the resolution level at which detail 
is being destroyed. Glaeser and Taylor [90] observed that, in their 
experiments on crystals_ of the enzyme catalase, the resob,1tion level decreased 
linearly with the logarithm of the applied dose. Their curves allow an 
extrapolation to the resolution values that one would like to use in x~ray 
imaging experiments and thus an estimate of the permitted dose in those cases. 
Values of the dose to destroy 100 A structural detail are between 2xl09 and 
lxlolO rads for the various preparations used, However, all the preparations 
were either embedded or frozen so that the enzyme molecules were at least 
partially protected by the "cage" effect from attack by the products of the 
radiolysis of water. In aqueous solution one would expect the mat~rial to be 
rather more radiation sensitive but it is not clear on what timescale the 
damaging processes would work. It is known from the increased radiation 
tolerance of protein crystals at synchrotron radiation facilities (high dose 
rate) compared to laboratory sources (low dose rate) that some of the damage 
mechanisms are slow, requiring at least minutes to operate. It would be 
valuable to have a better understanding of this matter. 

It is important to recognize that the levels of dose that we are 
discussing are far in excess of the levels where major biological changes 
occur. However, we also note that this has not prevented electron 
microscopists and x-ray crystallographers from making outstanding 
contributions to biological science. In fact, important biological effects 
occur at the doses needed for imaging by all of the techniques mentioned so 
far including the x-ray ones. The reason that x-ray microscopy promises to 
provide some progress in the imaging of radiation sensitive samples is not 
that x-rays deliver any less dose per particle, but rather that th~ lower 
background and improved contrast of x-ray images lead to a higher quality of 
information for whatever dose is permitted. 

There are also various ways to reduce radiation damage (cooling, 
radical scavengers etc.) that are used by some experimenters, and of course 
these could also be applied to the x-ray techniques discussed here. 

Now that we have discussed the nature of the contrast and the physical 
processes involved in forming images in the four types of microscopes u~der 
consideration, we are in a position to calculate the radiation doses involved. 
Such calculations have already been done by Sayre et al [93] for a number of 
cases including x-ray amplitude contrast and some comparative studies of 
illumination by electrons but not for x-ray phase or scattering contrast. 
Calculations of the dose required for holographically imaging spherica~ 
objects have been made by London et al. [101]. 

Following Glaeser [87], Kirz et al., [35] Sayre et al. [93] and others, 
we choose. to adopt the so-called Rose criterion [92] for detectability. This 
states that for our definition of contrast, a feature will be detectable if 
the contrast is at least five times the noise-to-signal ratio. If the noise 
is shot noise, this implies that the required number of counts N, is given by 

or 

C 5 ~N/N 

25;c2 N (34) 

We will calculate the dose applied in obtaining N counts from a given sample 
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pixel. We do not include any allowance for imperfect recording of the counts 
or for achieving an image quality higher than the minimal detectability 
implied by the Rose criterion. Furthermore, our definition of contrast is 
very simplistic (more so than that used in [93]) because for two-dimensional 
samples, we consider equal amounts (thicknesses) of the interesting material 
and the background. If the interesting material had a thickness less than the 
background or a density less than 100%, then the phase or amplitude contrast 
would be reduced, say by a fraction f. This would lead to an increase by a 
factor f-2 inN and hence also in the dose. 

We are seeking to understand the influence of the intrinsic material 
properties of the sample on the doses involved in x-ray imaging. In light of 
this, we make NO allowance for particular experimental imperfections. 

We consider the same three examples of contrast mechanisms that we used 
earlier, namely, amplitude, phase and scattering for the same two materials, 
protein (of density p) and a background of water. The first two are assumed to 
be used with a two-dimensional sample of thickness t and in all cases the 
transverse resolution is taken to be d. The dose is the energy deposited per 
unit mass. 

For amplitude contrast, the dose (for given N and d) is inversely 
proportional to the thickness so we calculate the dose-thickness product D.t 

(35) 

For phase contrast we get 

For scattering contrast our task is more complicated because the 
scattering (leading to imaging) and the absorption (leading to dose), scale 
differently with pixel size. In order for N x-rays to be scattered by the 
pixel, Naa/as will be absorbed. Using (20) we arrive at the following 
expression for the dose associated with scattering contrast. 

In all three expressions, we have kept the fundamental constants, the 
material-dependant factors and the resolution dependence separate. 

As an example of the use of these equations we show in fig 14, the 
dose (or the dose-thickness product) required under the assumptions given, to 
image a feature of transverse width, 200 A. The most striking features of all 
of the curves are the regions where the required dose diverges due to the 
contrast passing through zeroes near the sulfur Land carbon Kedges. More 
encouraging is the behavior of the the amplitude (absorption) contrast which 
is quite expected and shows, once again, the value of the water window in 

·providing a natural contrast between protein and water. It is less welcome to 
see that the amplitude contrast is so low (fig 5) at higher energies that the 
dose increases more than two orders of magnitude compared to the water window. 
Unfortunately this applies to the region of the K edges of such biologically 
important elements as sulfur, phosphorus, chlorine, potassium and calciUm. 
However, what amplitude contrast cannot do, the other two contrast mechanisms 

.. 



27 

seem well suited to do. 
The phase and scattering contrast curves are rather similar in shape 

because the scattering strength tends to be dominated by f1 in much of the 
spectral region. For both of them, the region near to the oxygen edge is 
interesting for imaging although above the energy of the oxygen edge there are 
also excellent opportunities. The advantage that these for~s of contrast 
hold over absorption contrast outside the water window is that Dp and Ds 
contain the absorption strength explicitly while Da does not. Thus Dp and Ds 
profit from the rapid (-5/2 power) falloff of f2 with energy well above the K 
edges of the light elements, while Da gains nothing because in absorbtion 
contrast one must always continue to absorb! 
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FIGURE CAPTIONS 

1. Comparison of the penetration of soft x-rays and electrons in water and 
protein in the spectral regions in which they are often used for ~maging. 
Data are taken from [93,96]. 

2. Not&tion for the mathematical description of scattering of the incoming 
x-ray wave by the sample. 

3. Geometry of the Ewald sphere relative to the in and out directions of the 
x-rays and the optical aperture. The NA is sin~ in this case. 

4. Plot of scattering strength of water, protein and protein against a 
background of water. The protein-water difference signal in the latter 
case is calculated by means of a coherent subtraction. 

5. Contrast (C) between protein and water according to the definitions given 
in equations 24, 25, 26. Note that to allow use of a logarithmic scale 
the quantity plotted is actually l+C so that the line "y=l" represents 
zero contrast. 

6. Optical layout of the Gottingen, imaging x-ray microscope including the 
~-by-two phase shifter that produces Zernike phase contrast. 

7. Comparative brightness plot for various x-ray sources from K. J. Kim 
[ 43]. 

8. Example of a picture made with the Gottingen, imaging microscope by 
Vladimirsky, Kern, Meyer-Ilse and Attwood [64]. The image is a part of a 
larger picture of the gate level pattern of an experimental 0.1 micron 
metal-oxide-semiconductor field-effect transistor. The marked feature is 
a clearly resolved 700 A gap. 

9. Optical layout of a scanning x-ray microscope showing the geometry of x• 
ray illumination. The zone plate itself forms the aperture which rejects 
all radiation except that in a single mode as explained in the text. 

10. Image of shrimp muscle as described in reference [70] made using the 
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Brookhaven microscope by S-F. Fan, H. Rarback, H. Ade and J. Kirz · 
Geometry for recording Gabor holograms such as that in fig 13 (top) and 
geometry that could be used to make Fourier holograms using a zone plate 
lens (bottom). · ( 
Optical layout use.d in recordi1ng the hologram in fig 13 at the National 
Synchrotron Light Source X-ray ring at Brookhaven National Laboratory. 
Hologram and reconstruction of a clump of air.dried zymogen granules 
taken from the pancreatic acinar cell of a fasted rat. 
Plots of calculated dose required to image a resolution element 
consisting of protein immersed iri water based on the assumptions given in 
the text and on the diagram. Note that the curve for amplitude contrast 
is for the dose-thickness·product in Mrad.micro:ns; 
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