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Abstract

Jet fragmentation properties have been studied in collisions of protons and antiprotons at

" a center-of-mass energy of 1.8 TeV, using the Collider Detector at Fermilab (CDF). The

fractional momentum distribution of charged particles within jets is presented and compared

~ with Monte-Carlo predictions. With increasing di-jet invariant mass from 60 to 200 GeV/c?

the fragmentation is observed to soften as predicted by scale breaking effects in Quantum
Chromodynamics (QCD). The charged multiplicity in the jet core is observed to rise with
di-jet invariant mass.

- This work was supported by the U.S. Department of Energy and Lawrence Berkeley ‘

" Laboratory under Contract DE-AC03-765SF00098.
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Chapter 1

- Introduction

Over the past few decades, there has been substantial progress in understanding the nature

| of matter at the smallest scale - the elementary particles and their interactions. On the
~ experimental side, technological advances ip accelerators, detectors, electronics and comput-
ers have enabled physicists to observe elementary particle interactions at very high energies
- (equivalently, at smail distances), facilitating many discoveries such as the Quark structure

‘of nucleons and the existence of vector bosons. On the theoretical side, a vast quantity

of knowledge about elementary particles and forces has been incorporated into a sxmple

framework known as the ‘standard model’. This theoretical synthesis has brought about -

. many predxctlons which thus far have not been contradicted by experlmenta] data

Accordmg to the standard model, all matter is composed of two basic types ef par-
ticles, quarks and leptons, and their corresponding antiparticles. The quarks and leptons
come in several varieties (‘flavors’), as listed in Table 1.1. The standard model describes
three forces (interactions) these particles experience: the electromagnetic interactioﬁ be-
tween charged particles and photons, described by Quantum Electrodynamics (QED)[1];
the weak interaction, which at low energy is responsible for radioa.ctivity,'and at high en-
ergy is unified with -QED in the Weinberg-Salam SU(?).X_U(l) model[2]; and the strong
interaction between quarks and gluons, which causes the forces between nucleons, described |
by the SU(3) gauge theory Quantum 'Chromo.dynamics (QCD)[3]. ?

The sub ject of this thesis, hadronic jets and their properties, deals with the strong in-

! Gravity has not been incorporated into the model however, at presently attainable energies, the gravi-
tational interaction is of negligible strength in comparison with the others.



Table 1.1: Fundamental matter particles of the standard model.

QUARKS

charge

‘down’-type quarks d $ b -
‘up’-type quarks u ¢ t +

[P AT

(2 not yet observed)
v

LEPTONS
charge
Charged leptons = e p T -1
Neutrinos Ve Uy Uy 0 (massless?)

Figure 1.1: Interactions of quarks and gluons in Quantum Chromodynamics.

teraction. QCD is a renormalizable field theory similar to QED, in that quarks?, which carry
a different kind of charge called ‘color’, interact with glﬁons (analogous to photbns in QED)
via a Lagrangian similar in 5ppearance to the QED. Lagrangian. Unlike QED, the gauge
symmetry is non-Abelian, causing gluons also to possess color charge and consequently in-
teract with gluons as well as quarks. The basic interactions among gluons and quarks are
the Feynman vertices shown in Figure 1.1. The additional gluon-gluon interactions cause
the strong coupling constant a, = g2/47 to have a qualitatively different behavior with Q?

(the interaction momentum transfer scale) than the QED couplihg constant agep = e?/4r.

2For simplicity, both quarks and antiquarks will be referred to as quarks in this discussion.
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Figure 1.2: Q? dependence of the strong couplingvconstant a, and the QED coupling :
- constant a. D

The Q? dependence of as, illustrated in Figure 1.2, is approximately

47
(11 - $Nf)In(Q?/A%cp)’

where Ny is the number of quark flavors with mass less than @, and Agep is a constant,

as(Q2) =

determined experimentally to be about 0.2 GeV.

The ‘running’ of the strong cdupling constant causes the strong interactibh t(v)'vbe
very different at small versus large Q2. In the infinite Q? ‘limit, quarks and gluons éré_
‘asymptotically free’ particles, and the theory is well behaved. Below about (1 GeV)?, _
however, the coupling becomes large and the techniques of perturbation theory can not be
applied; it is believed that this causes the quarks and gluons to be confined into hadrons
and not observable in isolation. |

The confinement of color charge .is responsible for the jet structure of high energy
hadron collisions. Though for an instant a gluon or quark may be knocked out of a proton,
as soon as it is separated by distances of the order of the proton size (approximately 1
Fefmi),,the potential energy becomes large enough to create quark-antiquark pairs from
the vacuum. Rather than the outgoing quark, a group of hadrons travelling approximately
in the original quark or gluon direction is obser_ved. The observation of jets, first in ete~

collisions{4] and later in hadron collisioxls[5],'pfovided s'frong evidence for the quark model

3



and QCD.

Prior to the advent of QCD as a dynamical theory, the ‘parton model’[6) ‘was proposed
to describe nucleon substructure seen in deep inelastic scattering experiments. The ‘struc-
ture functions’ F/(X), describing the distribution of the nucleon momenta among various

types of partons (quarks and gluons), Appeared to be only a function of the momentum

fraction X and to scale with the probing momentum transfer. Similarly, the ‘fragmentation.

function’ D(Z) describing the momentum distribution of hadrons from an outgoing quark

was assumed to be a function of the momentum fraction Z and independent of Q2. Further,

it was suggested that these functions could be used to describe a large variety of processes

including deep inelastic scattering, ete™ annihilation, and hddron collisions.

The theory of QCD was later seen to support the basic parton model tenets as
its lowest-order approximation; the exception is that the existence of a momentum scale
(Agcp) in the theory would necessarily introduce scaling violations (Q? dependence) in
the fragmentation and structure functions. Since any ‘hard’ (high Q?) process involving
QCD includes also the ‘soft’ (low Q?) region, higher orders always enter in, which can be
absorbed into the fragmentation and structure functions. The Q2 dependence acts to hinder
" the quantitétive comparison of the different processes, because of arﬁbiguity regarding the

precise definition of Q2 for a particular process.

1.1 Hadron Collisions

Jet production in proton-antiproton collisions in the Q‘CD-improved parton model is il-
lustrated in Figure 1.3. The incoming protons and antiprptons may be thought of as a
broad-band parton beam, where the structure functions describe the effective luminosity
of incoming gluons and quarks. The transverse momenta of the incoming partons is small
compared with their momenta in the beam directions. Pairs of constituent partons with
momentum fractions z; and z, collide with a subprocess cross section #(3,t, @) appropriate

to the parton species. The kinematic variables 3, { and @ are defined (for massless partons)
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Jet

Beam jet

Figure 1.3: QCD improved parton model description of jet production.

by the relations:
§=(p1+p)? = 11228,
t=(p1 - ps)’,
and’

o= (pz2 ~ Pa)z-

The remnants of the incoming hadrons add an ‘underlying event’ background to the jéts

from the hard scatter.

The cross section for inclusive jet production in lowest order is obtained by summing
over the parton subprocesses that contribute, weighted by the parton distributions and
the subprocess cross sections. The calculated differgntial cross section versus transverse
momentum (Pr) at the Tevatron center-of-mass energy /s = 1.8 TeV is shown in Figure 1.4,
as calculated from the PAPAGENO program[7] using the EHLQ set 1 structure functions|8]. |
Between 20 and 100 GeV/c, the cross section decreases by several orders of magnitude,
primarily a reflection of the structure functions, which are peaked at low X values. The
predicted fraction of events as a function of Pr which are gluon-gluon, quark-gluon and

quark-quark collisions is plotted in Figure 1.4b. Thé_ fraction of quark-quark scatterings is



(%] -

= A N R AASE Annat T-Th A AR A A A
v F - solid total s ]

3 ots gluon-gluo > 0.8 —
g 10 r- AN ga:he‘ll quarf(l-q\!:ar : v 0.8 . : gluon-gluon *
E 102&" "\ - © 06 /,J\/"/\/\/\p
nt 10k §04 F .
g 0: ..3 a ~ gluon—quark 1
o 10 _ I Q.Z 2 M .
v 10--llllllliillllllllllllll~‘ &* 0.0 :llll W | llJ;lllllllllLL-

0 20 40 60 80100 0O 20 40 60 80100

Jet P.r (GeV/c) - Jet PT (GeV/c)

Figure 1.4: a) Cross section for QCD jet production in 1.8 TeV Pp collisions. Also shown
are individual contributions from quark-quark and gluon-gluon collisions. b) Fraction of
gluon-gluon, quark-gluon and quark-quark events as a function of jet Pr.

only a few percent of events, rising slowly with Pr. The plot also shows that the outgoing

jets in these collisions are expected to be approximately 75 percent gluon initiated. -

1.2 Jet Fragmentation

The fragmentation properties of the jets should be entirely specified by QCD (with the
exception of effects due to weak and electromagnetic decays), if QCD is indeed the correct
théory of strong interactions. Fully understanding the phase transition in which hadrons
are formed is beyond the capabilities of present mathematical techniques. The transition
may not be very complicated;- models have been developed, such as the string model{10]
and the cluster models[11, 12], based on physical intuition, which describe fragmentation
data reasonably well; But they do not tell us w.hether the QCD theory is right or wrong.
At mgher and higher jet momenta, QCD is able to make more solid predictions
aibo_ut jet properties[13, 12]. As illust;ated in Figure 1.5, the development of a jet can be
'schemaltically separated into four stages:( the production of a parton in a hard collision,
with a virtual mass on the order of the collision momentum transfer; perturbative evolution

of the parton to a lower virtual mass (~ 1 GeV), through gluon bremsstrahlung and quark-

&
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Figure 1.5: Schematic development of partons into jets of hadrons.:

" antiquark pair production; the transition into hadrons; and the decay of unstable hadrons.

. With increasing jet energy, as the tools of perturbaition theory become applicable to a lérger '_ .

portion of the jet development, QCD is able to make two solid predictions:

o The fragmentation properties of quark jets and gluon jets should be different at high
energy. The differences should asymptotically reach a maximum for infinite jet energy.
For example, the ratio of average multiplicity in gluon versus quark jets was predicted
to be 9/4 (the ratio of gluon to quark color charge)[14], with higher order correctioﬁs _
giving a value somewhaf lower (~ 2)[15]. Equivalently, the fragmentation function for
gluon jets should be ‘softer’ (more steeply falling), with more of the jets momenturﬁ

taken up by low Z particles[13].

o For each type of jet, the fragmentation function should become more peaked at very

low fractional momenta Z, with a correspondingly higher average multiplicity, as

o energy increases. The Q? dependence of the quzirk and gluon fragmentation functions
(from measurements at a fixed Q2 value) can be calculated from the Altarelli-Parisi

evolution equations|19]:

0D,(2,Q%) .

61nQ2 “or /1 dZ’[D z', QZ)qu( =)+ Dy(Z', Q? )qu( )]



2 1 ! A ‘
6139“]1(1?(,2g ) = __20_;_ /Z %[Z Dq(Z,,Q2)qu(7) + Dg(Z’,Qz)ng(_Zi)]

In the above formulae, D, and Dy are the fragmentation functions for quark and gluon
jets, respectively, and P,3(z) is the probability for a to split into b with momentum
fraction z, calculated in QCD. The Altarelli-Parisi equations were originally applied

to the structure functions.

Peterson et al[20] point out two other sources of non-scaling behavior in the fragmen-
tation function (specifically in ete experiments). The first is nonperturbative phase space

effects introduced by finite hadron masses and nonzero transverse momenta within the jet.

These effects are expected to be negligible in comparison with perturbative evolution for

Pr above ~ 30 GeV/c. The other source is increa.sed-heavy (c and b) quark production.
The fragmenta.tion function of heavy quark jets into primary heavy hadrons is concentrated
at high Z. The primary mechanism for heavy quark production at the Tevatron is gluon
splitting (as opposed to s channel production) so their effect on the inclusive fragmentation
function is not as dramatic as for ete~ jets.

The experimental evidence for differeﬁces between quark and gluon jets is not clear.
In ete~ data, some studies have shown evidence for gluon jets fragménting with higher
average multiplicities[16], a steeper fragmentation function(17], or larger internal transverse
momenta[18]. In general, these studies used asymmetric three-jet events to obtain a gluon
enriched jet sample, and therefore compare the jets at different Q? values. By comparing
. symmetric three-jet events at /s = 35 GeV with two-jet events.at \/E = 22 GeV, TASSO has
reported seeing no evidence of quark/gluon differences in the frﬁgmenta,tion function(21].
In Pp collisions, the UA1 Collaboration compared the fragmentation of gluon and quark
- enriched jet samples, ﬁom different dijet kinematic regions{22]. Jets from the ‘gluon’ sample
(at an average dijet invariant méss of 95 GeV/cz) were observed to fragment more softly

than jets from the ‘quark’ sample (which had an average dijet invariant mass of 130 GeV /c?).

g;
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Chapter 2

'Experiment Deséription

2.1 CDF Experiment Overview

The Collider Detector at Fermilab (CDF) is an ongoing experiment to observe collisions_x of
protons and antiprotons at the highest center-of-mass energy available to date. The colla,b;»v‘

oration inéludes over two hundred physicists from the United States, Italy, and Japan{23]. -

" Planning for the experiment began in 1978, and the first Pp collisions were seen in Octo-- .

ber 1985 using a subset of the CDF apparatus. In March through May of 1987, thé ﬁfs_t
significant amount of data was recorded with the nearly completed CDF experiment. The
analysis presented in this thesis uses these data, which amount to approximately 26 inverse
nanobarns of integrated luminosity at the center-of-mass energy /s = 1.8 TeV. In the past '
year the experiment has recorded over ‘4 inverse picobarﬁs, more than a factor of 100 in-
crease over the 1987 sample, allowing for high statistics studies of previously rarely observed
phenomena and a larger energy range in which to search for “new physics”. Additional runs
with an upgraded detector at higher luminosity are planned for the near future.

'CDF is a general purpose collider detector, in which the goal is to measure the features
of Pp interactions in as much detail as feasible. The detector is shown in an isometric view
in Figure 2.1. The various subsystems are designed to detect most standard model objects

or their decay products. These subsystems include:

- tracking detectors for non-destructive measurement of charged particle momenta in a

1.5 Tesla solenoidal magnétic field.

- finely segmented calorimetry for measuring energy and direction of single particles
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(hadrons, electrons or photons) or jets of particles via total absorption. As the
‘calorimetry covers nearly the complete 47 solid ‘angle, non-interacting particles such
as neutrinos can be “detected” in events with substantial transverse momentum im-

balance.
- chambers outside the calorimetry for detection and momentum analysis of muons.

A ﬂeijle multi-level trigger system enables the experiment to collect several sets of data
Qith more or iess complicated criteria based on the detectable objects mentioned above.
These can be analyzed independently to inveétigate many different physics topics. In this
sense the experiment may be thought of as a laboratory in itself.

In the following sections, the accelerator and those detector components that are
relevant to this work will be described, which include the tracking detectors, the ca.lorimetfy, v.
and the data acquisition and trigger systems. The complete CDF apparatus is described in

detail in [24] and references contained therein. An orthogonal coordinate system is utilized

in which z, y and z are the distance in horizontal direction outwards from the center of the

accelerator ring, the vertical direction, and in the proton beam direction, respectively. ¢
is the azimuthal angle, and @ is the polar angle to the proton beam direction. Transverse
momentum Pr or energy Er are simply the momentum or energy multiplied by sin4. An

additional useful variable is the pseudo-rapidity n defined by the relation n = — Intan(8/ 2)

2.2 Tevatron Cbllider

The CDF experiment is located at the BO interaction region of the Fermilab Tevatron
Collider[25]. The Tevatron is presently the world’s highest energy accelerator and the
first to extensively utilize superconducting magnet technology. The Tevatron is the final

component of an accelerator complex which includes:

- A linear accelerator for the preacceleration of protons from hydrogen gas.

- An antiproton storage ring which’ utilizes 'thé"pr'indple of stochastic cooling[26] to

collect up to 1010 antiprotons per hour.

11



- The Main Ring which accelerates bunches of protons and antiprotons to 120 GeV for
injection into the Tevatron. The Main Ring occupies the same tunnel as the Tevatron
“and passes directly above the CDF detector. It is used during Tevatron operation to

collide protons on a target for production of antiprotons.

The antiprotons and protons are injected in bunches of typically 10! particles, which
are accelerated ilsing RF cavities. In 1987 the Tevatron was oi)erated with three bunches
each of antiprotons and protons; which intersected each other within the detector every
seven microseconds. A pair of focusing quadrupole magnets located on eaéh side of the
CDF detector squeeze the beam to maximize the'luminosity. :

The luminosity £ is expressed in units of flux per area per unit_ time, and is used to

calculate the rate R for a process with a cross section area o by the relation:
. R=Lo

The peak luminosity achieved in the 1987 running period was 10%°/cm?/sec, which resulted
in a basic inelastic collision rate of about five kiloHertz. The collisions occurred in a spatial

region of approximately 60 microns RMS in radius by 30 centimeters RMS> in length.

2.3 Tracking Detectors

Within CDF there are four separate detectors for charged particle tracking: The Vertex
Time Projection Chambers (VTPC), the Central Tre.).cki.ng Chamber (CTC), the Central
Drift Tubes (CDT), and the Forward Tracking Chamber (FTC). The latter two were not
used for this analysis and ‘will not be described here. The VTPC, CTC and CDT are located
inside a superconducting solenoid. The coil, manufactured by Hitachi, Inc. of Japan, has
dimensions of five meters in length and three meters in diameter. The magnetic field is
1.5 Tesla oriented along the beam axis with nonuniformity of less than approximately two
percent in magnitude and direction throughout the tracking volume. The coil is constructed
of NbTi/Cu superconductor, and contributes 0.86 radiation lengths (at normal incidence)

in front of the calorimetry.
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2.3.1 General Tracking Principles

The CDF tracking detectors are conventional gas drift chambers. In such a device charged
particles travelling through the gas volume leave a trail of ionization. The average energy
lost in creation of electron-ion pairs (given by the Bethe-Bloch formula{27, 28]) reaches a -
minimum for velocity 8 ~ 0.8¢, and rises very slowly for more relativistic particles. Singly
-charged high momentum particles therefore leave a similar ionization signal as minimum
ioniéing particles, nearly independent of mass. Local fluctuations from the average energy
loss caused by single small impact parameter collisions are known as Landau ﬂuctuations.
The ionization electrons and ions then drift under the influence of applied electric (E)
and magnetic (B) fields. The electron drift velocity and trajectory depend on properties o'f_:v':
the gas (in particular, the mean time between collisions) and the magnitude and relative
orientation of .the E and B fields. If they are parallel, as is the‘ca,se for a time projection
chamber, the electrons drift along them; otherwise they move at an angle to the F field
direction called the Lorentz angle. | |
The electrons first drift through a region of uniform fields, experiencing diffusion
along and perpendicular to the direction of drift, before being collected at the sense wires.‘_
In the drift region the drift \;elocity is constant, so the distance from the track to the wire
is obtained from the time of the pulse as Ad = vy,;5;At. Depending on the gas and fields
used, the drift velocity may be sensitive to the gas density. If not, the drift velocity is said

to be saturated. Positive ions drift so slowly that they are not collected as signal, but may

cause field distortions if their density is large enough.

The electron signal is amplified very close to the sense wires by avalanche multiplica-
tion. This occurs when the local electric field is strong enough to accelerate electrons to the
necessary energy to ionize other gas molecules. The amplified signal will be proportional
to the initial ionization (proportional mode) if the field near the wire is low enough to keep
the avalanche small. The time, and in some cases the amplitude, of the avalanche signal on
the sense wire are amplified, digitized and recorded.

The charged tracks are then reconstructed from these ‘hits’. In the CDF case of a

13



Figure 2.2: Track parameters defined

constant B field along the beam axis, the tracks follow a helical trajectory with the radius
proportional to the particle’s transverse momentum:

Pr 333.56

@B = 1515 [T (GeV/e)

Tcuru(cm) =

based on a fit to the reconstructed track, five parameters are obtained which describe the -

trajectory in three dimensions. As illustrated in Figure 2.2, they are:

- the half curvature: ¢ = q/2rcur.v.

- the azimuthal angle at closest approach to the beam: ¢ = tan~!(P,/P,).

- the impact parameter: dp. This is the radial distance of closest approach to the beam,

and may be positive or negative, depending on which side of the track the beam spot

is located.

- the cotangent of the polar angle: cot = P,/ Pr.

the 2 coordinate at closest approach: zp.

The correlations between these fit parameters are contained in the 5 X 5 covariance matrix,

the diagonal elements of which are the squared fit errors of the individual parameters given

the assumed position resolution.

4
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Figure 2.3: Side view of a VTPC module.

Table 2.1: VTPC design parameters.

VTPC Specifications:

Number of modules 8

Inner radius 7 cm
Outer radius 2l cm
Sense wires 24 /octant
Sense wire spacing 6.336 mm
Drift length 1525 cm
Drift E field 256 v/cm
Drift velocity 42 mm/used
Max drift time 3.6 usec
Gas: 50/50 Argon-Ethane

2.3.2 Vertex Time Projection Chambers

The VTPC are 8 octagonal time p;‘ojection chafnber moduies situated iﬁlmedjately outside
the beam pipe, covering the angular range 3.5° < 6 < 176.5° (|n| < 3.5). Some details of
the VTPC construction are listed in Table 2.1. Eé.ch module consists of two 15 centimeter
drift regions separated by a central grid, as shown in Figure 2.3. Ionization electrons drift
in a uniform electric field parallel to the magnetic field and are detected by a piane of 24
sense wires at the end of the modules.

The VTPC measure a track’s z coordina.te with approximately 0.5 millimeter resolu-

tion, and the slope dr/dz. In the VTPC, informatibn_-on the ¢ direction of tracks is limited.

15



Table 2.2: CTC design specifications.

| Wire length ‘ : 3214 mm

Innermost sense wire radius - ~ 309 mm
Outermost sense wire radius ‘ ‘ 1320 mm
Number of sense wire layers ' 84
Number of superlayers 9 total (5 axial, 4 stereo)
Cells per superlayer 30,42,48,60,72,84,96,108,120
Sense wires per cell v . 12, 6,12, 6,12, 6,12, 6,-12
Cell tilt angle ' 45°
Sense wire spacing 10 mm
Drift field ' 1350 V/cm + 1.5% (rms)
Gas : Argon-Ethane-Ethanol (49.6%:49.6%:0.8%)

For low angle tracks ¢ is obtained by fitting tracks between modules tilted at a 11.3° stereo

angle. The main purpose.of the VTPC system is to locate the primary event vertex, which

is accomplished with a precision of approximately 0.1 millimeter. The VTPC are also used

to identify multiple collision vertices in the same bunch crossing.

2.3.3 Central Tracking Chamber

The Central Tracking Chamber is a large cylindrical drift chamber which occupies the |

volume between the VIPC and the solenoid coil. The primary purpose of the CTC is ﬁo

measure the momenta of charged tracks with high efficiency and precision. It is also used for

selecting electron or muon candidates at the trigger level with hardware track processors,
and rejecting backgrounds to electrons by réquiring consistency between energy and positidn
measured in the calorimetry with track momenta from the CTC. As the CTC plays a key
role in jet fragmentation analysis, it will be described in some detail, and further sections will
discuss such issues as pattern recognition, track ﬁn.ding efficiency and resolution. Several
important design parameters of the CTC are listed in Table 2.2.

The CTC covers the interval |p| < 1. Within this range a particle’s trajectory is

measured by 84 sense wire layers located between 31 and 132 .centir'neters radius from the

beam line. These layers are grouped into nine superlayers which are further subdivided into

cells to aid in local pattern recognition. Five axial superlayers are made up of 12 sense wire

€
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Figure 2.4: Axial superlayer cell geometry

| 1ayers that are parallel to the beam, providing information in the r — ¢ plane. Alternating |
| with these are four stereo superlayers tilted by +3° with respect to the z direction with 6
sense wire layers each. The polar angle # is obtained by matching hits of the stereo and
axial layers. ‘ |
. The cell geometry is nearly constant in all axial or stereo superlayers, with the number
‘of cells increasing from superlayer 0 (the innermost) to 8. A typical axial cell is shown in
Figure 2.4. The plane of alternating sense and field wires is tilted by 45° to the radial

direction. This orientation accomplishes three purposes:

- The electric and magnetic fields give a Lorentz angle of nearly 45° for the gas used,
~ causing the electrons to drift in the azimuthal direction. The azimuthal drift simplifies
the track reconstruction, and maximizes the uniform drift region by reducing dead

épace at cell edges.

- It is not known a priori from which side of the plane a given hit originétes, so in
addition to the real track there is a ghost track. The left /right ambiguity is easily -

solved since the ghost track is in most cases at an oblique angle, and does not match
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Figure 2.5: CTC read-out electronics
with track stubs in other superlayers.

- If a track has substantial Pr it will cross a sense wire plane in each superlayer pro-
ducing a hit with a short drift time. These are useful for triggering and in pattern -

recognition.

With the field configuration chosen, the drift velocity in the gas is saturated a,t.5.1 cent.i.me-
ters/microsecond, so the velocity and the Lorentz angle are not affected by small variations
from nominal conditions. | |

The electronics used to read out the sense wire hits are depicted in Figufe 2.5. The
signals are first amplified by hybrid preamplifiers which are a.c. coupled to the sense wire -
across a blocking capacitor and mounted directly on the CTC endplates. Cross talk from
one wire to another caused by ion motion is cancelled by a passive compensation network at
the preamplifier input. The signals go via ten meters of coaxial cable to Amplifier-Shaper-
Discriminator (ASD) cards located on the outside of the CDF detector. The ASD output
is a digital pulse, which travels 70 meters to the counﬁng room, W_heré the time and width
are digitized by LeCroy 1879 FastBus TDC modules. The TDC’s have a dynamic range of
512 nanoseconds in one nanosecond units, and can record up to 8 hits per wire on 96 wire
channels per TDC module. The data in a crate TDC’s are then read out and reformatted
by a SLAC Scanner Processor (SSP) module[29].

The position resolution at each sense wire is approximately 200 microns or slightly less.

This precision is determined primarily by the gas mixture and electric field and secondarily

18
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by the cell geometry. For stereo sense wires the resolution in the z coordinate is (200
microhs/sin 3°) or four millimeters. The CTC two track capability is approximately five

millimeters, due primarily to the inter-wire spacing and the read-out electronics.

2.3.4 CTC Track Reconstruction

" The raw data from the CTC are a list of wire addresses, hit times and widthé, not all

of which are associated with charged particles. The tracks used for physics analysis are
obtained in the offline reconstruction, a complicated and CPU intensive process. It is useful
to understand at a basic level how the reconstruction program works, in order to see where
systématic effects from the hardware and software can influence the physics results. The

track reconstruction algorithm is described in Appendix A.

2.3.5 Tracking Simulation

Detector simulation is an important part of CDF data analysis, as the simulation embodies
what is understood about the detector - what effects are important and which approxi-
ma,tiéns are valid - and allows the study of acceptance issues. Two different simulation
programs have been used for various purposes in this analysis. One is a full detector simu-
lation (CDFSIM) where raw hit data are generated which then needs to be reconstructed.
The full simulation and track reconstruction is very CPU time consuming, so an alternate
tracking simulation within the QFL program has also been used which directly generates
tracks from particles taking into account detector resolution.

In the CDFSIM program, generated particles are propagated through the CDF detec-
tor, starting from a specified or randomly chosen vertex . Each subsystem may be enabled
or disabled, but the effécts of interactions in the material will still be simulated. Within
the CTC a particle is moved in short steps past each sense wire. At each step it may

decay producing other particles, suffer multiple scattering or create delta rays. Hadronic

~ interactions in the CTC walls or VTPC are also simulated. If a low Pr particle spirals in

the detector it is only followed for 2.5 turns, so the simulated events are ‘cleaner’ in this
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regard than the. actual data.
Hits are generated for each sense wiré a particle traverses and stored in the raw
data bank. In doing so, the positions are degraded by Gaﬁssian detector resolution of 200
microns, and can be lost due to inefficiency or ovgrlap with other hits. A perfect linear
drift-time relation is assumed by default, and the track reconstruction program does not
'cérrect for this in Monte-Carlo runs. For reconstructing simulated data as real data, a
feature has been added to apply drift time corrections in reverse for simulation_. A record
is kept of which hits correspond to which generated particle for testing patterﬁ recognition
" using Monte-Carlo data. The CTC simulation within CDFSIM has been used for eétimating
track ﬁnding efficiencies and checking resolutions. | |
The faster QFL simulation is similar in design, .but makes 1arger steps, simulates the
most important effects only, and does not generate raw data. For many purposes this is
sufficient. The CTC simulation creates a track for each particle which penetrates fwd .‘o'r
mo.re superlayers and degrades the track parameters with nominal detector resolutions. In ,
comparing QFL tracking simulated events to data tracking efficiency must be taken into

account separately.

2.3.6 Performance

In the first operation of the CTC during the 1987 run, there were several_ problems, which

were not observed to seriously affect the quality of the data as a whole:

- A set of Uranium bars outside the coil caused enough radiation in the CTC to necessi-
.tate reducing some voltage. The radiation also caused large pulses which would cause
some electronics to oscillate, spoiling any event which happened to overlap. These

‘noise burst’ events are easily recognized and filtered out in the analysis.

- On about 1% of jet triggers, one or more SSP buffers would fill up and lose data.
Usually this was in coincidence with electronic noise but was observed to happen on

some very high multiplicity events.
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Figure 2.6: a) CTC leading-edge hit times in data and simulation. b) CTC hit widths in .
data and simulation. -

- One fourth of the outer superlayer and two cells in superlayer 4 were not operating

due to high voltage problems.

The hit leading-edge times and widths for all wires are shown in Figure 2.6 and

~ compared with the CDFSIM simulation. The hit time distribution has a flat plateau cor-

responding to the uniform drift region, falling off at large times due to the changing cell
width, and has a bump at low times due to nonlinearity in the time-to-distance relation for
crossing hits near wires. There are two peaks in the hit width distribution corresponding

to real hits and noise pulses, and a long tail from large angle tracks and hit overlap. The

simulation and data do not agree very well in the width of real hits.

Figure 2.7 shows a dijet event in the CTC r — ¢ view. Energy depositions in the
central calorimeter surround the CTC data. The tracks which have been reconstructed
are listed. Chargéd particles with Pr less than 400MeV/c curl up in the CTC and are
not found efficiently. A large number of hits, caused by these spirals or by noise, are not
associated with tracks which were found. The most notable feature of thé diagram is the
high local multiplicity in the two jets which can cause confusion in the pattern recognition

and degraded efficiency and resolution.
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Figure 2.7: CTC view of a dijet event.

22



2.3.7 Track Selection Criteria

Tracks found by the reconstruction program are required to pass a set of selection criteria
in order to be used. The criteria were chosen to reject (as much as possible) false or
poorly measured tracks without incurring substantial loss in efficiency. Figures 2.8a through

2.8e show the distributions of the variables with the cuts indicated. For comparison, the

| equivalent distributions from CDFSIM are also shown.. The criteria are as follows::

- Tracks must be found in three dimensions.

Impact parameter cut : |do| < 0.5 cm. Only tracks from the primary event vertex are

of interest for the fragmentation analysis.

Delta z cut: |20 — zepent| < 5.0 cm.

Fraction of possible hits used in the fit > 50%.

- RMS residﬁalé for axial and stereo hits < 900 and SOO microns, respectively. The -
residual distributions (Figures 2.8d and 2.8e) have long tails due to hit misassociation -

in the data that are not reproduced well in the simulation.

The fraction of tracks rejected by each of the above criteria is plotted in Figure 2.8f.

2.3.8 Track Finding Efficiency

A key element to the physics analysis is the tracking efficiency. The tfacking efficiency is
defined as the probability of finding a track which passes selection criteria in the region
of complete CTC acceptance, including charged pions and kaons which decay before or
within the CTC volume. In minimum-bias events the tracking efficiency was observed to
be nearly 100% independent of multiplicity. This is to be expected since in these events
particles tend to be well isolated and if not then the magnetic field bends them apart. In
jets the tracking efficiency falls substantially below unity due to high track density in a

small region in ¢ within the chamber.
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Three techniques have been used to estimate the track finding efficiency within jets.

These are described in detail in Aﬁpendix B. They are :

- Track merging. With jet data from the CTC as background, single simulated tracks
were added with limited P, to the jet axis and fche events were reconstructed as da.t#.
How often the tracks were found as a function of several'v‘ariables was then tested. The
track merging method is very CPU intenéive, since an entire event was réconstructe(i
to obtain a single test of efficiency. Also, since the modified eyents were more dense
than data, the method is expected to provide a pessimistic estimate. In z_a,ddition, the
interpretation of the ‘physics’ variables (the fractional momentum Z of the tra,ck,for

example) is ambiguous.

- Monte-Carlo event simulation. Monte-Carlo dijet events were generated, simulated
and reconstructed. The efficiency was tested for each charged particle associated With '
a jet. The efficiency estimate from this method ought to be somewhat optimistic,

since the detector simulation is ‘cleaner’ than the real data.

- Jet data. The fraction of tracks which were probably real tracks but failed track.
selection criteria for one reason or another was-measured. This method served as a

rough cross check of the other two.

The Monte-Carlo and track merging methods gave éstimatves which agreed.rea,sonably '
well with each other. The estimated tracking efficiency vis shown in Figure 2.9a as a fﬁnction
of the average distance in the r — ¢ plane to the nearest track in the event. The track
merging and Monte-Carlo methods both show that the efficiency falls when the average
distance between traéks is less than two centirﬁeters. If two tracks are very close in r — ¢
“throughout the CTC, then they are probably in the midst of a jet, so this is not a really
a measure of the CTC’s two track separation capability. Figure 2.9b shows the efficiency
estimated as a function of the rapidity of a track to the jet, for vtwo intervals of dijet invariant
mass. vThe efficiency is observed to depend both on the rapidity and the invariant mass in

a correlated manner.
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Figure 2.9: CTC track finding efficiency within jets. a) The efficiency evaluated as a
function of average distance in the r — ¢ plane to the nearest track, from the track merging
and Monte-Carlo studies. b) The Monte-Carlo efficiency evaluated as a function of the track
rapidity to the jet axis, for two intervals in dijet invariant mass. :

2.3.9 CTC Track Resolution

The CTC measures the curvature of a track (or equivalently, its sagitta) in order to de- |

termine the transverse momentum. Measurement errors of the curvature are Gaussian v

distributed, and are independent of the curvature if multiple scattering is neglected. Con- |

sequently:

- The relative precision in terms of momentum worsens linearly with increasing mo-

mentum :
5PT PT :
)
PT & x be

- The momentum errors are asymmetric. Tracks can fluctuate further upwards in mea-

sured Pr than downwards.

The curvature and angular resolutions of a tracking detector caused by measurement
uncertainties and multiple scattering are discussed in a paper by Gluckstern[30]. In that
. paper, the resolutions in those quantities is calculated from the estimated hit position

uncertainties, assuming the curvature and angles are determined by a least squares fit.
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Assuming the hit position uncertainties are uncorrelated with each other, the following -
relation was derived for the curvature resolution from N equally spaced measurements with

precision € over a track length L:

son £ [ 720
“ P\ N+s

. Thus the momentum precision of such a detector is predicted to improve as 1/BL2.

Multiple scattering in the gas or material introduces wire-to-wire correlated deviations
from an ideal helical trajectory. The effect of multiple scattering is to give a momentum
‘kick’ to a track. Thus it is only important at low track momenta, and dominates the CTC

resolution for momenta below one GeV/c.

Vertex constrained fits -

In the case where a particle originates from the primary event ve.rtex, including this’ 1n-
formation as a vertex constraint in the fit adds 30 centimeters to the track length. The
additional length should correspondingly diminish the curvature errors by a factor of typi— ]
cally (100/130)? or 0.6. The assumption that a track comes froin the primary vertex 1s1n
most cases true if the measured dg and zp match the vertex within their resolutions. -

For primary track candidates passing the selection criteria, the vertex constraint w'asb
imposed as a separate step from the original ﬁt; The true beam z and y positions were
used, which varied linearly with 2 of the event vert‘ex up to two millimeters offset ffom
z = y = 0.0, with an estimated uncertainty of 60 microns. The two constraint equations
do = 0.0 and zov= Zevent Were imposed using the Lagrange multiplier technique[32], and an
improved set of fit parameters and covariance matrix were calculated frbm the unconstrained

fit parameters and covariance matrix.

Monte-Carlo results on resolution

The actual resolution with which a track is measured depends on many factors, including
the density of nearby tracks and the effects dead cells have on a track. The resolution for

tracks within jets was investigated for this work using simulated tracks merged with data
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(Appendix B). As in the efficiency study, a track was identified with the inserted track if it
contained greater than 25 percent of the simulated hits. If a track was identified and passed
the track selection criteria, its parameters were compared with thevgenerated parameters.
The distribution of A(1/Pr) between the reconstructed and generated tracks is shown
in Figures 2.10a and b before and after imposing the vertex constraint. Inserted tracks were
within the momentum range 10 < Pr < 20 GeV/c. As expected, the addition of the vertex .
constraint improved the resolution by nearly a factor of two. There were a small number |
of tracks well separated from the central peaks of the distributions, suggestive of a non-
Gaussian ‘tail’ to the track curvature resolution. However, .interactive scanning of these
tracks révealed that they were caused by misidentification of the simulated track among the>
real tra,cks‘in the event. "
The r.m.s. 1/Pr resolution is plotted as a function of Pr in Figure 2.11. The ‘estimated .

resolution for vertex constrained tracks is parametrized:

(5PT_ 1 _ 2 2
e = Pri( PT)—\/(0.0015PT) +(0.004)

The 0.004 term is due to multiple scattering. At high momentum, the resolution is approx-
imately 6 Pr/Pr ~ 0.15%Pr. The three curves show this resolution and upper and lower

estimated uncertainties on the resolution.

2.4 Calorimetry

The CDF calorimeter measures particle energie‘s with almost complete azimuthal coverage
in the pseudo-rapidity range || < 4.2 (2 < 8 < 178°). The calorimetry is divided in depth
into separate electromagnetic and hadronic compartments. Different pseudo-rapidity ranges

are covered by four subdetectors:

- Central electromagnetic calorimeter (|5| < 1.1) and hadron calorimeter (Inl < 0.9).
- Endwall hadron calorimeter (0.7 < |g| < 1.3).

- Endplug electromagnetic calorimeter (1.1 < || < 2.4) and hadron calorimeter (1.3 <

In| < 2.4).
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- Forward electromagnetic calorimeter (2.2 < |n| < 4.2) and hadron calorimeter (2.3 <

Il < 4.2).

The calorimetry in CDF is segmented into a grid of towers in 7 and ¢ which project
toward the nominal interaction point at ¢ = y = 2 =»0.0. The towér segmentation, shown
in Figure 2.12, was chosen such that typical high Pr jets deposit their energy over several
'towers. . |

Figure 2.13 is a calorimeter displ.ay of the same dijet event shown in Figure 2.7.
In this calorimeter “Lego” plot the energy depositions of the two jets are clearly visible as
energy clusters in the n— ¢ tower grid. Energy deposited in the electromagnetic é,nd hadron
calorimetry are shown in lighter and darker shades.

Sampling calorimeters such as those in CDF are composed of two media: a passive,
dense medium causes a particle to interact and generate a shower of secondary particles,
the number of which are nearly proportional to the incident particle energy; and an active,
lower density medium which collects signals nearly proportional to the number of secondary
particles. Electrons and photons interact with the absorber via Ibremsstrahlung and pair
production in a characteristic distance called the radiation length Xg. For dense media the
radiation length (expressed in grams/cm?) is a,pprovxjvmately Xo ~ 180A/Z2[34], where A
and Z are the atomic number and mass, respectively. Hadrons interact with nuclei in a
typical length A, the absorption length, which is approximately 35A4/3[34].

The CDF calorimetry uses lead as the absorber for the electrofnagnetic compartments
and iron for the hadron compartments. The iron serves as a return yoke for the magnetic
field. In the central énd endwall calorimeters, the activé medium is scintillator, whereas
in the endplug .aAnd forward calorimeters gas proportional chambers are used to detect the

shower. The scintillator and gas calorimetry will be discussed separately in the next sections.

2.4.1 Central and Endwall Calorimeters

The central and endwall calorimeters cover the angular region 30 < 6 < 150° shared by

full CTC coverage. Important characteristics of these calorimeters are summarized in Table
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2.3. The central electromagnetic and hadron calorimeter are éonta‘ined in two arches of 24
wedge shaped modules, each covering 15° in ¢. The wedge modules also include a strip
chamber embedded in the electromagnetic section for position measurement.of electrons
and photons to £2 millimeters precision, and a muon chamber located outside the hadron
compartment. The endwall calorimeter is also divided into two groups of 24 modules which

“fit into the magnet yoke. The tower geometry is shown in Figure 2.14. Eéch tower covers
15° in ¢ and 0.11 units of 7. Five tower channels in 8 are cdvered partially by both central
and -endwall modules. | '

» In each tower the scintillation light is traﬁsferred by wavelength shifters and light
guides to a pair of photomultiplier tubesv located on each side of the module. For i.sola.Lte:d |
particles, the two photomultiplier signals are compared to improve the ¢ angular resolution _
and also reject anomalous depositions in a single tube.

The photomultiplier signals go to amplifier cards in crates mounted on the outside of -
the detector. Amplified signals above an analog threshold are digitized by ADC’S. Signals
from the hadron compartment alsc.) ha,ve‘ their times record.ed by TDC’s. The hadron TDC

information is used to reject out-of-time energy depositions.

Calibration and Monitoring

All of the central calorimeter modules were calibrated in a test bearri.‘ Electrons of 50 GeV
were used to determine the absolute calibration constants for the electromagnetic compart-
meﬁt in picocoulombs/GeV, ignoring energy which leaked into the hadron compartment
(typically one percent). The hadron compartment calibration was set using 50 GeV pions
which were required to leave only minimum ionizing signals in the electromagnetic compart-
ment. For each tower, the energy is defined as the unweighted sum of electromagnetic and
hadronic tower energies. The relative calibration of all central modules was also checked
using radioactive sources and cosmic ray muons.

The response of a scintillator calorimeter can change due to the effects of radiation

damage and scintillator aging. In addition, a magnetic field raises the scintillator light
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Table 2.3: Properties of the central and endwall calorimetry.

Central Central Endwall
electromagnetic Hadron Hadron

Number of modules 48 44 48
Number of layers 20-30 32 15
Absorber thickness 0.32 cm 2.5 cm 5.0 cm
Absorber material Pb Fe Fe
Scintillator thickness 0.5 cm 1.0 cm 1.0 cm
Scintillator material [ SCSN-38 polystyrene | PMMA acrylic | PMMA acrylic
Energy resolution 13.5%/VE 11% (50 GeV 7) | 14% (50 GeV =)
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Figure 2.14: Tower gebmetry in the central, endwall and endplug calorimetry.
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output, which in the case of CDF amounted to a five percent gain increase. Thus, it was

important to monitor the stability of the calibration with time. Several systems were used

for this purpose:

137

- A system of movable Cs'®’ radioactive sources was used to directly irradiate the

scintillator plates.

- Xenon flash bulbs were used to illuminate the waveshifters in the electromagnetic

compartment.

- A laser was used in the hadron calorimeters to inject light directly into the photomul-

tiplier tubes.

- Light emitting diodes (LED’s) were used in the electromagnetic calorimeter to monitor
the gain of the photomultiplier tubes. In the hadron calorimeter, LED’s were used to

stabilize the gain of the photomultipliers to 2% by pulsing between beam crossings.

With these systems, the absolute calibration of the electromagnetic and hadron compart-

ments were maintained to approximately 0.2% and 2%, respectively, throughout the run.

Response Linearity and Uniformity

The response of the calorimetef to particles with momenta between 0.5 GeV and 10 Ge;V,
was determined in situ in two separate studies using isolated tracks in the CTC. At energies
below 10 GeV, the lowest available test beam énérgy, t_lie response of the calorimeter to
hadrons devié,tes significantly from linearity. Most particles measured by the experiment,
in jets or otherwise, are at these low energies.

The first study[35] used data from minimum-bias data collected in 1987. Particles
(assume_d to be pions) were required to be isolated in a five by five rectangle of towers in
the range In| < 0.6. Substantial systematic uvncertainty to the results was caused by the
procedure for subtracting neutral background energy. An improved study was performed
with data from 1989 using a special trigger for high Pr particles as well as minimum bias

data. In the recent study the systematic uncertainties were diminished to approximately
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5 percent and the momentum range was extended considerably. The results of both stud-
ies are illustrated in Figure 2.15. The plot shows that the calorimeter average response
< Eneasured/ Pincident > deviates from unity by up to 40 percent for low momentum parti-

cles.

The central calorimeter responds nonuniformly to electrons and pions incident on

three regions:
- The crack where the two arches join at 8 = 90°.

- The 6 cracks between towers. A ten percent response loss for pions was observed at
the 8 cracks in the test beam, but this effect is only noticeable for events very close

- to the nominal interaction point.

- The ¢ cracks, within one degree of the boundaries between the 15 degree wedge

L 7]

modules. For jet measurements, the ¢ cracks are the most serious nonuniformity in
the central calorimeter, as they always project toward the collision vertex and the

response in them is low by up to 40 percent. -
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Table 2.4: Characteristics of the endplug and forward calorimeters.

Number of modules
Longitudinal sections
Anode layers
Absorber thickness
Absorber material
Energy resolution

Endplug
electromagnetic
8
3
34
0.27 cm
Pb
4% (50 GeV)

Endplug

hadron
24
1
20

5.1 cm
Fe

20% (50 GeV)

Forward
electromagnetic
8
2
30
0.48 cm
94%Pb/6%Sb
4% (50 GeV)

Forward
hadron
8
1
27
5.1 em
Fe
20% (50 GeV )
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Figure 2.16: Cross section view of an endplug hadron calorimeter chamber.

2.4.2 Endplug and Forward Calorimeters

The gas calorimeters in the endplug and forward regions were commissioned during the 1987

running period. Some important characteristics of these detectors are listed in Table 2.4.

The endplug and forward calorimeters are similar in design and operation. As an example,

the endplug hadron calorimeter uses modular proportional chambers covering a 30 degree ¢

slice. A cross sectional view of an endplug hadron calorimeter chamber is shown in Figure

2.16. Inside the chamber an anode wire plane at high voltage is surrounded by extruded

resistive plastic tubes. Charge deposited in the Argon-Ethane gas mixture is amplified at

the anode wire, and this avalanche process induces a signal on a grid of cathode pads at
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the edge of the chamber. The cathode pads from a sté_ck of such chambers’a.re joined into
projective tower channels. Also, thé anode wires iIII a chamber are read out as a single -
channel, providing information oﬁ the longitudinal shower developmer_it.

The 6 range of these calorimeters is not coveréd by the CTC, with the exception of
the-outer edgé of the endplug. For this reason they are not used directly for the analysis in

" this thesis, except for determining event topology used in event selection.

Calibration and Monitoring

The endplug and forward vcalorimetéfs were _calibrated with test beams and using radioactive
sources. One undesira,ble feature of the gas calorimetry is that the calorimeter response is a
strong function of the gas density and mixture, which vary vﬁth a.tmospheric pressu.re énd
time. A system of proportional tubes was used to track the response with time using Fe55
radioactive sources. The position of the Fe® source peaks with time was checked every fe_w' _
hours.” When the calorimeter response changed by five percent or more, new ca,librati(_)'n _

constants were downloaded to the data acquisition and trigger electronics.

2.5 Data Acquisition and Trigger

The CDF data acquisition system consists of an extensive FASTBUS[36] network containing-
the trigger system electronics, the SSP and MX/MEP scanners and a variety of other
devices such as Segment Interconnects, TDC, and Flash ADC modules. Data collection
is coordinated in the network by a VAX host computer which configures the network,
downloads instructions and data to the scanners at the beginning of a run, and feads data

from the network. The data are then stored on magnetic tapes for off-line analysis.

2.5.1 Trigger System

The trigger system is responsible for selecting events to be recorded and reducing the event
rate to a manageable level of approximately one event per second. The full CDF trigger sys-

tem works in three levels, each level applying more sophisticated criteria than the previous.

37



In 1987, however, only the first level trigger had been implemented. Events were required
to satisfy one or more of several trigger criteria to be recorded. The triggers relevant to this

work are the following:

- The minimum-bias. trigger requiped a coincidence Qf scintillator hodoscopes on the
east and west end of the detector, referred to as the ‘beam-beam counters’. Timing
information from the beam-beam counters is used to reject beafn—gas .events and mea-
sure the collision time, which is important for the tracking system. The minimum-bias
trigger accepts a large fraction of the inelastic Pp cross section[37], and the rate of
such triggeré was used to determine the instantaneous luminosity to an accuracy of

approximately 15 percent.

- The calorimeter sum transverse energy (L ET) triggers required a beam-beam counter‘
coincidence along with transverse ehergy in the célorimetry -above‘an.adjustable
threshold. The trigger hardwafe formed analog sums of energy in ‘trigger towers’
of segmentation 67 = 0.2 by ¢ = 15°, requiring each tower included in the sum to
be above a chosen single tower threshold. Two such triégers were used: one which
summed transverse energy in the electromagnetic calorimeters only for triggering on
electrons and photons; and one which triggered on both hadron and electromagnetic
calorimeters, with the exception of the endplug and forward hadron calorimeters which
were not included because of noise problems. The latter was suitable for central jet
analysis and was used for the data presented in this thesis. The transverse energy
thresholds were set to one of four values raﬁging from 20 'to 45 GeV, depending on

the beam luminosity during the run.
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Chapter 3

“Jets in CDF

Hadronic jets are the most notable feature in high Pr hadron collisions, as the cross section.
for their production is mﬁch higher at # given Pr than for any other sta.ndardbmo.del‘_
processes. At the Tevatron energy, dijet events such as the one displayed in Figures 2_.7‘a;nd
2.13 are typical of events with substantial transverse energy. The interpretation of the event
as hard scatter Aof quarks or gluons into two jets is clear. This is because the momentum ,
of the interacting pa,rtc-ms'is much larger than the hadron rr;ass scale (~1 GeV), so thé
longitudinal momenta of particles along the jet axis is large compared with the.transvers‘e ‘

components introduced in the fragmentation process.

3.1 Jet Definition

3.1.1 CDF Jet Clustering Algorithm

Jets are defined in CDF using only calorimetry data, with a clustering algorithm[38] which
uses a fixed cone in 77 — ¢ to define a jet. There are several parameters which may be
varied to change the jet definition, most important of which is the cone radius Rj,s¢0. The

algorithm proceeds as follows:

1) Preclusters are formed as seeds for jet clusters. At this stage a uniform tower segmen-
tation of An = 0.1 by A¢ = 15° is used throughout the calorimetry. Adjacent towers,
each with Er greater than Er ...y = 1.0 GeV per compartment, form a precluster if '
their combined ET is greater than E7T preciuster = 2.0 GeV. Preclusters are kept smali

by requiring continuously decreasing tower Er along a chain.
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2)

3)

4)

The preclusters, ordered in 'decreasing E7T, are made into clusters. Using the actual
calorimeter segmentat‘ion, towers with Ep greater tha.n Ef,ﬁin = 0.1 GeV pér com-
partment are combined with a preclusfer if thewtower center distance to the preciuster
Er centroid AR = \/m is less than Rjyster = 1.0. Towers may be shared

between clusters at this stage.

For each cluster, the E7 centroid position is recalculated using the associated list of
towers. The tower list is adjusted, where towers can be added or dropped based on

their distance to the new centroid. This step is iterated until the tower list is constant.

In cases where two clusters overlap, the two are combined if the overlap E7 fraction
is greater than half of the smaller cluster. Otherwise each overlap tower is given to

the cluster with the closest centroid, and no towers are shared between clusters.
Several kinematic variables are used to describe the jet clusters. They are:

The cluster energy E. This is taken as the unweighted sum of tower energiés which

make up the cluster.

The cluster momentum P. A momentum is defined for each tower from its energy
and direction, assuming no'interh'al mass for the energy deposited within a tower "
(IP| = E). The tower momenta are added as vectors obtaining a cluster P, P, and

P,.

The cluster transverse momentgm P_T = \/EzTP—y?

The cluster polar angle 8§ = tar;_‘l(PT/Pz)'and pseudo-rapidity n = —Intan(8/2).
The ciuster a.zimu‘th.qS = tan“l(Py/Px)._ | |

The cluster transverse energy ET = E-'vsin 0.

The cluster detector pseudo-rapidity 7, is the position of the cluster in the calorimetry
assuming the event vertex was at z = 0.0. 74 is used to make detector fiducial cuts,

since boundaries between detector components are at fixed 7y but vary in 7. -
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Figure 3.1: A sample jet event from a Monte-Carlo event generator.

3.1.2 Monte-Carlo Jet Definition

Four Monte-Carlo event generators have been used extensively in the CDF experi'ment':

ISAJET(39], HERWIG[40], PYTHIA[41] and PAPAGENO[1]. PAPAGENO is a partoh -

level generator which produces quarks and gluons rather than final state paxtxcles and is
therefore not included in this discussion. The other three combine parton level generators
for 2 — 2 scattering processes with parton evolution and hadron‘ization according to specific |
models. The output of the Monte-Carlo generators consists of the momenta of the partons
which scattered or which were radlated from the initial or ﬁnal state, the hadrons which
those partons produce, and the decay products of those hadrons which are too short lived -
to observe in the laboratory. | |

Jets were defined in the Monte-Carlo case using the same 11 — ¢ cone as is used for
the data, for consistency in comparing M.C. produced jets with detected jets. An example
of an Isajet event is shown in Figure 3.1. For the ISAJET genefated data, the algorithm

defining jets was as follows:

1) The momenta of partons (quarks or gluons) which hadronize are put in a list ordered

-in decreasing Pr.
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2) Each parton is compared with partons of higher Pr, and if two are closer than
R.juster = 1.0 they are combined into one. This step is repeated to make a smaller

list of partonic jets.

3) The jet kinematic variables are calculated from the final state particles gener.ated from
the hadronization of the partons. This is because the hadronization model does not

conserve energy. The final particles are not required to be within the cluster cone.

The unique correspor-lder'lcevbetween paLrton and hadrons in I'SAJET is possible be-
cause of the independent fragmentation scheme, whibch also explains why some kinematic
variables are not conserved iﬁ the pfbcess. For the other fragmentation models the primé,ry
hadrons, rather than the partons, are clusteréd. The distinctioﬁ ‘is- importémt, since the
partons are not observable; fortunately, at high jet Er the ambiguity infroduced by the

different definitions is small.

3.2 Jet Energy/ Momentum Corrections

The measured cluster 4-momenta need to be corrected for several effects, both instrumental

and physical. The instrumental effects include:
- Nonlinearity of the calorimeter response to charged particles.

Jet spreading due to the magnetic field.

Calorimeter response- nonuniformity from cracks and other variation in 7 and ¢.

Energy that escapes out the back 6f the calorimeter.
- Single tower thresholds.

The physical effects include: -
- Energy entering clugters from the underlying event.

- Energy from jets not within the cluster cone.
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- Unseen particles (neutrinos, muons) in jets.

There are inherent unce'rta.inties.involved with the physical effects; H;)wever, the physical
effects are small in comparison to the ins‘-crumenta.l effects and therefore the uncertainties
have little impact on the overall corrections. This is especially trué as the jet Pf incfeases.
Some of the instrumental effects can be reliably estifnated directly from the data whereas
other effecté require the Monte-Carlo and detector simulation.

For this work the jet corrections were applied in two stages. In the first stage, cor-
rection was applied to individual jets for calorimeter nonlinéa;ity and the magnetic field
utilizing tracking information[42]. The purpose of the tracking correction was to reduce jet_ N
response bias from fragmentation fluctuations. In the second stage, an average correction .-
was appiied for the other effects, based upon the mea;sured cluster inomenté. These are

discussed in the next two sections.

3.2.1 Tracking Correction to Jet Energy and Momentum

- Jet 4-vectors were corrected by associating charged tracks to jets, and correcting the jet
momentum and energy for the expected losses from calorimeter nonlinearity and magnetic
field effects for that set of tracks. Only jets within the pseudo-rapidity range |n4| < 2.0 are

corrected by this procedure. A track was associated with a jet if :
- the track passed the selection criteria (Section 2.3.7) and had enough Pr to reach the
central calorimeter radius.

- the track total momentum was less than 100 GeV/c.

- the track did not penetrate the endplug electromagnetic calorimeter face, both for ac-
ceptance reasons and because the low energy pion response had not been investigated

there.

- the track was inside the 1 — ¢ clustering cone using the track parameters at the event

vertex or propagated to the calorimeter:

AR = \/(ntrack - njet)z + (¢track - d’jet)z < Rcluster
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Tracks could be associated tb jets at the event vertex, the calorimeter or both. Those
associated to a jet at the vertex were assumed to be physically part of the jet, whereas
those produced at large angles that entered the jet cluster because of the magnetic field
were assumed not to be part of the jet. For each track of momentum P, the expected
calorimeter response < -Emea, > was evaluated from the results of the 1989 nonlinearity
‘study (Section 2.4.1). |

The correction to jet’ energy was divided into two parts. The nonlinearity correction
compensated for undermeasured energy fér tracks assoqia.ted both at the vertex and the

calorimeter, and is expressed:

. Nboth . .
Enanlin = Z (lpzl‘ < Emeas >i)

i=1

The B-field correction, for tracks which entered or exited the jet due to the magnetic field,

is:
Nuertex Neal
EBfieId = FEout — Ein = Z IP:I - Z < Epeas >j
. i=1 j=1

The jet cluster energy was then corrected for the two effects using the above equations:
Etrkémr = Ecluster + Enonlin + EBfieId

Jet momenta were corrected by scaling up the individual momentum components to
preserve the jet direction measurement obtained from calorimetry. The nonlinearity and

magnetic field terms are expressed as follows:

Nboth
IPnon'Iinl = Z (lpzl COSCU— < Epeqs >i COS Cc)
i=1
Nyertex Ncal ’ .
'PBfieldl = Z “:H Ccos Cv - Z < Emeas >k cos Cc
=1 k=1 :

where (, and (; are the angles between the track and the jet at the vertex and calorimeter,
respectively.

The distribution of the energy correction factors ( Eyrkcor/ Ecluste,) is.shown in Fig.ure
3.2a. The average correction for jets with |pg| < 0.8 is approximately 20 percent and
decreases slowly with increasing energy as shown in Figure 3.2b. The tracking correction

varies slowly with pseudo-rapidity for |n4] < 0.6, as illustrated in Figure 3.2c.
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as a function of jet energy. ¢) Average correction factor as a function of jet pseudo-rapidity.
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Figure 3.3: Evaluation of the average tracking correction.

3.2.2 Average Jet Energy/Momentum Correction

An average correction t6 jet momentum and energy was applievd after the tracking correction
to acco.uut for leakage, cracks, thresholds and dther effects. The correction was adapted
from the average central jet correction of Kﬁhlmann et al[43] which was used in the incluéive
central jet analysis. |

Since the average central jet’ correction _includes a correction for nonlinearity and
magnetic field effects that were already taken into account in the trackingAcorrection, the
average value of the tracking correction needed fo be removed. For this purpose an inverse
tracking correction was measured using the data. The average uncorrected momentﬁm was
determined for a given corrected clust_er momentum, as is shown Vi1‘1 Figure 3.3. A quédratic

polynomial fit between 20 and 150 GeV/c was used to parametrize the correction:

lantrkI = 0-00064|-Ptrk¢:or'2 + 0-8327|Ptrkcorl - 14
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Einvtrk = 0‘00123Et2rkcor +0.7123 E¢rieor + 2.0

The fit residuals are small; howé?er, beyond the range 20 to 150 GeV, the validity may be
questionable.

In the central jet study, simulated Monte-Carlo data were used to determine the ef-
fects of calorimeter reépbnse, cracks, leakage and other losses. The ISAJET Monte-Carlo
generafor‘was used to generate jets at several discre:te values of jet Pr, without any un-
derlying event particles. Only events with two clustered parton jets (Section 3.1.2) were -
used. 'The‘I.SAJ ET input fragmentation parameters were adjusted to match preliminary
CDF jet fragmentatio‘n data for several distributions, and those parameters were varied to
evaluate their effeét on the jet corrections. The ISAJET events were passed through the
CDFSIM simulation prografn[45]. For each jet, the energy in a hemisphere of the detec-
tor was summed as the calorimeter response to the jet, and the average corrections from
measured to produced jet momentum and energy were determined. v

The amount of energy from the underlying event inside the jet clusters was evaluated
by measuring the energy density per unit 7 — ¢ area in the region at 90 degrees in ¢ from
the jets in dijet events[44]. Events were selected from the 'da,ta, with only two jets very
nearly back-to-back in azimuth. The energy density was m(_easured to be 0.9910.35 GeV
per radian?, and not observed to depend on the energy of the jets in the event. By varying-
the radius R jyster Of the clustering cone, the amount of energy lost outside thevlarge cone
size of Rejuster = 1.0 w‘as determined to be'negligible in comparison with the underlying
event energy entering the cone. Further, the average energy loss caused by imposing the
single tower threshold Et in = 0.2 GeV was 0.4 GeV. The present work uses a lower single
tower threshold of 0.1 GeV, so this loss should be less, but in any case the difference is very
small.

The average central jet correction was applied as follows:

~0.00174E2 ., '+ 1.37Finuirk — 2.36GeV  if Eiputrr < 70 GeV

E tnutrk
avecor —

1.115E;perk + 6.68GeV if Eipuirk > 70 GeV
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Figure 3.4: a) Jet momentum loss to calorimeter nonlinearity as a function of corrected
jet momentum, using the 1987 and 1989 estimates of calorimeter response. b) Dlﬁerence
between the improved jet momentum correction and the previous average jet correction.

] ‘0-00146|Pinvtrk|2 + 1-31|Pinvtrk| - 1.81GeV/c if IPinutrkI <65 GeV/c
IP avecor' = .
L112|Pinyerk] +4.83GeV/e if | Pinutri] > 65 GeV /e
The average corrections were modified for this work to use the results of the 1989
nonlinearity study, in order to reduce the systematic uncertainty on the jet momentum
scale. From the data, the fractional correction for nonlinearity for a given corrected jet -
momentum or energy was evaluated, using the two nonlinearity estimates from 1987 and
1989. For the two estimates, the average fraction of jet momentum lost due to nonlinearity

is shown in Figure 3.4a as a function of [P,,ccor|. The improved nonlinearity correction to

jet momentum is obtained by substituting the 1989 average for the 1987 average:

Pier) = |Pavecor (14 < 7572 > — < 20>
| Jet' I auecorl( lPauecorl |P‘“’e°°r‘ )

This is shown in Figure 3.4b and is parametrized as:
| Pjet] = 1.025| Payecor| = 0.00005| Payecor|?

The modification amounts to approximately two percent change from the previously eval-

uated corrections.
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3.2.3 Systematic Uncertainty on the Jet Corrections

The magnitude and'estimatedvsysternatic uncertainty of the average jet energy and mo-
mentum corrections are shown m Figure 3.5. For the cone size of Rdusm equal to 1.0, the
morrrentum corrections range from 20 percent at lowv jet momentum to 1'3 percent for Pj,
valuee greater than 200 GeV/ c. The estimated uncertainty on the overall scale ranges from
| eight percent at Pjer = 30 GeV/ ¢ to below five percent at hrgh momentum. The overall sys-
tematrc error is a result of several eﬁects of comparable magnitude, added in quadrature[43]
The largest contributors were _uncertainties in the calorimeter simulation, especially in the
¢ crack regrons, the uncertamty of the true fragmentation function; and, at low momen-
tum, eﬁects of the underlymg event and clustermg algonthm[46] The uncertainty due to-
uncertainty in the calorimeter response nonhneanty is relatively small. A two percent un- .
. certainty, due to the fraction .of charged vs. neutral mor‘nen'tum'in the jet, was evaluated
by varymg the charged/ total ratio within ISAJET. The size and uncertainty of the average
jet energy correction are similar, but slightly larger, than the size and uncertainty of the
momentum correctrons | ‘

3.3 Jet Angular and Momentum Resolution

The angrriar resolution with which jets are measured in the central calorimeter was inves-
tigated by comparing jet cluster ¢ and @ values wrth those obtained from the. momentum
sum of charged tracks in a cone about the jet axis. The difference A¢ and Af between the
jet cluster axis and the track momentum ’sum is shown in Figure 3.6a for jets with total
charged momentum above 20 GeV/c. The dlstubutlon RMS widths are both approximately
three degrees, resulting from the combmed resolutron of the calorimeter axis and the track
axis. The widths therefore overestimate the angular resolution of the calorimeter alone.
The Jet momentum resolutlon in the central calorlmeter was determined by the tech-

nique of dijet K7 balancing[42, 47, 48]. The K7 vector is defined as the net transverse
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Figure 3.7: Transverse view of dijet event, illustrating A7 components.

momentum of the jets in the event:
| N
Er= 3 Py,
i
where P.T‘. is the transverse momentum of the i-th jet. Conceptuélly, the most simple case
is that 'of an event with only two jets, ‘shown in Figure 3.7. The components of Kr afe. _
coﬁsidered along two orthogonal axes (||, L) parallel and perpendicular to the bisector of the
two jets in the transverse plane, where the || axis is randomly directed towafd either jet 1 or
2. The distribution of K1 projected onto these two axes is affected by contribuﬁdns froin -
jet rr.xomentur?n and angular resolution and also QCD radiative effects. The RMS widths of - |
the K distribution for the two corﬁponehts is de_noted here by ojand g;.
For dijet events, Ky is.deﬁned:

2 2 -
K= Z Pr,cos ¢y, = Z P; sin 6; cos ¢,

i=1 =1 _
where ¢)|; is the angle between the Pr vector and the || axis. The contribution to the width -
o), from detector momentum resolution op and angular resolutions oy and oy is:

2 - B

6ﬁ = Z(af,', sin? 6; cos? & + agi P? cos? 6, cos? ) + ag‘ P?sin? g, sin? éy:) ,
i=1 ] )

The contribution from angular resolution is small compared to that from momentum reso-

lution because sin ¢ <1 and cosf <« 1 for central dijet events, and because the angular

resolutions are less than 0.05 radizfns.

51



The width o is also produced by resolution and QCD radiative effects. The resolution

contribution is written as:
82 = Z(a}i sin® 6; sin® ¢y, + 05, P? cos® §;sin® ¢y, + o5 P?sin® 6; cos? o)
i

Only the ¢ resolution term is significant. The contribution from 8 resolution can be ne-
“glected, and the P resolution term is also small if the jets are nearly back-to-back.
The radiative effects should add in quadratufe with the measurement errors to pro-

duce the observed widths o) and 0. -
of =60 +(QCD)* ~ 20} +(QCD)*

o =61 +(QCD)* ~ o3P} /24 (QCD)?

where Pj| is defined as 3° P; sin? @; cos? @y ~ 2 P; (typically within about five percent). In .
the above equations, the effects of QCD radiation recoiling against the dijet system were .
., , . v

assumed to be the same in the || and L directions. The radiative term can then be removed

from the width o) by the'following'subtrac’cion:’
- alllz = aﬁ — (_ori - agP”z/Q) ~ 20p

The quantities a"l and o) are shown in Figure 3.83,, for (.1i jet evenfs with no other jet with Ep -
above 5 GeV. Because of uncertainties in the procedure, the jet momentum resolution was
estimated (for this work) to be the solid line between the ‘subtracted’ and ‘not subtracted’
points. The outer dashed lines show the upper and lower uncertainties which were used.

These three estimates are given by the following parametrizations:

1.085\/1—3; —~2.25 Low estimate
oP(Pjet) = § 1.105,/Pjo — 1475 Medium estimate
| 1125/P55; - 0.70  High estimate
Figure 3.8b sths the effect of thé .tracking correction on the width oy, compared t§ the
average central jet correction. The tracking correction is observed to improve the resolution

by approximately 15 percent.
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of resolution with and without tracking correction. -

3.4 Dijet Event Selection

Events and jets used for the jet fragmentation analysis were required to satisfy a set of
criteria based on observed jet kinematics. The two goals in establishing these criteria was
to obtain ésample of well-measured dijet events covering a large range of jet energy, and to
avoid measurement biases caused by jet-by-jet ffagmentation fluctuations. The data were
obtained with the summed Er calorimeter triggér (section 2.5.1). The analysis used only
data from runs in which there were no known problems with dafa quality. The integrated
luminosity contained in these runs was approximately 26 inverse nanobarns; Ithe quantity
collected with each of the four trigger thresholds is listed in Table 3.1.

In a preliminary pass, a subset of the nearly 135,000 events was selected for tra;king
data reconstruction[49]. At this stage, events were required to have at least two jets, and
the sum of the highest two uncorrected cluster ET’s was required to be above thresholds
chosen to remove trigger inefficiency bias. The thresholds, listed .in Table 3.1, depended
on the run trigger threshbld, and whether both or only one of the two leading jets was

within the central pseudo-rapidity rangé [n4] < 0.8. Timing information from the central
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hadron calorimeter was used to reject beam-gas events and other out-of-time backgrounds.
Approximately 45,000 events were reconstructed.
Several additional selection criteria were impbsed specifically for the jet fragmentation

analysis:

e Only events with both jets with highest E7 in the range |ny¢| < 0.8 were considered,

amounting to a 54 percent reduction of the event sample.

o To remove residual trigger bias caused by the observed dependence of the raw cluster
response on jet fragmentation fluctuations, higher thresholds were imposed on the
sum of the highest two corrected jet Er’s. These thresholds are listed in Table 3.1
and shown with the correspondipg jet pair ET distributions m Figures 3.9a through
3.9d. The effect of the higher thresholds was to reduce the overall event sample by 57

percent.
Next, cuts were applied to select events with a two jet final state.

e The difference in azimuthal angle between the two highest E7 clusters is shown iﬁ
Figure 3.10a. The shape of this distribution is due to the effects of angular resolution -
and initial and final state QCD radiation in the évent, with a long tail resulting from
additional jet activity. The two leading jets wére required to be within 30 degrees of

‘back-to-back’ in ¢. The cut retained 86 percent of the events.

e To ensure that the jets were isolated, no additional jets with Ep greater than the
lesser of 20 GeV or 20 percent of the sum of the leading two jet ET’s were allowed. -
Figures 3.10b and 3.10c show the distributions in these quantities; approximately 72

percent of‘remainihg events satisfied this cut.

Additional cuts were applied to ensure that the events and jets selected for analysis

were well measured.

o To take advantage of the projective tower geometry of the calorimetry, the event vertex

position was required to be within 50 centimeters of the nominal interaction point.
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Table 3.1: Event selection cuts for the four hardware trigger samples. (1) Uncorrected
jet pair E7 cut for central-central dijet events for reconstruction. (2) Uncorrected jet pair
Er cut for central-other dijet events for reconstruction. (3) Corrected jet pair Er cut for
central-central events used for fragmentation analysis. '

Trigger Hardware }° E7r Luminosity Jet pair Jet pair Jet pair

Threshold nb~! Er(1) Er(2) Er(3)
LOW 20. 0.4  36.  40. 50.
MED 30. 13.2 48. 60. 70.
HIGH 40. 6.1 56 60. 90

BURN - 45, - 65 ~  60. 60.  100.

RN N
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Figure 3.9: Jet pair E7 distributions for central-central jet >events, for low, medium, high
and burn trigger data.
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.The event vertex dlstnbutlon is shown in Flgure 3 11la. Approxxmately 15 percent of .

events were reJected by this cut

' Fiducial cuts were also applied to the jets used for the analysis. Jet energy centroids
were required to be within the detector pseudo-rapidity range 0.1 < |n4| < 0.7, where

the calorimeter response is uniform and the CTC coverage is complete.

e For acceptance considerations, it was advantageous to limit the rangé of dijet boost
r;ipidity of the events. The boost rapidity is defined as the average pseudo-rapidity of
the leading two jets:

n’?Boos:r = (n(1) +n(2))/2

The nBoosT distribution is, shown in Fig\ire 3.11b for all events and the subset of
central-central events. Boost effects were minimized by requiring ngoost to be less
than 0.6, corresponding to a velocity of 0.54¢ for the di jet system along the beam axis.’

The fraction of remaining events which failed this cut was 9 percent.

o A cut on the dijet missing Pr significance was applied. The dijet missing Pr signifi- .

cance, defined here as _
I(T ”
P TN
Tste VET(D) ¥ ET(2)

and required to be less than 3.0. The distribution of this quantlty is plotted in Flgure

3. 11c Only two percent of the remaining events were discarded by thxs cut.

The final event sample satisfying the above criteria contained a total of 5541 events, with

8609 jets within the central fiducial volume.
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Figure 3.11:

significance.
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Chapter 4
‘Jet Fragmentation Propert'ies

4.1 Definition of Variables and General Issues

In this chapter the following quantities are used to describe charged particle properties in

- jets:
- P - the momentum of a particle projected along the jet axis.
- P, - the momentum of a particle transverse to the jet axis.

- Zp = Py/|Pje| - the ratio of the momentum of a-charged track along the jet axis to

the jet momentum.

- Zg = P/ Ejet - the ratio of the momentum of a charged track along the jet axis to the
jet ehergy. This is more comparable to the fragmentation variable X that is generally

‘used in ete™ experiments.

- Y = 0.5In((E + Py)/(E — B)) - the rapidity of a particle with respect to the jet axis.
E is the energy of a particle assuming a pion mass (139.6 MeV/c?), since the CTC

provides no particle identification.

- ¢ = 0.5In((|P| + B)/(IP| -~ By)) = —Intan(£/2) - the vpseudo-raipidity with respect
to the jet axis, where £ is the angle between the axis and the track at the event vertex.

This is equivalent to the rapidity for a massless particle.

- This chapter focuses on the charged fragmentation function D(Z) = 1/NjetsdNcharged/dZ.

The variable Z will generally refer to the momentum fraction Zp as opposed to Zg. Zp is
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Figure 4.1: Boosting to the longitudinal rest frame of the dijet system

a more natural variable as it is dimensionless and truly ‘longitudinal’. The ana.lysis using
either choice is neaﬂy identical, and vresvults of the analysis using the two variables will be
compared.

The fragmentation properties of the jets are examined in the ‘longitudinal rest frame’,
obtained by a Lorentz transformation of the jets and tracks along the beam line by the dijet
boost rapidity fs.0st = (7(jet 1)+ﬁ(jet 2))/2. Asillustrated in Figure 4.1, in the longitudinal
rest frame the two jets are back-to-back in 7 as well as ¢. Having lrequired IMboost| to be less
thaﬁ 0.6, the effect of the transformation is limited. The transformation is not to the.dij_et_;
center-of-mass frame, since the dijet system in general has net transverse momentum.

For the purpose of examining the Q2 dependence of thevfragmentation properties,

events are classified by their dijet invariant mass (A;;), defined by the relation
M2, = (P(jet 1) + P(jet 2))% = (E(jet 1) + E(jet 2))? — (B(jet 1) + P(jet 2))* = 5.

Thus, for the parton éubprocess, Mj; is analogous to the variable \/s used in ete~ ex-
periments. The dijet invariant mass is not necessérily'the ‘correct’ variable with which to
investig'a;te Q? dependence. An equally good vavriab]e would have been the jet transverse
energy. However, since t.he events are nearly at rest in the laboratory frame, the jets are at

central rapidity, and they approximately balance each other, the relation

My ~2E ~ 2Ep
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is correct to within 10 or 20 perceht.

Track Association

Some tracks in the events come from the jets and others from the fragmenting beam particles
(the so-called underlying event) or other radiation or jets (the recoil system). Tracks are

" associated to a jet if they satisfy the following criteria:
- They pass the track selection (section 2.3.7).

- Their pseudo-rapidity to the jet m; > 0.8. This corresponds to a cone in 3-space with
opening angle fma,, = 48°, chosen to give uniform acceptance in P, for a given P
around the jet axis. Note that this is not the same as a cone in 7 — ¢ as was used for

clustering.

- Their momentum along the jet axis P” is greater than 0.6 GeV /¢, which corresponds -
to a minimum Z value given the jet momentum. This cut is chosen to keep the track
Pr (to the beam axis) greater than 0.4 GeV/c, below which the CTC efficiency falls

substantially below unity.

4.2 Corrections to the Raw dN/dZ Distribution

The uncorrected charged fragmentation function D(Z) = 1/Nje;sdN/dZ is shown in Figufé
4.2. Only events in the dijet invariant mass range 80 < M;; < 140 Gev/c? were included
in this plot and _other plots unless specified otherwise. The reason for limiting the My
range is to limit uncertainties in acceptance and in resolution smea.rihg effects. For each
Jet, the Z value of each associated track was plotted, using the corrected jet momentum as
“the denominator in Z. The bins were adjusted for reasonable statiétics across the plot, and
the value in each bin was divided by the number of jets used and the bin width. There are
a small number of tracks where Z is greater than 1.0 (5 out of 48321 in the plot and 4 more
above Z = 1.5). This unphysical situation might be expected to happen occasionally since

the jet and track momenta are independent measurements each with finite resolution.
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4.2.1 Acceptance Corrections

As mentioned previously, tracks were required to be within a 48° cone about the jet axis in

order to be associated with the jet. This requirement limits acceptance for two reasons:

o CTC acceptance. The association cone is quite large and may partially be outside the

full acceptance of the CTC. _

e Cone acceptance. The cone requirement places a limit on momentum transverse to
the jet axis (P.) for a given momentum along the axis (Pj). Cone acceptance is an

issue for the D(Z) distribution which is averaged over P;.

The aéceptance correction is divided into two parts for the separate effects. Both are

evaluated in the longitudinal rest frame.



« CTC loyer 83
CTC iloyer 66

=

<

Figure 4.3: Geometry of jet in the CTC, illustrating acceptance region.

CTC Acceptance Correction

The idea b_ehind the correction for CTC acceptance is to avoid looking at tracks in regions
where the efficiency is low, falling rapidly, and difficult to estimate. This allows efﬁciency'
and accéptance to be.dealt with as s.eparate‘issues. The methbd, described in Reference
[50], assumes azimuthal symmetry of particle production around the jet axis. The full
acceptance region is defined to be wllefe é high Pr t»rack'will pal‘.ss through sense wire layer
66 (at a radius of 115 centimeters) before exiting the CTC, chosen such that all tracks within
the region pass through at least 4 axial superlayers. Figure 4.3 shows a jet with partial
acceptance in the CTC. Tracks outside the acceptance region are ignored. An “acceptance
weight” is calculated for tracks within the acceptance region to compensate for lost solid
angle.

The calculation of the acceptance weight takes into account the position of the event
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Figure 4.4: CTC acceptance weight vs. track pseudo-rapidity to the jet 7;.-
vertex, the longitudinal boost, the direction of the jet and the angle of the track to the jet
axi.s. The acceptance weight is shown at two vertex positions as a function of 7, in Figure
4.4, for several different jet angles. For n, > 2 there afe no corrections. The correction to
dN/dZ from CTC acceptance is < 5% for Z < 0.05 and negligible for Z > 0.05. A check of
the procedure with ISAJET Monte-Carlo data indicated less than 1% uncertainty in D(Z)

from CTC acceptance.

Cone Acceptance Corrections (AdN/dZ only)

For tracks with momentum P along the jet axis, the maximum P, which will be within
the cone is Py pqr = Py tan 48°. The acceptance for these tracks with By integrated over
Py is the fraction With Py < Ppjesi
ARy = fo. L7 dN/dPLdP,

Jo dN/dP dP,

The dN/dP, spectrum is approxjmaté_d by a function of the form:
dN/dP, = aP, exp(-BP})

where the parameter 3 is related to the mean P, of particles to the jet axis:

[ PLdN/dP,dP,
<Pi>= T NP, dP,

=2/8
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~ Figure 4.5: a) Monte-Carlo track finding efficiency vs. Z for two intervals in dijet invariant

mass. b) Tracking efficiency vs. Z from the three studies.

In fact, the mean P, has been observed to depend on Z[22].. t}sing,the value < P} >= 0.7
GeV/c [22] appropriate to low Z, the fractional correction to the dN/dZ distribution to:
the lowest Z bin is approximately +15%. Uncertainty on the correction, estimated from
Monte-Carlo data, may be as high as 50%. This translates to a 7.5% uncertainty to D(Z)

for Z < 0.03.

4.2.2 Tracking Efficiency

Each distribution is corrected for the efficiency of finding tracks. The efficiency as a function

of Z and M;j was estimated using the methods described in Appendix B. The efficiency

at a given Z falls with increasing M, as éhown on Figure 4.5a. The sensitivity to this
effect and the associated uncertainty is limited by only considering events with Mj; below
200.GéV/ c2. The result from the three efficiency estimates (Monte-Carlo simulation, track
merging, and data) are shown in Figure 4.5b for 80 < M;; < 140 GeV/cj. The first two

methods illustrate a slow variation with Z, which is not significant given the steep fall of

‘the dN/dZ spectrum. The line at 92% shows the correction applied (independent of Z) for

the dN/dZ distribution in this A  interval, to which an uncertainty of 4% is assigned. For

dN/dZ as a function of M,y the efficiency is scaled by the observed variation with Mjy
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Figure 4.6: a) The track multiplicity vs A¢ to the leading jet. Units are tracks per radian
per unit 7. The density in minimum bias triggered events is also shown. b) The Pr spectrum
of tracks in the underlying event slice compared with that in minimum-bias events.

frqm the Monte-Carlo estimate.

4.2.3 Underlying Event

The underlying event contributes background tracks uncorrelated to the jet direction. Their
contribution to a given distribution was estimated using a simple prescription, and was then
subtracted from the same data distribution. Figure 4.6a shows the density of tracks in ¢
with respect to the highest E7 jet in dijet events. The density is sfrongly peaked in the
directions of the jets, indicating that the background underncath the jets is small compared
to the signal. In the region of 90+ 15° relative to the two jets the density is uniform. This is
expected if the underlying event. is azimuthally symmetric; however, it is known (from ete~
experiments) that some particles from.the jets will also enter this region. W}th this caveat,
the tracks contained in this 0.5 radian wide slice are used to estimate the underlying event
background level beneath the jets. The track density in minimum-bias triggered events is
also shown; it is somewhat lower and has a more steeply faliing Pr spectrum than the tracks
in tﬁis région (Figure 4.6b). |

A typical two-jet even£ is shown schematically in 7 — ¢ coordinates in Figure 4.7a.

The two jets are shown as circles representing the cones used to associate tracks. When
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Flgure 4.7: a) Dla,gram of a typical event with two Jets. b) Method for evaluation of the
underlying event contribution.
plotting a fragrﬁentation distribution of tracks in either jet, the eqﬁivalent underlying event
Adistribution is plotted as if 'thve jet axis had been at the same 7 but rotated by 90° in:¢. |
Since the slice is narrower than the association cone, the correct normalization is obtained
by translating the slice by its width in ¢ to five positions, as shown in Figure 4.7b. |

The underlying event contribution to dN/dZ compared to the data distribution is
shown in Figure 4.8a.v The correction is very small except in the Z = 0.025 bin, where the |
correction is approxima.fely 20%. As a test of the procedure, the evaluated background was
compared to the distribution for particles not associated to jets in ISAJET Monte-Carlo
data. As shown in Figure 4.8b, the study indicated that the procedure may overestimate

background levels, but the maximum error to D(Z) from the procedure is approximately

10 percent.

4.2.4 Correction for Detector Resolution

The effect of CTC and calorimeter resolution on the dN/dZ spectrum is manifested as a
migration of events from one part of the distribution to another. The quantity Z includes
~ both the track and jet momentum, two independent measurements, so the “unsmearing” is

a two dimensional problem. The measured number of't:acks in a Z interval of width 62 for
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Figure 4.8: a) Underlying event contribution to dN/dZ compared to raw spectrum before
subtraction. b) Underlying event correction which was evaluated for the ISAJET M.C.,
compared to the actual contribution from particles not associated to jets in ISAJET.

jets in a jet momentum interVal'of wri'dth 6 Pjeq is expressed as:
Ar;rteas(z’ IDjet) = _Dmeas.(‘Z) 62 E'mvr:as(l)jeit) 6cht

In the above ;elation, the fragmentation function D is the number of tracks per unit Z per
jet and the jet cross s>ection ¥ expresses the number of jets per GeV/c per unit luminosity. -
Since the fragmentation 'function and jet cross section are both stéep]y falling distributions,
the measured D and £ will differ from the produced values. The fragmentation function is
assumed not to vary with P, for the purposes of this correction. Though D(Z) is expected
to vary logarithmically with PZ,, this vé,riatio_n is negligible within a small Pj.; interval.

The correction ﬁom measured Dineas and Timeas ‘to produced Dy,oq and 2,4 were
obta[med‘ using the convolution pfocedure d_escribed in Appendix C. For each Z bin in the
distribution, a corréction factor Dprod/Dmeas Was e;va]ua'ted. The correction factors are
plotted in Figure 4.9, with their estimated uncertainty shown as dotted lines.

For Z below 0.8 the resolution correction is greater than unity, which is caused by the
falling jet momentum spectrum. Jets tend to be produced with lower momenta than they
are observed. Consequently, tracks tend to have been produced with higher Z value than

measured. As Z approaches 1.0, the track momentum resolution becomes increasingly im-
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Figure 4.9: Resolution smearing correction to dN/dZ for 80 < My; < 140 GeV/c?.

portant, aﬁd the correction decreases below unity. The shape of the fragmentation function
at high Z and the fact that tracks can not be produced with Z greater than unity determine
the amount of smearing into and out of a bin. This dependence on the produced fragmen-"
tation function causes a substantial uncertainty in the resolution-smearing correction for
Z >0.8.

The systematic uncertainty associated with the resolution effects is estimated to be
four percent at low Z, twenty percent at Z = 0.5, and 100 percent at Z = 0.9. The esti-
mated uncertainty takes into account uncertainty in detector resolutions (shown in Figures
2.11 and 3.8a), the uncertainty due to the shape of the produced fragmentation function
(Figure C.4b), and the discrepancy between the evaluated corrections and the Monte-Carlo

results (Figure C.6).
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Table 4.1: Summary of interactive event scanning.

Z interval # tracks | Comments
0.7<2<038 13 all good tracks
2 late interactions (7)

08<2<0J9 2 good tracks
09<Z<10 1 good track, late interaction (?)
l0<Z2<1l1 1 missing outer 2 superlayers
1< Z <12 2 both overlap
12<Z<15 2 both overlap

Z>15 3 2 overlap

1 missing many hits

4.3 Baékgrounds and Systematic Uncertainties to dN/dZ

4.3.1 Estimation of Backgrounds

There are a number of potential backgrounds to real hadrons in jets. Some are real (non-
jet) backgrounds, where the others appear as non-Gaussian tails in either the numerator
or denominator of Z. In general, theée backgrounds might affect the high Z portion of
the dN/dZ distribution given the low rate in that region. Some of the backgrounds can
be reliably estimated either from the data or‘_calculatec_l cross sections; these estimates are
given below. The events with tracks above Z = 0.7 have been scanned interactively to
check the estimates and observe the effects of other backgrounds. The results of scanning,
summarized in Table 4.1, indicate that backgrounds are less than five per cent for Z <07
and up to twénty per cent for 0.7 < Z < 1.0. Furthermore, the events with Z greater
than 1.0 are dominated by gross measuremént errors.‘ It should be noted that scanning
is somewhat sub jective and -therefore the estimated level of béckgrounds is not subtracted

from the distribution.

The backgrounds which were considered are:

o Electrons from Z boson decays, Drell-Yan processes, or conversions. One event consis-
tent with a Z boson decaying to electrons was found in the scan, contributing a track

at Z = 0.7. This is about the expected level which would pass the event selection
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Figure 4.10: Response distribution in the first 5.1 absorption lengths (A) of an 8 A calorime-

ter of 150 GeV test-beam pions. To eliminate muon background, they were required to
deposit the full energy in the 8 A\. The data have been suitably smoothed.
from the observed number of Z — e*e~ events recorded during the run. Although
aﬁ isolated electron would appear as a single particle jet, becéuse of the corrections
to the cluster energy, the measured Z value would be less than unity. Approximately
three percent of photons from 7® decays will convert into electron-positron pdirs' in
‘the material inside the CTC. The conversion electrons are measured at substantially

lower Z value than the parent 7°, so the background to D(Z) from these conversions

may be neglected.

o Direct Photons. As for electrons these photons could be removed by requiring some

hadronic energy. Such a restriction does not affect the shape of the dN/dZ spectrum.

¢ Non-interacting pions and k/aons (’punch-through’). A small fraétion of charged
hadrons do not shower within the central calorimeter or interact late. These par-
ticles register only minimum ionizing signals or a small fraction of the true energy,
and can therefore cause a jet’s energy to be grossly undermeasured. This phenomenon
~could in principle be taken into account in the rgsolution unsmearing by adding a non-
Gaussian tail to the resolution function. Instead, the size of the eflect was estimated

from the data using the response distribution from test-beam pions (Figure 4.10). A
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Figure 4.11: Background dN/ dZ distribution from punch-through and decays.

baékground dN/dZ distribution was calculated using each track abové Z =0.11in the
data, allowing a fraction of the particle’s energy to be deposited with the correct prob-
ability.. The jet mbmeﬁtum was recalculated, and dijet missing Pr significance cut
was imposed (Section 3.4. The normalized dN /dZ background distribution is shown
in Figure 4.11, where it has been .assumed that either all particles afe pions or that
twenty percent are kaons. The latter assumption gives a higher background estimate
because of the 25% smaller inelastic cross section for K+. The number of predicted
events is roughly consistent with the small number of events at high Z observed with

activity in the muon chambers outside the calorimetry.

Muons or neutrinos from pion and kaon decays. The background to dN/dZ at high
Z values from pions and. kaons decaying into muons was calculated using the same
technique used for the punch-through estimate. The result is negligible, as shown in

Figure 4.11.

Central calorimeter phi crack response. Within one degree of a ¢ boundary of a 15
degree wedge the calorimeter response is low and as many as ten percent of hadrons

fail to interact. The contribution to dN/dZ from this eflect has been estimated by
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Figure 4.12: Effect of central ¢ cracks. Ratio of dN /dZ with and without crack veto, where
we require that the highest Pr track not be within 1° of a ¢ crack. '
rejecting jets' in which the highest PT track (to the beam) penetrates the calorimetef.',.v
within one degree of a crack, which amounts to a 2/15 rejection factor independen'ﬁ
| of Z. Figure 4.12 illustrates the ratio of the dN/dZ distribution obtained wifh and
.without this cut, and there is no évidence of any measurable effect at the thrée percent‘

'~ level. The effect‘of the phi cracks is therefore considered to be small. -

o False tracks, or non-Gaussian tails in tracking Pr resolution. The contribution of these
tracks is difficult to estimate except by event scanning, because it depends (amo'ng'
other thingé) on the details of the pattern recognition software. The number of false
or poorly measured .tracks is minimized by the track selection cuts (section 2.3.7),
particularly the impact parameter and RMS residual cuts. In the scanning two rules

were used to label a track as false or poorly measured:

1. Overlap. Two tracks overlapped each other very closely in r — ¢ through most
of the CTC. In this case it is difficult to determine which hits belong to which
_ track by scanning, so one might assume that the pattern recognition program

could make the wrong choice, and therefore measure the momenta poorly.

2. Many missing hits. Many hits which should be part of a track are either not

used or not visible in the event display. The effective track length is shortened
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so that the momentum resolution for the track is significantly degraded.

All the tracks above Z = 1.0 fail one of these two tests and are suspected to be bad
tracks. One interesting feature of these tracks that their momenta all change dras-
tically between the vertex constrained and unconstrained fits, which is not generally

the case.

4.3.2 Estimation of Systematic Errors

The various contributions to systematic error in dN/dZ are :

e Jet corrections systematic uncertainty. The contribution to D(Z) uhceftainty from the
jet corrections has been evaluated using the upper and lower jet correction estimates
shown in Figure 3.5. The ratios of the dN/dZ distribution with these estimates to
the nominal distribution is plotted in Figure 4.13. The ratio ﬁéihg the high estimate
is less than unity, since a larger correction causes Z to be smaller. The two curves '
show the estimated uncertainty as a function.of Z. Thi_s unce:ta.infy is the largest

contributor to systematic error to dN/dZ for most of Z.

e Uncertainty from resolution smearing (Figure 4.9). For Z > 0.8 the resolution uncer-
tainty becomes comparable to the energy scale uncertainty. For this reason the results

above Z = 0.8 are not reliable except to place an upper limit on the actual value.

e Uncertainty from boosting, acceptance and underlying event subtraction. These are

the dominant sources of uncertainty for Z < 0.05.

e Uncertainty in tracking efficiency. This is estimated to be four percent, independent

of Z.

Figure 4.14 summarizes the various contributions and gives the fractional systematic

error of those contributions added in quadrature.
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Figure 4.13: Systematic error to dN/dZ from uncertainty in jet corrections. The ratio of

values of dN/dZ using the high and low estimates to the nominal distribution is plotted. . -

The dashed lines give the estimated systematic uncertainty.
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Figure 4.14: Summary of systematic uncertainty to the dN/dZ spectrum.
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Figure 4.15: \Average jet energy as a function of Z.

4.3.3 Consistency Checks

Several checks have been performed. These include varying the fiducial volume, tightening

the event selection criteria, vetoing the ¢ crack regions and eliminating the boost. These all
gave nearly identical results as did the standard procedure. One particﬁla.rly useful check
was to examine the averége jet energy as a function of Z to evaluate whether or not. the -
high_Z portion of the distribution is caused by grossly undermeasured jets. The result of
this study is shown in Figure 4.15. The slow variation with Z may be physical, since for

higher energy jets, a slightly higher multiplicity may be expected.

4.4 Results

4.4.1 dN/dZ

The corrected charged fragmentation function for 80 < Mjy < 140 GeV/c? is listed in
Table 4.2 and plotted in Figure 4.16. Two predictions of the HERWIG 3.2 Monte-Carlo
program are also shown. The dashed curves is the fragmentation function uéing the mixture
of quark and gluon initiated jets as given by the Duke-Owens set 2 structure functions[Sl],

and the dotted curve is for gluon initiated jets only. The predicted gluon fragmentation
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Table 4.2: Charged fragmentation function D(Z) for 80 < MJJ < 140 GeV/c2 Statistical
and systematlc errors are listed separately.

“

Z D(Z)+ (stat) £ (sys) || = Z D(Z) % (stat) £ (sys)
0.02-0.03 163. £ 2. £ 30. 0.22-0.24 3.6 +0.2+0.7
0.03-0.04 107. £2. £ 11. 0.24-0.26 3.0+02406
0.04-0.05 782+ 1.3£6.8 0.26-0.28 2.5£0.2£0.5
0.05-0.06 598+ 1.2+ 4.9 0.28-0.32 | 1.57£0.09 £0.38
0.06-0.07 46.5+ 1.0+ 3.8 0.32-0.36 | 0.92£0.07£0.25
0.07-0.08 36.9+09+32 | 0.36-040 | 0.76+0.06 +0.23
0.08-0.09 31.6+£0.8+£28 | 040-044| 0.50£0.05+0.17
0.09-0.10 25.1+0.7+£24 0.44-0.50 | 0.37+£0.04 £0.15
0.10-0.12 20.3+0.5+2.1 0.50-0.60 { 0.18 £0.02 £ 0.09
0.12-0.14 143+£04£ 1.7 0.60-0.70 0.06 + 0.0113:03
0.14-0.16 10.14£0.3+£1.3 0.70-0.80 |  0.014%0-998+0.010
0.16-0.18 73403+ 1.0 0.80-0.90 | 0.003819:9042+0.0036
0.18-0.20 6.0+0.3+0.9 0.90-1.00 | 0.0014+3:0028+0.0020
0.20-0.22 44402+08

function fails substantially below that of the quark/gluon mixture for Z > 0.4. In viev.v
of the differences between the quark and gluon D(Z) in the model, the a,greément of the‘-_
combined prediction with the data is remarkable.

Direct comparison between the CDF result and ete~ experimental data can be mis-
leading, due to differences in definition between the fragmentation variables used in those
experiments. Typically they use the half the center-of-mass energy as the denominator of
Z, without an explicit jet definition. Effects of multi-jet events and internal jet masses
cause this quantity to differ from the variable Zp defined using the jet momentum. This
difference is illustrated in the ratio of the fragmentaﬁon function using Zp to that using Zg
(Figure 4.17). Though the difference between the jet energy and momentum is typically a

few per cent, the effect is magnified by the slope of the D(Z) distribution. The same ratio

predicted by HERWIG is also shown, and agrees qualitatively with the data.

4.4.2 Evolution with Dijet Invariant Mass.

The dijet invariant mass M;; was used as an estimator of the hard scattering momentum

transfer scale to look for deviations from scaling. Over the wide M ; range accessible one
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may expect observed deviations to be due to three potential effects:

o For a given jet type the fragmentation function is predicted in QCD to become steep_ér o

with increasing Q2.

e The ratio of quark to gluon initiated jets is expected to rise with increasing Q2. If *
this variation were the only effect, one might expect the fragmentation function to

become less steep.

¢ Experimental effects such as efficiencies, calorimeter response and detector resolutions
change over the large Q? range. The corrections for these effects were evaluated

separately for each M, interval.

The behavior of the fragmentation function with Af;; is shown in Figure 4.18, com-
pared to data from TASSO[52]. The plot is similar to those used to describe structure
function evolution. The horizontal axis is logarithmic in AM?%; for the CDF data or s for
TASSO. The CDF data are the circles, with statistical errors plotted for each point. For
six values of M a coarsely binned dN/dZ distribution is shown as a vertical set of points.
Likewise, the horizontal groups show the variation of D(Z) for six Z intervals. Typica.l

systematic errors are shown at the right side of the plot.
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Figure 4.18: Evolution of the fragmentation D(Z) with My, (CDF) or § (TASSO) for six
Z intervals. The CDF data (circles) have statistical errors plotted, with typical systematic

errors shown at the right. The solid curves are fits described in the text, and the dotted
curves are HERWIG 3.2 predictions. ‘
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For each experiment, the fragmentatron is- obs‘erved to steepen with i mcreasmg M2,
The predlctron of the HERWIG Monte- Ca,llo model is plotted as dotted curves, showing
qualitative agreement with the CDF data. For each Z interval, the solid lines plotted .
through the two experimental data sets are linear fits of the form:

D(2:,Q%) = % + 8:n(Q?)

where the Q? variable is apprommated as M3, for CDF and s for TASSO In fact there
is theoretical ambiguity in adoptmg a common Q? definition between the different exper-
iments, so detailed comparison between the two such as a combined fit is not warranted.
However within a given experiment the curves describe variatrons epproximately linear in
ln(Q2). The CDF slopes § are statistically inconsistent with the assumption of‘perfect
scalmg |

In the lowest Z interval the CDF data are significantly hlgher tha.n the TASSO data.
This feature is 1nterest1ng in view of the fact that the TASSO jets are predormnantly quarkb. :
initiated, whereas the CDF jets are expected to be mostly gluons. However, the theo—
retical uncertainties and experimental differences mentioned above prevent a quantitative

comparison of the two.

4.4.3 Extraction of < f.; >

The fraction of jet momentum carried by charged particles < f., > is given by the sum
rule:
1
< fen >=/ dZZD(Z)

Jo
If isospin was a perfect symmetry in nature and only pions were produced, this fraction
would be 2/3. However, the effects of resonance decays may cause < f,; > to deviate from
that value. The mean charged fraction is extracted from the D(Z) result by the numerical
integral:

0.02

< fon > ZZ Di(Z)AZ +/ Dyroa(Z)
The distribution is extrapolated below the first data point using the fit parametrization. |

- Figure 4,19 shows the charged momentum fraction numerically integrated up to Z for events
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" in the range: 80 < Myy; < 140 ‘GeV/c2. The conltri;bution from Z.va,lues above 0.4 is less
than two per cent. Thus the dependence on the fit parametrization used to correct D(Z)
is negligible, since the correction factors deviate substantially above Z = 0.4. Also, the
extrapolation below Z = 0.02 contributes an additional two per cent uncertainty according
to ISAJET. The error bar shows the statistical error and the comBined statistical and

"systematic error added in quadrature. '

The CDF < f., > of 0.65+£0.02(stat)+0.08(sys) is shown compared to TASSO[52]
and UA1[22]. results in Figure 4.20. The choice of Z variable definition is important. The
CDF charged fraction ﬁsing the Zg variable'(not shown) is approxifnately ten percent lower
than the equivalent result using Zp. With_inh statistical uncert:iinties the value of < f., >
does not depend l(.)n Myy. Thé CD_F and TASSO results are consistent across the large
energy range, given thé differing defmi?i{ons fqr the fragmentation variable and the size of
the systematic error. The CDF mean value app.eaxs td be inconsistent with the UA1 result

of 0.47+£0.02(stat)+0.05(sys).

4.5 Transverse Fragmentation Properties

The rapidity and transverse momentum distributions of charged particles with respect to
the jet axis have also been investigated. These quantities do not depend directly on the
~ magnitude of the jet momentum, so they are not sensitive to energy scale errors. How-
ever, they depend sensitively on the jet axis determination. Corrections and systematic
uncertainties related to jet angular measurement errors have not been evaluated for these

distributions.

4.5.1 Transverse Momentum Distribution

The transverse momentum distribution of charged particles to the jet axis is plottéd in
Figure 4.21a, for events with AM;; between 100 and 120 GeV/c?. Only particles with
Z > 0.1 are included. The underlying event background distribution, evaluated at 90

' degrees in ¢ from the jets (Section 4.2.3), is also plotted. Below 3 GeV/c the underlying
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Figure 4.20: Average charged momentum fraction, compared with previous measurements.

83



event is negligib}le' Because of the Z > 0.1 .requir‘ement.’ For a given Iower Z limit and
jet momentum, the track a’ssocié.tidn cone _impoSes a limit to P, acceptance; this limit
corresponds to approximately 5 GeV /¢ for Mj; > 100 GeV/c?.

At low P,, the dN/dP, distribution is forced to zero, as a result of phase space
that increases linearly with P,. In Figure 4.21b, this phase space factor is removed by
'plotting 1/Py, dN/dP, = 2 dN/dP?, rather than dN/dP_L. To examine the effect of jet
axis angular resolution, the data are plotted for two definitions of the jet axis: the axis from
the calorimeter clustering algorithm; and the axis determined by the momentum sum of
charged tracks associated with the jet. Thé two axis definitions give significantly differen;
results at low and at high P;. For P, < 0.5 GeV/c, the distribution approximately 50
percent lower for the calorimeter axis than for the tracking axis, and for P, > 3.0 GeV/c
the distribution is higher for the calorimeter axis. This is consistent with the expectation
that the axis deterinined by tracking“is more precise than that determined by calorimetry.

In Figure 4.21c, the transverse momentum diétributién is plotted for three dijet in-
variant mass intervals. For P, values below 1 GeV/e, The multiplicity with Z > 0.1 is
lower for the higher M;; intervals. This may be due to the effective P, resolution, which
worsens with increasing P at a constant angular resolution. Quantitativé compa.rison of
the distribution with other experiments or for different \}alues of Z or Mjy would require

the systematic effects from the jet axis determination to be better understood.

4.5.2 Charged Particle Rap.idity Distribution

The rapidity distribution Qf chargea .tfacks to the jet axis is shown in Figufe 4.22a for
100 < My < 120 GeV/c?. In the calculation of the rapidity (Y'), all particles are assumed
to be pions, since the CTC provides no particle identification. The background rapidity
distribution of underlying event particles, which has been subtracted from the distribution,
is plotted as circles. The underlying event subtraction forces the distribution towards zero

at Y = 0. The distribution is shown for two values of the P” track association cut. The
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particles. b) Transverse momentum distribution (1/P, dN/dP,) for two definitions of the
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minimum B causes a loss of acceptance below the rapidity

,./1:’”2 +m2 + Py
Y = 51n( )

VB mE- R

Because of the underlying event background and the P acceptance cut, the rapidity
distribution cannot be reliably determined at low rabidity. For this reason, the ‘rapidity
'plateau’ observed in ete~ experiments is not seen in the CDF data. .In Figure 4.22b, the
CDF rapidity distribution for 100 < MN < 120 GeV/c? is compared with the results of
ﬁhree. other experiments: the ete™ experiments TASSO[52] and AMY[54] at /3 = 34 and -
55.3 GeV, respectively; and UA1 at \/s = 546 GeV, for the same M  range. The systefnatic
uncertainty for the CDF points is estimated to be app;oximately 10 percent, mainly from
tracking efficiency; within this uncertainty the CDF and UA1 data are consistent. The.
height and extent of the rapidity plateau for the two ete~ experiments are less than height.

of the distribution from the CDF and UA1 experiments.

The rapidity distributions for three dijet invariant mass intervals are shown in Fig- - _ '

ure 4.23a. The height of the distribution rises by approximately 25 percent and extends

outward with increasing My from 80 to 200 GeV/c?. The average charged multiplicity = N

may be obtained by integrating the rapidity distribution. However, because of the B traek:
association requirement and the underlying eQent subtraction, the fapidity distribution is
not reliably measured for'Y < 2.0. In the range ¥ > 2.0, which corresponds roughly to a
15 degree cone about the jet axis, the effect of the P and underlying event subtraction are
“less than five percent. The integral of the rapidity distribution above Y = 2.0 is the average
“jet core” charged multiplicity. The mean charged multiplicity in the jet core from CDF is
shown in Figure 4.23b as e function of dijet invariant mass, and compared with the results
from the TASSO, AMY, TPC and UYA1 experiments. The jet core multiplicity increases
from 2.4 to 5.8 over the invariant mass range 50 to 200 GeV/c?, following the trend of the
lower energy experiments. For the CDF points, the systematic ﬁhcertajnty on the vertical
scale is estimated to be approximately ten percent, resulting from uncertainty in efficiency -

and acceptance.
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Chapter 5
‘Summary and Conclusions

In this thesis, the fragmentation properties of hadron jets in 1.8 TéV profon-antiproton :
collisions were investigated usin'g the CDF apparatus. The jets studied were expected to be .
predominantly gluon jets, in contraét with the pfedominantly quva.rkv jéts observed in e+e‘v>
collisions.

The charged fragmentation function D(Z) was presented (for events with dijet invari-

ant mass between 80 and 140 GeV/c?), and was in qualitative agreement with predictions of .

HERWIG, a QCD/cluster-fragmentation Monte-Carlo program. The average fraction of jet

momenta carried by charged particles was 0.65 + 0.02(stat) £ 0.08(sys), a value conéistent__’_. o

with the jets observed in ete™ data at lower center-of-mass energy. The fragmentation_ R

function became more and more peaked at low Z values with increasing dijet invariant

mass.” This behavior follows the trend of ete™ data from TASSO, and is consistent with
the expectation of QCD scale breaking.

The major difficulties with the measurement (the largest contributions to systematic .
uncertainty to D(Z)) were: determination of the jet momentum scale in the calorimetry;
and smearing of the distribution caused by calorimetry and tracking resolqtibn. In addition,
the track finding efficiency decreased with increasing jet energy above about 100 GeV,
posing a difficult challenge for making similar measurements of higher energy jets at the
Tevatron or in higher energy experiments. The efficiency issue was underscored by the jet
core multiplicity (the average number of charged particles with rapidity above 2.0) which
increased over a factor of two (from 2.4 to 5.8) with dijet invariant mass between 50 and

200 GeV/c?.
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The issue of whether gluoﬁs fragn&ent differently than qua_urks is not clarified by these
data. Quantitative comparison between the CDF jets and jets from ete~, for the purpose
of looking for differences between quark and gluon jerts, is difficult for a variety of reasons:
different Q? ranges of the experiments; Q? scale definition uncertainties; systematic errors;
and differences in definition of the fragmentation variable Z. Perhaps the most promising
" approach in this regard will be to compare the properties of jets in QCD dijet events with. .
jets produced in different processes (e.g. direct photon or intermediate vector boson events)

within the same experiment.
4 . .
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Appendix A

"CTC Track Reconstruction

The reconstruction code that was used for this analysis was CDFvo‘ﬂ.'i_ine package version
4.4. The following description may not be completely accurate for subsequent versions.
The first step in the track reconstruction is the subtraction of time offsets (Tp’s) frorﬁ
the raw data. These include: wire by wire Tg’s determined from calibration runs which
take into account delays in the read-out eléctronics and cables; and event Tp’s from the
beam-beam counters to synchronize the tracking system with the collision time. At this
point, wires in cells which were known not to be wdrking had full length hits suﬁerimpogéd
so that tracks could be propagated across them. |
The next step is pattern recognition, first using axial superlayers data only and then
combining the information from the stereo layers with the axial tracks to make tracks in
three dimensions. Only hits with widths between 18 and 200 nanoseconds are included in

tracks. The axial search proceeds as follows:

1) Starfing with the outer superlayers, short segments are located within one or two cells
_in a superlayer. Hit times are corrected for time of flight and signal propagation delays
assuming z = 0. Hits with times less than 80 nanoseconds, indicating the crossing of
a sense wire plane, are used as seeds. These are combined with other hits in the same
and adjacent cells to make shoft segments, requiring at least eight hits along a one
millimeter-wide road and A¢ less than 30° with respect to radial at the crossinvg.' In

general this solves the Left /Right ambiguity.

2) Each single superlayer track candidate is fit to a circle (describéd below). A first
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attempt constrains the track to intersect the beam with a x*/DOF test to determine

success. If this fails an unconstrained fit is attempted.

3) Using the fit parameters, the track is extended to inner and outer axial superlayers.
First a four centimeter-wide road is used to pi-ck up as many hits as possible. The
extrapolation terminates if there are three consecutive missing hits or four consecutive
bad hits (too narrow or wide). Cells with wires known to be dead and flagged with full
length hits are not counted. This process is iterated using'narrow'erv roads, refitting
the track with the additional hits, and, if there are endugh hits, dropping some.hits

with large residuals.’

Be.fore. >a,sso<v:iating stefeo da,ta, eaAch~ a,xja,i track candidate is fit to a circle; providing -
the parameters ¢, ¢, and dg. In principie, tilese two dimensional tracks could be utilized for
some analyses if the stereo search fails, since the track Pr and ¢ are reliably determined. |
However, with little or no information on the dip angle or 2z coordinate they are not useful'_'

for fragmentation study. The stereo pattern recognition takes place in three steps:

- The five cells around the track are searched to locate stereo stubs in each stereo
superlayer. These can be made up of four or more hits on a two millimeter-wide road.
If the slope of a test vsegment is consistent with being associated with the track, it is

retained as a candidate in that superlayer.

- All combinations of stereo superlayer candidates are attempted to find the best steréo
predictidn. For each combination, a linear 1eas;t. sdua.res fit in r — z is performed,
including the evént verfex (from the VTPC) as one point, with an uncertaiﬁty of
three millimeters. The cbmbination with the lowest x?/ DOF < 3is chosen, with the

condition that all hits on the track are consistant with being inside the CTC.

- Stereo hits within a four millimeter-wide road are included on the track. If the RMS
residuals of the hits to the propagated track is unreasonable,-hits can b_e'dropped
to attempt to find a better combination. The final track needs to contain at least 7

stereo hits; otherwise, the stereo information is dropped.
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Fitting Procedure

The parameters of the track are determined by the final fit to a helix in two or three
dimensions. This is an iterated least squares fit, as there is no closed form solution due to

the nonlinearity of the parametrization. The x? for the parameters a, is defined as:

N red N
. d;neas _ dl? a ))2 a e
NP PL it LT o ¥ L
=1 t =1

where the d are the measured and predicted distance of a hit to the wire, and the difference.
is weighted by one over the measurement err(;r for each hit. The x? is minimized by Setting
the derivative 9x*/day to zero for each parameter, solving for Aay, and iterating with the
adjusted parameters. Starting from an initial assumed set of fit parameters, the fit generally

converges quickly. The resulting covariance matrix is defined as
Vi =< bpév >= (G

where:
C. = 1 8%x?
72 0a, 00,
To convert hit times to distances, some corrections are applied, which optimize the
resolution of the chamber. These correct for physical effects which are well understood and

measurable, and deviations from ‘nominal’ conditions. They have been evaluated empiri-

cally from minimum bias data, and are applied in three levels:

0) No corrections. The basic time-distance relation Ad = Vg4t X tp;y is assumed during
the initial axial search, when a fairly crude estimate of position suffices. This is also
" used in general for Monte-Carlo data, since effects causing deviations to this relation

are not simulated.

1) Drift velocity and time offset corrections. In this level the time-distance relation allows '

for different drift velocities and a distance intercept in each superlayer:

Ad = Varigt(SL) X thie + dosp(SL)
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Figure A.1: Corrections applied in track finding and track fitting. a) Time/Aspect angle
correction. b) Time slewing correction. ,

2)

The

There was approximately a two percent spread in drift velocities due to diﬁ'erent high
voltages in ’some superlayers, Which amounts to a difference of typically 800 microns.
The distance offsets vary‘bétween -350 and -165 microns systematically. This level is
used in the axial and stereo pattern recognitioﬁ, as they are rather large systematic

effects.

Two further corrections are applied, which were evaluated by fitting a large number of
tracks in minimum-bias data. One correction is a distance offset as a function of the
time of the hit and the track aspect angle. The aspect angle is the angle between the
track and the nominal drift direction. This correction accounts for deviations from the
ideal drift trajectory for large angle tracks énd tracks very near sense wires. Figure
A.la shows this correction versus time for different aspect angles. Also, a time sléwing
correction is applied as a function of the pulse width' of the form Adgiey, = av/wy;, — B,
and plotted in Figure A.1b. These corrections amount typically to less than 100

microns, and so are only used in the track fitting.

weight for each point in the fit is set to (1/Ad)? to minimize the effect of points with

large uncertainty.
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Appendix B

- CTC Tracking Efficiency Studies
B.1 Merging Single Tracks with Jet Data

In the track merging study, single simulated tracks were added to jets to test how often the

reconstruction program would find them. The procedure used was as follows:

1. Events were selected with the same criteria used in the jet fra.gmentatidn"anva.lysis _

(Section 3.4), and a ‘reference jet’ was chosen within the central fiducial region (0.1 <
[n] < 0.7). Tracks in the hemisphere containing that jet were reconstructed for later

comparison with the event after modification.

2. A single track was generated in a GENP data bank. Tracks were generated with

typical parameters for tracks within jets:

- Exponenti:ﬂly falling P, to the jet axis, with < Py >= 0.7 GeV/e.

- Longitudinal momentum P > 0.6 GeV/ec. |

- .The spectrum was chosen appropriately for the independent vé,riable considered,
eitﬁer uniform in Zvlin.the case of efficiency vs.. Z, or falling as 1/Z in other
cases. | -

- _the track was either 7+ or 7~ wich equal probability:
- The track was uniformly distributed in the azimuthal angle.arbund the Jjet axis.
- The tracks impact parafneter do =0, and zp = Zevent-

- The track is required to fall within the full acceptance region of the CTC (Section

4.2.1).
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3. The single track was simﬁlated using theanalysi's-cont_rol version of the CDF detector

simulation CDFSIM with the following parameters and modifications for this study:

- The CTC detector only was simulated, including the effects of material encoun-

tered between the interaction point and the CTC.

- Smearing or overwriting the event vertex was disabled, and vertex information

from the real event was stored in an OBSV bank.

The pagrir:icle was allowed to decay before or within the CTC.

- Additi_én of random noise hits in the CTC was disabled.. |

A global Ty offset of 100 nanoseconds was added to the simulated data and

corrections for drift velocity were applied in reverse.

4. Event by event local Tp’s were added to the simulated CTC element bank, which":
was then merged with the element bank from the reference event using'the routine
CTMERG.. The merged element bank was then reconstructed exactly as real da.ta; -
Normally simulated Monte-Carlo data with run numbers less then 10 a're'treated‘ )

differently than real data by the reconstruction program.

5. The merged event was analyzed as described below.

Steps 2 through 5 were repeated several times for each event.

In the analysis of the merged event, the goal was to identify which, if any, of the
 reconstructed tracks was the simulated track. For each track the corresponding hits in
the merged raw data bank were located u.sing the CTCL link i)ank, and those hits were
compared with the set of simulated hits. A II'lAatChé(.i hit on a wire occurred if two hits had
leading edge times within four nanoseconds (200 microns) of each other. The fraction of
matched hits on all tracks is shown in Figure B.la. The criterion for successfully identifying
the simulated track was that the ratio of matched hits to possible hits was greater than
25 percent. In cases where there_.were more-than one such track the one with the largest

fraction was chosen.
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Figure B.1: a) Fraction of simulated hits contained on tracks found in the merged events .
(solid) and simulated Monte-Carlo events (dashes). b) Fraction of tracks in the five classes
in merged events (solid) and simulated Monte-Carlo events (dashes).

Events were divided into five classes :

A) The matching track passed selection criteria and was close to the generated track in-
the z coordinate. This required the mean distance from the generated helix to be -

within five centimeters in z along the length of the track.

B) The matched track passed selection criteria, but did not adequately match the gen-.
erated track parameters in 2, indicating that the stereo information was probably

coﬁfused.
C) The matched track was found in two dimensions only, without stereo information.
D) The matched track failed one of the other selection criteria.
E)"No track was found with more than 25 percent of simulated hits.

The fraction of tracks found in the various categories is shown in Figure B.1b. The
efficiency was the probability of finding the track in categoriés A or B, since both entered the
physics plots. The efficiency was investigated as a function of various quantities, including:
1/P;,, An, A¢ and AR to the jetikjet mﬁltiplicity and Er; averé.ge distance to the closest

track in 7 — ¢; and physics variables such as .'Z,_):’,?__gndv P, to the jet axis. Though
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the efficiency really depends more on ‘local track/hit density which is difficult to quantify,
the Monte-Carlo technique effectively ihtegrate’d over these variables. In evaluating the
efficiency as a function of physics.quaritities, the goal was to be able to make a bin-by-bin
correction to a measured distribution. |

The track merging technique has the advantage that the real CTC data, including

“effects which are difficult to simulate well such as spirals, noise and deteéctor problems, -

are used as camouflage for the single track. The method has several disadvantages. The
first is that since each event is artificially more dense by one track than an actual event,

the efficiency measured is an underestimate of the true efficiency. The interpretation of

variables is not always clear; for instance, the efficiency at high Z could only be determined

by adding high Pr track to a low multiplicity, low energy jet. In addition, since a single

“measurement” of efficiency requires an entire event to be reconstructed, the procedure is

quite CPU intensive.

'B.2 Monte-Carlo Event Simulation

The track reconstruction efficiency was also checked using simulated PYTHIA[41] Montei =

Carlo events. In this case each charged particle in an event could be used as an independent
test of efficiency, thereby reducing the amount of CPU time needed to obtain reasonable
statistical precision.

Five samples of jet events were generated with minimum jet Pr’s ranging from 20
p J ge _ J anging

to 100 GeV/c. The calorimetry and CTC data were simulated,.and events were selected.

using the measured jet clusters. Each generated charged particle associa,téd to a jet was
compared with the CTC tracks found in the event, requiring (as in the track merging) at
least 25 percent of simulated hits on a track to identify the track. T heb fraction of match
hits on tracks and the number of tracks found in the various categories is compared with

the track merging method in Figures B.1a and B.1b.
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B.3 Estimating Efficiency from Data

A crude estimate was made for trdcvkvﬁnding efﬁc_ie;lcy using the data in order to check
the above methods. In thié study.the efﬁéiéncy’ was defined as the number of ‘good" tracks
which pass track selection critéria divided by the number of ‘probably real’ tracks. The
latter category included any tracks which had eighfeen or more hits in the axial superiayers
'two, four and six, and a,lso‘.h:a'd'atd least sOtﬁe hité in superlayer six or outer, so that the' :
tracks considered were mostly within the full accegtancg region. The efficiency determined-l
using this method was appfoxjmately 90 percent, slightly lower than that obtajﬂed i}nvthe
track merging and Monte-Carlo studies. This lower result may ha\;e been partially due to
secondaries, acceptance uncertainties, and the effects of multiple. tracks which sha.redv the

same set of hits.
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Appendix C

‘Unfolding Detector Resolution Effects to the.

vCharged Fragmentation Function

C.1 General Procedure

The measured fragmentation function is a convolution of a produced distribution with Caus-.
sian resolution fun.ctio.ns in the two independent variableé jet momentum (Pje:) a.nd'tra.c.kt-, -
curva,turé (C = 1/Piracr), where Z ~ 75”17.- In the discussion below, the jet 'mbmeht.ui_n :
- will be referred to simply as P (not to be confused with the track momentum). L
The measﬁred number of tracks in a Z interval of width §Z for jets in a jet mbiﬁenf;m -

interval of width §P is expressed as:

8%n

755 0P 62 (C.1)

Nmea,s(Z, P) = Dmeas(Z) 6Z Emeas(P) 6P =

In the above relation, the fragmentation function D is the number of tracks per unit Z péf
jet and the jét cross section T expresses the number of jets per GeV/c pef unit luminosity. |
This “bin” is illustrated as a shaded rectangular region a two dimensional plot of Pv vs Z
(Figure C.1a). In fact, the above equation is only true in the small bin-size limit, since D
and ¥ are steeply falling distributions. |

The resolution smearing is best demonstrated on a two dimensional plot of P vs. C,
shown in Figure C.1b. Since the two measurements are independent the effect of resolu- .
tions in track curvature and jet momentum is to move eventsvbvertica.l]y and horizontally,

respectively. The number of tracks measured in a bin in the (P,C) plane is the density

9*n

praniC.P) = g3 ©2
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Figure C.1: a) Two dimensional plot of Pje; vs. Z. A single bin of width 6Z and 6P. is
shown as a shaded rectangle. b) Plot of Pjes vs C,mck Contours of constant Z are shown_
as hyperbolae on this plot. -
multiplied by the bin area. The density in (C,P) is related to the density in (Z,P) by a o

Jacobian:
0°n

3CoP =0Z/0C| 55z

azaP PC’2D(Z)E(P) | (C,Q)L:..-

The measured number of tracks in the bin is related to the produced density of tra_cks>

by the relation:
prmeas(Cs P) 6C 6P = / / dP'dC" pyproa(C', P') [Ro(C,C") 6C) [Rp(P, P') 6P]  (C.4)

The resolution functions Rc and Rp are the probability per unit measured C or P to observe
the produced (primed) quantity at the measured (unprimed) value. The convolution integrai
expresses the conservation of probability, as long as the resolution functions are normalized
to unity (f R = 1.0) and the complete space of the variables P and C are integrated over.

The number of measured events within the interval [Z; < Z < Z;, L < P< B} is

obtained by integrating the density in the interval:

Nmeas(Z,P) = /P dP'Teas(P') / 42/ Drneas(2')
1 .
= / dPI/PZl dC'pineas(C’, P') - (C.9)
= -P'7Lz_2,' . ) o
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For a sufficiently small momentum range, the integral over P’ can be replaced by the

momentum interval. Substituting for p,eqs, the measured fragmentation function in a Z

bin is:

/ dZ, mca,s(Z,) =

F 21 dP'dC'© p'rod(P,) 7] 7] ’ |
— / dC // FgH g ) Dot 2)Re(CL OV RR(P,P) (C6)

C.2 Unfolding the Jet Momentum Spectrum

The functions X,,,q and ,,eqs are determined by fitting the measured jet momentufn dis-
tribution. The fits were performed using MINUIT program[55], assuming Poisson statiéti_cé
for the bin contents[56]. The measured distribution of jet momenta in the event sa.mple‘
is shown in Figure C.2a. Below about 60 GeV/c the shape of the spectrum is biased by
trigger thresholds and selection criteria. A power law parametrization was used to fit t.hve‘
spectrum: |

E(Pjet) = a’ x Pjet = exp(aB) x P Jet

The parameters a and 3 (as opposed to o' and 3) were used in order to reduce the correlatidx‘l;
between them. A fit in the range 60 to 120 GeV gave the parametber vélues_.: a= 5.048:_&.020; '
B = 5.793 + .138. Statistical fluctuations in the ﬁomentum range near 120 GeV/c cause
a mediocre fit x2/DOF of 40.7/28. However, the optimum parameters were insensitive
(within statistical errors) to the upper and lower limits between 56 and- 180 GeV/c.

The effect of resolution on the produced distribution is expressed via the convolution[57]:

% neas(P) = / T P Rp (P, P)Srod(P') TR

where the resolution function Rp is Gaussian with the width op from Figure 3.8:
i ol P')2] |
\/ﬁd’p(P' 20p(P')?

The upper and lower limits of integration were set to the momentum P;.; £ 50 of resolution

Rp(P,P") =

evaluated at the limits. This integral is humerically evaluated at each bin, and X4, is fit

to the data by varying the parameters in ¥,,,4.
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Figure C.2: a) Measured jet momentum distribution. The fit shown is a power 1aw’-
parametrization. b) Resolution corrections to the spectrum derived from the fit.
The optimum parameter values from the convoluted fit were a@ = 5.04 £ .02 and
B = 5.69 + .03. The ratio £,r0q/Emeas is the correction factor which relates the mea.sured.
to produced jet momentum distributions. The results are shown in Figure C.QB for f.i\.'e‘
separate cases. The center curve is for the nominal jet resolution, and the uppef va.ndﬁ
lower outer curves are for optimistic and pessimistic jet resolution estimates, respectively.}
The other two curves are the correction factors obtained using the 1o uncertainties on the
optimum fit parameters. This uncertainty can be neglected compared to the resolution
uncertainty. The correction is always less than unity, as there are more measured jets thanv
are actually produced at a given momentum. Due to the éteepness of the spectrum, there is

a net migration of jets from lower to higher momentum as a result of resolution smearing.

C3 Unfoldivng the Fragmentation Function

With the above estimates for the jet cross section produced and measured, the effect of res-
olution on a produced fragmentation function is given by Equation C.6. For the purposes of

evaluating a correction for the measured spectrum, a parametrization of the measured frag-
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mentation function was used as the produced fragmentation function. This approximation .
may be justiﬁed if the magnitude of the correction Dyprod/ Dmeas is not far from unity.

Three different parametrizations were used for D(Z). As the functional form used
affects the derived correction, it is more important to use a smooth function better fitted
to the data than one preferable based on theoretical réaéoning. »

The three fits to the measured distribution are shown in Figure C.3. First, an expo-
nential form was used: |

e’

D(Z) = 7 X exp(—0 * Z)

This parametrizé,tion has been used by UA1 to describe their data[22]. It éives a poor fit
to the CDF data .(x2/DOF = 55/25), due to the shape of the distribution near Z = 0.5.
On theoretical grounds this parametrization is unattractive as it converges to a constant
at Z = 1 without steepening; however it fits well to some hadron collision data. A ﬁlore Aj

theoretically desirable parametrization was also attempted:

D(Z):f'Zix(l-Z)ﬁ'
This fit the data very poorly (x?/DOF = 322/25), as the function falls much fastef_thban- 77
the data at Z > 0.6. o | ‘
The third parametrization is a spline of the exponential parametrization, which de-
_scribes the low Z end well, with a fourth order polynomial (on a logarithmic scale) for
higher Z:
D(Z) = g xexp(-B*2Z) for Z < Zinot
exp(a+bZ + cZ? +dZ3 + eZ*) for Z > Zino

At the boundary, the function value and first and second derivatives were required to match,

so that three of the parameters are eliminated by the following relations:
c= 1/ZZnat - 3denot - 6ezlgnot

b= —(1/anot + IB) - 2CZlcnot - 3dZI?not - 46ZI::'nat ’

a=Ilna-10Z - BZ —bZknot — ¢Ztuot — 423 0s — € Zjtnos
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Figure C.3: Fits to the measured fragmentation function (see text). The three parametriza-
tions shown are an exponential form (dashes), a power law form (dots), and a splined fit -

(solid).

The convolution integral is sensitive to derivatives higher than the first, so it is important

to match the second derivative. The optimum choice of Zi,,; was found to be 0.24., by
varying. the position and combaring the fit x? to the measured spectrum. This function fit
the data quite well as shown in Figure C.3, so it was used to evaluate the correction for
resolution smearing. - _

Correction factors for the 27 bins of the distribution, evaluated as Dirue(Z)] Domeas(Z),
are shown for the spline fit in Figure C.4a. As before, the limits of integration are set at
450 from the ‘nominal’ Pje; and Cyrocr at the measured Z. Had the fit been to a two-
dimensional grid in Pj.; and Cyrqr these nominal valugs would have been the measured
quantities. Instead, the nominal Pj., is taken as the average jet momentum in the dijet
invariant mass interval, < Pj, >. The nominal C for a measured Z is then equal to
Tlljet;. Also shown are the corrections for Pje; and Cyrqack resolution separately, which
were obtained by setting the resolution of the other quantity to a é function. Note that

the momentum resolution does not affect the distribution except at high Z, due to the fact
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- Figure C.4: a) Correction factors due to resolution smearing, evaluated using the spline
parametrization. The separate contributions from track and jet momentum resolution are
also shown. b) Comparison of the corrections evaluated using the spline and exponential -
fit parametrizations.

that the fractional track momentum resolution worsens linearly with Py.cx (or Z).

The effect of the energy resolution is to cause the measured distribution to be less - o

than the produced distribution for most. of the Z range, by shifting events from_lﬁgher to
lower_ Z values. This is the same effect as is.observed in the jet spectrum, that. jets ten_d
to come from lower momenta than where they are measured. Had the :jet spectrum been
_ignored, the result would have been that events tend to §llift up in Z.

At Z values app'roaching 1, the correction factor decreases below unity for two reasons:
the asymmetric momentum errors can cause tracks to be measured at s'ubstantiaily higher
Z values than they are prbduced; and the distribution beéomes steeper, _which is reflected
in the parametﬁzafion. In Figure C.4b the corr.ectionsv are cbmpared uéing thé sp.li.ne with
those .evaluated using the exp.onential form. There is little difference ekcept at high Z ,
where the vcorrectio>n factors usi‘ng the exponential form are never less than unity.

Imprecise knowledge of the detector. resolutions adds an-additional uncertainty to the
correction factors. In Figure C.5a the correction fa.ctoré #re e\.faluated using the upper,

middle and lower estimates for jet momentum resolution; Figure C.5b shows the same for
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Figure C.5: Effects of resolution uncertainty on correction factors to D(Z) a) Correction
factors using low, medium and high estimates of jet momentum resolution. b) Correction
factors using low, medium and high estimates of track momentum resolution.

track momentum resolution. The systematic uncertainty from these is considerable.
The detector resolution effects on dN/dZ have also been investigated using a simple B
Monte-Carlo generator and ISAJET[39]. The simple Monte-Carlo incorporated the basic

elements of the problem:

- The jet momentum spectrum X,,q Pﬁf"’.

- Jet fragmentation into pions according to the Feymhan—Field prescription|[9)].
- Jet and track resolution as measured from the data.

Events were selected and treated identically to the data. The ratio of produced to measured
dN/dZ for the simple Monte-Carlo and is plotted in Figure C.6a. The predicted correction
factor, shown by the solid line, overestimates the effect of resolution Ifor Z < 0.6. A similar
result was observed with ISAJET data simulated with the QFL program (Figure C.6b).
The effect of jet momentum rgsolution smearing appears to be less than the corrections

predict. This may be true for the following reasons:

¢ Events were selected with a requirement on two jet sum E7, with no requirement on

a single jet.
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Figure C.6: a) Ratio of produced to mea.sured dN /dZ from the simple Monte-Carlo. b)
Ratio of produced to measured dN/dZ from ISAJ ET+QFL :

"o A dijet K1 signiﬁcance cu_t was imposed.

o The fragmentation function is plotted for an interval in dijet invariant mass (hot jet L

momentum).

The resolution-smearing correction is shown with estimated systematic bounds in. . -

Figure 4.9. The uncertainties were estimated to take into account the discrepancy between

the evaluated corrections and the Monte-Carlo results at Z < 0.6, the uncertainty in track

and jet momentum resolutions, and the uncertainty in the shape of the fragmentation

function for Z > 0.6.
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