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Mossbauer Spectrum Curve Fitting with Personal Computer 

z. Mei and J. W. Morris, Jr. 

Center for Advanced Materials, Lawrence Berkeley Laboratory and 
Department of Materials Science and Mineral Engineering, 

University of California at Berkeley 

A method to perform Mossbauer spectrum curve fitting with a personal 
computer is presented. A modified Gauss-Newton algorithm for the least 
squares determination of nonlinear parameters is used in order to write 
computer codes that perform satisfactorily within the small memory sizes of 
personal computers. Mossbauer spectrum curve fitting with an IBM AT 
personal computer takes about 20 minutes of computing time and the quality 
of the curve fitting is identical with that fitted with a mainframe computer. 
The combination of the least square curve fitting with graphics capability of 
the personal computer makes the selection of the initial values of the curve 
fitting parameters much more convenient 

1 INTRODUCTION 

Today most Mossbauer spectrometers are interfaced with personal computers that 
store spectrum data and perform all the spectrum data processing except for the spectrum 
curve fitting. This is because M6ssbauer spectrum curve fitting involves the determination 
of nonlinear parameters by least squares calculations. These calculations are usually done 
on a mainframe computer using generic mathematical library routines that require large 
amounts of program memory. A specific routine that runs satisfactorily on the same 
personal computer used for data collection would eliminate the need for expensive 
mainframes in Mossbauer spectrum curve fitting. 

In order to run satisfactorily on a personal computer, a routine that determines 
nonlinear parameters by the least square method must have modest memory requirements. 
For example, designating the number of spectrum channels as n (usually 1024 or 2048) 
and m as the number of parameters to be determined (usually 20-30), standard mainframe 
routines require several n x m matrices to perform the calculations. Such program memory 
requirements are beyond the capacity of personal computers and are in fact unnecessary. 
Presented below is a modified Gauss-Newton algorithm for the least square determination 
of nonlinear parameters that requires only several m x m matrices for computation. This 
reduced program memory requirement allows the computation to be performed on a 
personal computer. The algorithm satisfactorily fits 25 parameters on an liM-AT in 20 
minutes. 
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n. STA1EMENT OF PROBlEM 

A Mossbauer spectrum records detector counts, y, at Doppler velocity values, x, into 
n data pairs: 

x}, X2, .•• , Xn 

Yl, Y2, ... , Yn· 

This spectrum, Y(x), is defined as the superposition of a baseline, B(x), and peaks, P(x), 

Y(x) = B(x) + P (x). (1) 

The baseline is assumed to depend on x quadratically [1], 

(2) 

and Bb B2, and B3 are parameters to be determined. In the limit of thin specimens, all the 
peaks can be assumed to have shapes described by the Lorentzian function, 

(3) 

where the parameters to be detennined HI. WI, and CI are the peak height, peak half width 
at half height, and peak center, respectively. 

In the event of quadruple splitting of a nuclear energy level, two peaks with the same 
height and width will be located symmetrically with respect to a center. Only four 
parameters· are needed to describe this kind of doublet peak, 

(4) 

where D2 is the symmetric position with respect to the center C2. 

Additionally, nuclear Zeeman splitting can be responsible for the formation of a sextet 
that may be described as three doublets (peaks 1 & 6, peaks 2 & 5, and peaks 3 & 4), 

• If the heights of two peaks are not equal due to the Goldanskii-Karyagin Effect. we consider them as two 
singlets. 
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where H16, H25, H34 are the parameters describing the heights of doublets peaks 1 & 6, 2 
& 5, 3 & 4 respectively. Similar definition applies for W16, W25, and W34. D61 is the 
symmetric position of peaks 3 & 4 with respect to center C6. The distances between peak 1 
and 2, 2 and 3, 4 and 5, and 5 and 6 are the same + and designated as D62. 

In summary, it is assumed that P(x) can be sufficiently described as 

nI nrr 
P(x) = L,PIi(X; HIi,WIi,CIi) + L,Prri(x; Hrri,Wrri,Crri,Drri) 

~1 ~1 

nVI 
+ L,PVIi(X; H16,H25,H34,W16,W25,W34,C6,D61,D62), (6) 

i=l 

where nJ, nrr, and nVI are the number of the singlets, doublets, and sextets, respectively. 

A Mossbauer spectrum with n data pairs is a n time sampling of Equation. (1). But 
every sampling involves an absolute statistic error of the range ~Yi. Mossbauer spectrum 
curve fitting involves the detennination of the parameters (Bl, B2, B3, HI, WI, CI, Hn, 
Wn, Cn, DII, H16, H25, H34, W16, W25, W34, C6, D61, and D62) in (2) and (6) by 
minimizing the weighted sum of the squares of the residuals, i.e., 

n 

min L, [Y(xj) -yil2fYi 
i=l 

n 

= min L, [Y(Xi; Cl, C2, ... ,Cm) - Yi]2 fYi, 
i=l 

where C}, C2, ... , Cm are the m parameters to be determined. 

(7) 

+ Here a pure Zeenman splitting is assumed. if quadruple interaction is present at same time, the centers of 
three doublets are not coincedent, then we consider them as three independent doublets. 
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m. ALGORI1HM 

The problem to be solved in (7) is the least squares determination of the unknown 
parameters. If Y(x; CI, C2, ... , Cm ) is a linear function of CI, C2, ... , em , then there 
exists a closed form solution. If, however, f(x; Cl> C2, ... , Cm) is not a linear function of 
CI,C2, ... , em , then it may be Taylor expanded with respect to CI, C2, ... , Cm about 
initially guessed values CI{l), C2(1), ... , Cm(l). If only linear terms are kept in the Taylor 
expansion, then f(x) is approximated as a linear function of CI- CI(I), C2- C2(1), ... , Cm-

C(1). Hence, Ch C2, ... , Cm can be determined from the linear least square solution. 
Thus produced ChC2, ... , Cm are then set as the new reference point for the Taylor 
expansion, and the linear least square calculation is executed again to produce another new 
set of CI, C2, ... , Cm . This iterating method continues until a satisfactory precision is 
met. In this section, we will discuss the linear least square solution, the algorithm for 
nonlinear least square problem, and then the modification to the algorithm. 

Linear Least Square Solution 

For convenience and simplicity, vectorial formulation is used. If the following 
defmitions are made, 

y = [~Yb ~Y2, ... , ~yn]T. (8) 

C = [Cb C2, ... , Cm,F, (9) 

Y(C) = [Y(XI; C) / ~YI' Y(X2; C) / ~Y2 , ... , Y(xn; C) / ~yn], (10) 

then expression (7) can be rewritten as 

min (Y(C) - y)T (Y(C) - y) = min f(C)T f(C). (11) 

If f(C) is a linear function of C, then we can write f(C) as 

f(C) = A C + b, (12) 

where A is a n x m matrix, b is a n dimensional vector [bl, b2, ... , bnlT. Therefore, 

f(C)T f(C) = (A C + b)T (A C + b) 

(13) 

Differentiating f(C)T f(C) with respect to C, one finds 

V[ f(C)T f(C)] = 2 AT A C + 2 AT b. (14) 

The solution to (11), C·, is found by solving the simultaneous linear equations, 
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AT A C· = -AT b. (15) 

Gauss-Newton Algorithm 

Unfortunately, f(C) is not a linear function for most of elements in C as seen in 
Equations (2)-(5). Therefore Equation (11) is a nonlinear least square problem. The three 
most common algorithms [2] used to solve the problem are those of steepest descent, 
Gauss-Newton, arid Marquardt [3]. The steepest descent method has the advantage of 
certainty of convergency and the drawback of progressively slow convergent speed after 
flrst few iterations. The Gauss-Newton method has the advantage of high convergent 
speed but may diverge if the selection of initial solution of C is far away from the true 
value. The Marquardt method has both the certainty of convergency and high convergent 
speed, but the algorithm is complicated and difficult to program with the small memory size 
of a personal computer. We adopt the modifled Gauss-Newton method [4] that has the 
certainty of convergency and high convergent speed, and is easy to program with small 
memory size. 

The essence of the Gauss-Newton method is to use linear least square method to 
approach nonlinear least square solution by iteration. During the kth iteration, the first 
order Taylor expansion of f(C) at Ck may be written as, (Ck represents result of C 
produced by the (k-l)th iteration) 

where the Jacobian of f(C) at Ck, A(Ck), is defmed as 

df€) ... affk) 

A{Ck) = ... ... ... = df:€) ... af£) 
The solution to the linear least square problem, 

min [ f(Ck) + A(Ck) (C - Ck)]T [f(Ck) + A(Ck) (C - Ck)] 

= min [ f(Ck) + A(Ck) Pk]T [f(Ck) + A(Ck) Pk] 

can be obtained by solving the simultaneous linear equations, 

A(Ck)T A(Ck) pk = - A(Ck)T f(Ck) , 

and the new value of C will be 

Ck+l = Ck + pk. 
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Modification to Gauss-Newton Algorithm 

If during kth iteration, the detenninant of A(Ck)T A(Ck) becomes zero, there will be 
no unique solution to (19). In addition, even if the detenninant of A(Ck)T A(Ck) is not 
zero, the solution pk determined from (19) does not guarantee f(Ck+l)T f(Ck+l) being 
less than f(Ck)T f(Ck). This becomes apparent when the chosen initial value CO is far 
away from the true solution to (11) as the iteration then diverges. 

It has been shown [4] that although pk can not guarantee f(Ck+l)T f(Ck+l) being 
less than f(Ck)T f(Ck), pk is along the direction that makes f(C)T f(C) decrease. 
Therefore, after solving (19) to get pk, we do not use Equation (20) to detennine Ck+l, 
but use pk as a linear search direction, 

(21) 

detennined by minimizing f(Ck)T f(Ck) with respect the scalar A.. 

If the determinant of A(Ck)T A(Ck) becomes zero, then pk is set as - A(Ck)T 
f(Ck) which is the steepest decent direction [2], and steepest decent method is then used 
for this iteration. 

IV. PROORAMMING 

The central part of the curve fitting program is to solve the simultaneous linear 
equations in Equation (19). A(Ck) is a n x m matrix, where n is usually 1024 or 2048, m 
is about 20 or 30 depending on the number of peaks in a spectrum. But A(Ck)T A(Ck) is 
a matrix of only m x m. The small memory size of a personal computer is insufficient to 
store A(Ck), but is quite adequate for storage of A(Ck)T A(Ck). In addition, further 
memory is free from the fact that A(Ck)T A(Ck) is a symmetrical matrix. Therefore only a 
single m x m array, Fij, and a 1 x m array, bi, need to be defined in the program codes. 
Equation (19) can now be represented as 

m 
L Fij Pj= - bi, 

.i=1 

with Fij calculated as 

(i = 1, 2, ... , m) (22) 

(23) 
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The expression dY~X~iCk) is the value of the derivative of Y(x) defined in equation (1) with 

respect to ith parameter Ci when C = Ck. The fonnula of the derivative of Y(x) with 
respect to ith parameter Ci can be solved by simply differentiating Y(x; Cl, C2, ... , Cm) 

with respective to Ci. For example, if Ci stands for H}, referring to Equation (3), 

a~~;l C) will be 

a~(X;C) _ 1 
HI - (X-CI)2 

1+ W
l

2 

(24) 

dY~xrCk) The value of HI is calculated from (24) by inserting the values of x (= xv, C1 (= 

Clk), and WI (= Wlk). 

The value of bi is calculated as 

(25) 

After Fij and bi are constructed, Equations (22) can be solved using the Gauss elimination 
method with pivotal condensation [5]. 

The flow chart of the program that embodies the algorithm is shown in Fig. 1. The 
fitting curve process starts with an initial guess of the parameters CO, calculates Fij and bi 
with CO using Equations (23) and (25), then solves the simultaneous Equations (22) to get 
pI, linearly searches (Equation (21» along pI to obtain the new solution CI, reconstructs 
Equation (22) with CI and solves it again. The iteration continues until an appropriate stop 
criterion is satisfied. 

The stop criterion we used is 

(26) 

where d is a very small number (e.g. = 0.0001). Satisfaction of (26) simply means 
stabilization of the iteration results. The quality of the fitting is indicated by the "goodness" 
parameter X} [1], 

n 

X2 = ( ~)Y(xJ -yil2/Yi ) I (n - m). (27) 
i=I 
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If X2 is close to 1, the fitting curve is close to experimental Mossbauer spectrum; if X2 is 
very much larger than 1, the fitting curve deviates from the experimental curve, the fitting 
must be re-done by choosing different initial values, C1o, C20, .•• , Cmo. 

v. RESULTS 

We have been using our curve fitting program (written in FORTRAN, compiled by 
Microsoft Fortran Compiler and run in an ffiM AT personal computer) for one and half 
years. The performance is rather satisfactory. Although the calculating speed is much 
slower than that of a mainframe computer, (for example, fitting a 1024 channel pure Fe 
spectrum with 6 singlets of 21 parameters, the program runs about 20 minutes in the 
personal computer and only a few seconds in a VAX mainframe computer), the speed is 
acceptable. The quality of the curve fitting with the personal computer is exactly the same 
as that with a mainframe computer. Fig. 2 (a) ~d (b) show two examples o~ Mossbauer 
spectra fitted with the personal computer. 

Perhaps one of the advantages of using a personal computer for curve fitting over 
using a mainframe computer is convenience to choose the initial values of the parameters. 
Since any curve fitting program locates a local minimum point rather than the global 
minimum point, the choice of the initial values of the parameters is critical and is usually 
done by try and error, especially when peaks in a spectrum overlap one another very much. 
Our curve fitting program has two steps, "eye fit" and least square fit. The "eye fit" makes 
use of graphic package available for personal computer, and plots both the spectrum curve 
and the fitted curve on the computer monitor screen. The program can be quested to 
change any parameter (e.g. peak height, width ... ) and replot the curves. After several 
interactions, approximate values of the parameters are found. Those values of the 
parameters are then set as the initial values of the parameters for the least square curve 
fitting to find exact values of the parameters. Since the mainframe computer is usually 
designed for fast and complicated scientific calculation, its graphics capability is not as 
easily employed as that of a personal computer. 
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Select initial parameters 
o 0 0 Cl' C 2 , •.• , Cm 

o 0 0 T 
Co= (Cl' C 2 , ••• , Cm) 

i, j, = 1,2, ... , m 

T 
Calculate b = VY(Co) (y(Co) - Y) 

b. = i ay(~; Co) Y(~; Co) - Yk 

1 k. 1 aCi Yk -

i = 1, 2, ... , m 

yes 
Solve p from 
A p =- b p=-b 

p = (PI' P2, ••• , Pm) 

Cl=CO+AP 
linear search to detennineA 

yes 

Figure 1. The flow chart of the curve fitting program. 

page 10 



, ,~ 

~.I 

rl 

.J 

830000 

(a) 
820000 

810000 

c:I.I ..... 
I:: 

800000 = 0 
U 

790000 

780000 

770000 
0 200 .400 600 800 1000 

Channels 

256000 

254000 

252000 

c:I.I 250000 ..... 
I:: = 0 

U 
248000 

246000 

... :-•. 
244000 .. 
242000 

0 100 200 300 400 500 

Channels 

Figure 2: Two examples of Mossbauer spectra curve-fitted with an IDM AT personal computer, 

(a) transmission spectrum of HoBa 2 (Cu O.9SFeO.O!lh06.8 ;(b) backscattering spectrum of the 

deformation induced martensite on a JIe test fracture surface of 304 stainless steel. 
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