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ABSTRACT 

The anodic film formation of eu, Ag, and Zn in alkaline solutions was inves­

tigated using several in situ as well as ex situ techniques. These included angular 

resolved elastic light scattering, Raman spectroscopy, spectroscopic ellipsometry, 

scanning tunneling microscopy, scanning electron microscopy, and x-ray 

diffraction. A discussion of the apparatus and theory of in situ elastic light 

scattering and Raman spectroscopy for studying thin-film nucleation and growth 

is presented. 

The mechanisms of film formation were inferred from the observations. The 

solubility and conductivity of the oxides/hydroxides formed strongly influence the 

morphology and reversibility of the electrochemical reactions. Low solubility 
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tends to favor solid-state, planar film growth. However, planar film growth was 

generally accompanied by some concurrent formation of soluble reaction pro­

ducts. 

Ag20 formation begins with the production of a planar precursor layer (pri­

mary layer) in which nucleation of three-dimensional crystals occurs after a criti­

cal thickness is reached. The wavelength-dependent optical properties of the pri­

mary layer have been derived from the measurements. After nucleation, a redis­

tribution of material among the growing crystals (Ostwald ripening) causes the 

number density of growth sites to decrease. The redistribution occurs via the 

transport of oxide material through the electrolyte (by diffusion of the soluble 

species) from small crystals to larger ones. 

Strong illumination causes the photoelectrochemical transformation of Ag20 

to AgO at potentials where the monovalent oxide is known to form. This 

transformation is not a strong function of illumination, and a threshold illumina­

tion energy for the process was not observed. At potentials cathodic of the 

(dark) Ag20 to AgO reduction, photoelectrochemically produced AgO is not 

reduced to Ag20 when illumination is terminated. The photochemically pro­

duced AgO film is chemically or structurally different from electrochemically pro­

duced AgO in that its reduction occurs preferentially via a soluble monovalent 

intermediate. 

The formation of cuprous oxide is controlled by diffusion. CU20 is less solu­

ble than Ag20 and forms a compact layer that does not exhibit three-dimensional 
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nucleation. The optical properties of this layer have been derived. At higher 

potentials, the formation of the divalent cuprite ion from the CUzO film results in 

the precipitation of Cu(OH)z. When the electrolyte near the interface becomes 

supersaturated with the cuprite ion, Cu(OHh precipitates as a fine, needle-like, 

porous film. The more thermodynamically favored CuO is formed only at higher 

potentials and longer periods of time from the underlying CUzO layer. At poten­

tials near oxygen evolution, a broad Raman band, which we associate with the 

formation of a trivalent copper species, is observed at around 550 cm-I . Cathodic 

reduction of the surface layers is hindered by the limited conductivity of the sem­

iconductive CUzO film., This layer acts as a Schottky barrier whose resistance 

decreases with illumination. 

The oxides of zinc are much more soluble than those of silver and copper. 

The major soluble zinc species at alL concentrations (including supersaturated 

solutions) is the tetrahedral Zn(OH)4-Z ion. This ion does not polymerize or form 

polynuclear aggregates at higher concentrations. Solutions containing silicate 

show no new Raman bands, and therefore silicate does not radically alter the 

Zn(OH)4-Z environment. The stability of the supersaturated zincate solution is 

associated with the slow kinetics of ZnO nucleation, with silicate further hinder­

ing the process. 

The formation of a ZnO film by corrosion in deoxygenated, zincate-saturated 

solution follows a limiting-thickness growth law whose exact form is unclear. We 

suggest that film growth is controlled by the simultaneous diffusion and migra­

tion of ions within the films' space- charge layer and by the dissolution of the 



oxide into the electrolyte. 

During the active anodic polarization of zinc in alkaline solutions, a film of 

E-Zn( OH)2 is formed. The rate of film formation is balanced by its rate of disso­

lution into the electrolyte, and therefore most of the charge ends up as products 

in the electrolyte and not in the film. 'Near the active/passive transition poten­

tial, the diffusion of hydroxide to the metal/film interface becomes rate limiting, 

and a film containing kinetically less favored ZnO is formed. The conductivity of 

this layer is small and therefore causes a marked decrease in the observed current 

once the layer is formed. The E-Zn(OHh layer is removed from the interface by 

dissolution beyond the transition potential. The slow rate of dissolution of ZnO 

is balanced by its rate of formation at higher potentials. 



To the memory of my grandfather, 

Michael J. Stewart 
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INTRODUCTION 

The formation of surface layers has a significant effect on the chemical pro­

perties of most metals in contact with a liquid phase. Depending on their physical 

and chemical properties, films can exhibit desirable or undesirable properties. In 

many batteries, surface layers are formed as a result of an electrochemical reac­

tion and are used as an energy storage medium. These films may be porous or 

electrically conducting, and they may provide. both a stable potential and a higll 

rate of charge and discharge. Inert, compact thin oxide films can offer a 

significant resistance to corrosion, but their formation on an electrode can be 

detrimental to the operation of a battery. An improved understanding of the 

processes involved in the formation of anodic surface layers is necessary to. 

predict and control the film properties important to the storage and conversion of 

electrical energy or the corrosion resistance of cell components. 

In this study the physical and chemical mechanism of the anodic formation 

of metal oxide/hydroxide films in alkaline media has been investigated. The 

anodic oxidations of zinc, copper, and silver were chosen because these systems 

are of practical interest, are used in a number of battery systems, and vary 

widely in their oxidation potential and the solubility of their reaction products, 

and because film formation plays a central role in controlling the behavior of the 

metals. Good physical data pertaining to the chemical and morphological 

1 
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transformations that occur during anodic film formation on these metals is still 

limited. While much of the information on electrochemically formed anodic films 

has been derived from electrochemical measurements, our aim was to carry out in 

situ measurements in order to gain insight into the principal film growth 

processes and to relate the electrochemical behavior to the film growth charac­

teristics. 

In the first part of this thesis, a literature review is presented. This part 

includes a review of (1) the anodic behavior of copper, silver, and zinc in alkaline 

solutions, (2) present electrocrystalization theories, and (3) alkaline battery sys­

tems that use copper, silver and zinc as electrodes. In the second part of the 

thesis, experimental procedure, apparatus, optical theory, and experimental 

results are presented .. In the third part of the thesis, the results are interpreted 

and some conclusions are presented 

We have chosen to study the anodic oxidations of zinc, copper, and silver 

because these systems have practical interest and encompass the solubilized­

material and surface-film mechanisms described in Chapter 5. These metals vary 

widely in their standard electrode potential of formation and solubility of their 

respective oxides and/or hydroxides. Despite the fact that many electrochemical 

studies have been reported, there is still little concrete physical data pertaining to 

the chemical and morphological transformations that occur during anodic film 

formation on these metals. Since film formation plays such a central role in con­

trolling the behavior of these electrochemical systems, our aim was to gather in 

situ optical measurements to gain insight into the the important film-growth 
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processes and to interpret the electrochemical behavior of these systems in terms 

of the film-growth characteristics. 



CHAPTER 1 

ANODIC COPPER FILMS IN ALKALINE 

SOLUTIONS: LITERATURE 

Section 1.1: Copper in Alkaline Media: Thermodynamics 

5 

Thermodynamic data for copper in alkaline media are most conveniently 

presented in a so-called "Pourbaix diagram" [AI]. In creating these aqueous 

pH/potential diagrams, one must often restrict the number of solid substances 

being considered to make the diagram tractable. Furthermore, the most thermo­

dynamically stable species may not be formed because of kinetic limitations. Fig­

ure 1-1 shows the Pourbaix diagram with Cu, CU20, and CuO treated as possible 

solid substances, whereas Figure 1-2 exchanges Cu(OHh with CuO. Cu(OHh is 

less stable than CuO and will tend to be converted into the oxide. The free­

energy difference between these two compounds is 1.79 kcal/mole, corresponding 

to 3.88 m V for a two-electron-transfer process. 

There is a minimum in the solubility of both CuO and Cu(OHh at a pH of 

around 9.0. Cu(OHh is the more soluble compound at all values of pH by more 

than an order of magnitude, with a solubility of approximately 2.1xl0-3 M at pH 

14. The CuO solubility is around 1.1xl0-5 M at the same pH. Though it is 

known that the solubility of cuprous oxide is very low, no values have been 

reported in the literature. The only soluble monovalent copper species considered 

in the construction of the Pourbaix diagram (Figures 1-1 and 1-2) is the cuprous 
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ion, which is known to be colorless. Various divalent copper species have been 

considered, but the blue cuprite (CuOi2) and bicuprite (HCU02-1) ions predom­

inate at higher pH. For instance, the cuprite ion is 16 orders of magnitude more 

soluble than the cupric ion (Cu+ 2) at pH 14. However, the cuprite ion is only six 

times mme soluble than bicuprite at the same pH [Al-A3]. 

The redox reactions that occur in 1M caustic as the potential is increased are 

shown in Figure 1-3. The reduction of water to molecular hydrogen will occur at 

a potential of -826 mV vs l\:HE (line a, Figure 1-1). All potential measurements 

in this study were made with I'efel'ence to a Hg/HgO in 1M KOH electrode, 

Since the pot,ential of the Hg/HgO in 1M KOH reference electrode is 98.6 m V vs 

NHE, hydrogen reduction occurs at a potential of -924 m V vs this Hg/HgO refer­

ence electrode. The hydrogen evolution reaction is impeded by the reaction over­

potential on the copper electrode. Copper exhibits an average (with respect to all 

metals) overpotential for this reaction, and so overpotentials on the order of 100 

mV for reasonable currents might be expected. At a potential of -898 mV vs 

Hg/HgO in 1M KOH, the cuprite ion, CuOi2, is in equilibrium with an equimolar 

concentration of cuprous ion (line 6', Figure 1-1), but both species have been 

reduced to negligible concentration at this pH. The oxidation of copper to 

cuprous oxide occurs at -455 mV vs Hg/HgO in 1M KOH (line 7), Cuprous oxide 

can react with water and lose an electron to form cupric ion, and this reaction 

will be in equilibrium with a saturated solution of cupric ion at a potential of 

-257 m V (line 20). Cuprous oxide will react to form cupric oxide at -257 m V or 

cupric hydroxide at -179 mV (line g). Finally, water will decompose to molecular 
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oxygen at 301 mV vs Hg/HgO in 1M KOH [AI-A3]. 

The effects of oxygen on this system are believed to be the cause of the 

differences of several millivolts in values reported by different authors for a 

number of reactions discussed above [A3]. Molecular oxygen will oxidize Cu+ 

ions, changing the relative concentrations of the cuprous and cupric ions. This 

reaction can cause a slow dissolution of the metal. Dissolved oxygen has also 

been found to significantly increase the rate of cuprous oxide dissolution [A4,A5j. 

Under anodic conditions a potential shift associated with this reaction will make 

the interpretation of current-voltage measurements difficult. Therefore, thorough 

de aeration of the solutions is imperative. 

Section 1.2: Copper in Alkaline Media: Kinetics 

The oxidation of copper in basic solutions has been studied by voltammetry 

for a number of years. Yet, despite the relative simplicity of a voltammetric 

experiment, there is a fair amount of disagreement concernifolg the physical and 

chemical processes that cause the voltammetric features. Therefore, it is neces­

sary to discuss the literature as a whole to ascertain which aspects of copper oxi­

dation voltammetry are clear and which aspects need further clarification. 

Cyclic voltammetry of copper has been noted to be sensitive to electrode his­

tory [A8]. There are generally two major anodic oxidation peaks observed for 

copper in alkaline solutions (see Figure 1-4). Most authors show the first oxida­

tion peak, referred in this work as the Al peak, at around -350 m V vs Hg/HgO 

in 1M KOH. This peak has been associated with a monovalent oxidation process 
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[A2,A3]. The second anodic peak, A2, associated with a divalent oxidation pre­

cess, has a peak current at around 0 mV vs HgjHgO in 1M KOH and is more 

than an order of magnitude larger than the Al peak at pH 14. 

Section 1.3: CuOH and Oxygen Adsorption on Copper 

A number of authors have suggested the formation of a CuOH layer prior to, 

01' concurrent with, the first anodic peak [AB-An]. CuOH is apparently an 

unstable compound in ail' because no data are available on its properties. Some 

investigatol'S have assumed the existence of this compound in chemical mechan­

isms to explain how coppel' is transformed from bare metal to CU20. The litera­

ture is also unclear as to whether this layer exists as an adsorption monolayer on 

copper (and perhaps an intermediate to a dissolution product), or as a bulk film. 

The following reactions have been PI'oposed by Haleem and Ateya [Ag] to 

account for the formation of CuOH and the transformation of CuOH into CU20: 

Cu + OH- ;:: Cu(OH) + e- , 1.1 

1.2 

Because a photocurrent was not observed prior to the production of Cu(JI) species 

and an unidentified optical absorption maximum was observed in their reflectance 

measurements in the region where the Cu(I) surface species is believed to exist, 

Pyun and Park [A8] stated that a film of CuOH exists in equilibrium with the 
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CU20 film after CuOH is initially formed. Droog et. al. have studied the adso~p­

tion of oxygen on polycrystalline [A6] and single-crystal [AIO] copper surfaces. 

They found that the reaction was highly reversible and that it can be detected by 

ellipsometry at around -700 mV vs Ag/AgCI sat. KCl (Ag/AgCI sat. KCI is +207 

m V vs T\1J-IE). Two unique adsorption peaks were found and were assigned to the 

adsorption of oxygen on the (110) (at -610 mV vs Ag/AgCI) and (100) (at -670 

mV vs Ag/AgCI) crystal planes. The (111) surface was found to be the least reac­

tive in the underpotential range, yielding only a broad increase in current prior to 

bulk oxidation. The size of the changes in the ellipsometer parameters A and \II 

wel'e both shown to be small, consistent with the adsorption of a submonolayer. 

Therefore, the results of Droog et al. [A6,AIO] support the notion that CuOH 

may fOl'm as an adsOJ'ption layer, but not as a bulk film. 

Section 1.4: Cuprous Oxide Film Formation 

The first major cyclic voltammetry (CV) anodic peak, AI, has a number of 

interesting characteristics, which depend on sweep rate, concentration, and disk 

rotation rate. Anodic current associated with this peak is first observed at 

around -400 m V vs Hg/HgO in 1M KOH, approximately 50 m V anodic of the 

theoretical reversal potential for the Cu/CuzO reaction. For sweep reversals 

slightly above the peak potential, hysteresis between the ascending and descend­

ing scans has been observed [All]. The value of the peak current was found to 

increase with the rotating disk electrode's (RDE) rotation rate, indicating that 

some solution-side diffusion process occurs during film formation. This peak 
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becomes more anodic with incl'eased rotation rate, According to Strehblow, the 

peak is not observed at low pH and slow sweep rates [AI2], 

Based on the potential at which the Al peak appears, it has been attributed 

. to the formation of cuprous oxide. Ex-situ x-ray and electron diffraction measure­

ments of the copper films formed at constant current indicate that the films are 

totally cuprous oxide at current densities below 0.2 mA/cm2 [AI3]. However, 

while Raman spectroscopy has identified Cu20 in situ in 0.1 M KOH, the species 

could not be detected until well beyond the Al peak [AI4]. CU20 was observed 

in the potential range of +50 to +500 mV vs saturated calomel electrode (SCE) 

on the anodic sweep. It was observed in this work that CU20 could be observed 

a.round the Al peak potential when the potential was stepped into the Al peak 

potential range (around -400 mV vs Hg/HgO in nv! KOH). A reason for this 

inconsistency between the potential step and potential sweep experiments was 

not given. Furthermore, this finding is perplexing, s!nce the relatively slow sweep 

rate of I m V /sec used in this experiment might be expected to facilitate a 

pseudo-steady-state potential condition. Therefore, while it is generally agreed 

that the Al peak is at least partially associated with CU20 film formation, the 

necessary conditions and potential for film formation are not clear. MacDonald 

[All] has suggested that abpve the Al peak potentiar the surface is completely 

covered by a resistive film. 

By increasing the reversal potential for each subsequent sweep in a CV 

(referred to as a "window-opening". experiment), anodic and cathodic peaks can 

be corrolated. One of the problems in the literature assignment of peaks by this 
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procedUl'e is that the peak potentials are not necessarily independent of the 

sweep reversal potential. The reduction peak CI associated with the Al peak is 

seen to move progressively to lower potentials and to increase as the anodic 

reversal potential is increased from -350 to -50 mV vs Hg/HgO in 1M KOH [A8]. 

Once the sweep reversal potential passes the A2 peak potential (0 m V vs I-Ig/HgO 

in 1M KOI-I), the CI peak potential becomes independent of further increases in 

reversal potential. It should be noted that another red uction peak, C2 (associ­

ated by most authors with the reduction of the species formed at the A2 peak), 

OCCUl'S near the potential of the Al peak and can be mistaken as being associated 

with t.he Al process. Therefore, the reduction of the material formed at Al 

becomes increasingly iITeversible as the reversal potential is increased up to the 

potential where divalent oxide is formed. Galvanostatic reduction of films also 

shows an increase (more 'cathodic) in the ,'eduction potential of the monovalent 

species as a divalent species is formed on an anodic cycle [AI6]. It may be that 

the wave becomes increasingly negative solely as a result of the increase in charge 

associated with the anodic sweep. Pyun and Parks' data [A8] indicated that 

there is an increase in the CI peak width with anodic charge in the Al peak, but 

the potential at which cathodic current becomes significant remains the same 

(around -500 m V vs Hg/I-IgO). If the reduction process is initially limited by the 

migration of charge though the p-type semiconducting oxide, linear lIE behavior 

might be expected on the rising portion of the cathodic wave. This type of linear 

lIE behavior is shown in the data of Pyun and Park [A8]. The initial portion of 

the cathodic wave is nearly retraced in each subsequent window-opening wave. 
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Even under the condition where .the Cl peak becomes independent of sweep 

reversal, its location varies from author to author. The peak potential has been 

reported to shift by -60 m V /pH [A9]. Hampson et al. 

[AI5] show the Cl peak at around -460 mV vs Hg/HgO in 1M KOH at pH 14 

and a sweep rate of 1.25 m V /sec, whereas Haleem and Ateya's voltammograms 

show the peak to be at -700 m V vs Hg/HgO at 25 m V /sec. Both of these 

authors used the same type of reference electmde (SCE) in their studies. Pyun 

and Park [A8] show the Cl peak at -670 mV vs Hg/HgO in 1M KOH at pH 13 

with a sweep rate of 10 mV /sec, close to the value shown by Becerra et ai. (-620 

mY) with a sweep rate .of 1/2 m V /sec. Furthermore, Hateem and Ateya's results 

[A9] at pH 13.7 (0.5 M NaOH) showed only slight variations of the Cl peak loca­

tion with sweep rate. The location of the other peaks (i.e., AI, A2, C2) published 

by Hampson et al. [AI5] are also more positive by about 250 mY, compared to 

those of other authors. \Vith this understanding, we can say that the Cl reduc­

tion peak is found around -670 mV + /- 50 m V. Most importantly, this peak is 

some 320 m V cathodic of the corresponding anodic peak, demonstrating the 

irreversibility of the reaction. 

\\Then the CV peak reversal does not extend into the A2 region, the Cl peak 

is clean (Le., appears as a single peak), but it becomes complex when the A2 peak 

is passed (see Figure 1-4). Because of the complex peak structure in the Cl 

region of reduction, some authors have suggested that a composite reaction or 

process is occurring [A9,A11]. The explanation generally given is that a number 

of different reactions and reaction paths are occurring in this potential range. 
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The reappearance of Cu..,O during the cathodic sweep of a CV was observed 

by Raman spectroscopy at a potential of -400 mV [AI4j. There was a significant 

increase in signal at potentials around 0 m V vs SCE. The signal from the Cu..,O 

phase completely disappeared around -700 m V vs SCE (past the C1 reduction 

peak). Therefore, the previous Raman result did little to clarify that relationship 

between the CV reduction waves and the chemical transformations involved. X­

ray photoelectron spectroscopy (XPSt) measurement [A12j suggested the contin­

ued presence of cuprous oxide at potentials greater than the Al peak potential. 

Section 1.5: Nucleation and Growth Mechanism of Cuprous Oxide. 

At potentials above -400 m V vs Hg/HgO in 1M KOH, an anodic current 

.associated with cuprous oxide is first seen; we know from this study that bulk 

formation of cuprous oxide begins at this potential. The mechanism of film for­

mation is still highly controversial. The structure has been described variously as 

porous [A5,A13,A17j, growing two- or three-dimensional crystals [A18,A19j, com­

pact and homogeneous layers [A12,A20j, and a compact underlayer with a precip­

itated upper layer of cuprous oxide [A21j. Haleem and Ateya [A9j state that only 

a monolayer of cuprous oxide is formed prior to divalent oxide formation at pH 

13, and that only two monolayers are formed at pH 14. 

These structure suggestions are largely influenced by the two schools of 

thought regarding the physical mechanism of the process. Some authors suggest 

t XPS is also known as Electron Spectroscopy for Chemical Analysis or ESCA. 
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that the films are formed simply by a solid-state mechanism, presumably with 

oxygen ion 0-2 diffusing into the copper lattice; whereas others favor the role of 

dissolved products as intermediates to film formation. The overall reaction for a 

direct solid-state reaction of copper to form cuprous oxide in alkaline solution 

might be represented by 

1.3 

but this equation clearly does not represent the elementary reaction steps 

involved in this process. Shoesmith [A13,A17,A20] has stated that the cuprous 

oxide film forms via a solid-state mechanism but that the structure is porous. 

V\'hile not clearly stated, these authors believe that the layer has holes or canals 

perpendicular to the film/metal interphase. Soluble products are said to dissolve 

from these pores. Soli~-state-mechanism proponents point out that cuprous ion 

is virtually insoluble and taht this fact should eliminate any solution-side effects. 

Indeed, soluble cuprous ion is known to change rapidly to CU20 in alkali [A22]. 

Primarily because of the thinness of the oxide layers formed at (10-20 A) pH < 

10, Strehblow and Titze [A12] rejected film formation by "precipitation from a 

supersaturated electrolyte adjacent to the metal surface" and supported direct 

growth of the oxide on the metal surface. They also stated that the thickness of 

the CU20 layer does not change with potential. A number of authors have attri­

buted film formation to a solid-state process even at pH's where dissolved species 

have been observed. Ord et ai. [A20] do not explicitly state whether they believe 

cuprous oxide film growth proceeds via a solid-state mechanism (pH 12). But the 
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fact that the same ellipsometric results could be modeled as a compact film after 

the electrode was cycled anum ber of times indicates that no roughening was 

occurs. This results is consistent with a film that grows via a solid-state mechan­

ism. Therefore, despite the statement by Ord et ai. [A20] in their abstract that 

film transformation does not occur via a solid-state mechanism and that the 

anodic oxidation of copper is not a field-limited process, we believe that their 

data support a solid-state-film-formation mechanism. Perplexingly, in their dis­

cussion they state that a number of their results" .. can be taken as evidence that 

the growth of the compact layer of CU20 is field-limited." Finally, Hampson et 

ai. [AI5] state "that transference of ionic species in the solid phase is the rate 

controlling process." This conclusion was based on the rather small value of the 

di'ffusion coefficient derived from a peak current vs root sweep rate plot. 

As with the oxidation of silver in alkali, low solubility ,.of the active ion does 

not necessarily exclude the role of a dissolution process in an overall oxidation 

process. It has been suggested that the initial thin (planar) homogeneous film on 

silver formed during its oxidation in alkaline solutions is formed as a concurrent 

"byproduct" resulting from the buildup of reacted material unable to desorb and 

diffuse from the surface" at a rate equal to the overall anodization current 

[A23,A24]. Using a ring/disk apparatus, Miller [A25] has unambiguously shown 

that a soluble cuprous ion is detectable in solution. The solubility of the cuprous 

ion should increase with increasing pH. At pH 7, a value of 7xl0-7 M has been 

reported [AI9]. As indicated above, as the pH rises above 12 the solubility of 

cuprous ion increases to a point were dissolved species start to play an important 
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role in film formation. Films with thicknesses greater than 10 monolayers 'are 

formed. Ashworth and Fairhurst [A19j proposed that the dissolution reaction for 

the formation of cuprous ion is 

1.4 

This species might then decompose to form solid CUzO: 

1.5 

They supported this proposed reaction by a favorable comparison between the 

observed and calculated change in the exchange current density with pH based on 

the above reactions. However, the calculation of the exchange current density by 

the procedure used by these authors may be incorrect. As discussed in more 

detail below, film formation occurs in the potential region of -this study, and film 

formation will invalidate the assumptions on which the calculation was based. 

Because the solubility of cuprous ion has been shown to be significant, and 

because Miller observed soluble cuprous ion species formed during film formation 

of CUzO in alkaline electrolyte, most authors who have studied CUzO oxidation 

at higher pH state that film formation results from precipitation from solution. 

After performing a series of experiments over a range of pH, Ashworth and 

Fairhust [A19j suggested that soluble cuprous species play an increasingly impor­

tant role in film formation as pH is raised. Literature results at lower pH's (less 

than 12) are consistent with a solid-state formation mechanism. The anodic films 

formed at low pH are much thinner than those at pH 14. This makes the 
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physical observations of the films more inconclusive. For example, Strehblow and 

Titze [A12] estimate the cuprous oxide film thickness from ESCA angle­

dependent data to be 14 A at pH 9.6. 

Dignam and Gibbs [A26] interpreted their galvanostatic data with a film 

formation model in which instantaneous nucleation followed by two-dimensional 

lateral growth was assumed. Following this lead, instantaneous formation of 

CU20 nuclei followed by growth of hemispherical nuclei was used to analyze the 

galvanostatic data of Ashworth and Fairhust [A19]. The rate-determining step 

was said to be the the formation of soluble copper (I) species. They correlated a 

"transition time" with the applied current density, which can be justified in 

terms of the well-known Sand equation [A27]. This equation can be used to 

predict the surface concentration as a function of time after an applied current 

step, assuming that there is no resistance to current flow at the surface. Clearly, 

film formation would invalidate this assumption. 

In the classical dissolution/precipitation mechanism for nucleation, when the 

solution pear the surface acquires a certain degree of supersaturation, the initia­

tion of nucleation is assumed to occur. A given degree of supersaturation is 

reached when the product of the current density and the square root of time 

reaches a fixed value, as predicted from the Sand equation [A4]. Unfortunately, 

there is a large degree of uncertainty as to which feature in the galvanostatic 

potential/time curve is indicative of film nucleation. Ashworth and Fairhurst 

[A19] used the sharp increase in potential after a pseudo-steady-state plateau 

period to indicate the onset of CU20 formation. The value of the potential 

/ 
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during the plateau is shown to be around -230 m V vs SCE and is coincident with 

the potential under which cuprous oxide is formed. It could be that the transition 

they were studying is a result of complete coverage of the surface with CU20 

after growing nuclei have completely covered the surface. 'While there may be a 

correlation between this transition time and the current density, it is not clear 

which phenomena are being correlated, and therefore the reason for the observed 

functional dependence is unknown. Yamashita et al. [A5] also proposed that 

cuprous oxide film forms via a classical dissolution/precipitation mechanism. 

They based their claim on a parabolic relationship between potential transition 

times in their galvanostatic transients and monochromatic ellipsometric tran­

sients. However, these authors also define their transition times arbitrarily. A 

slight inflection in the il versus time curves was used to determine a transition 

time from ellipsometer results. il undergoes a period of slow change on the order 

of 1 0 prior to a change in slope in the il versus time curve, which is used as an 

indication of nucleation. No explanation of why this observation is connected 

with nucleation was offered. 

Section 1.6: Semiconductive Properties of Cuprous Oxide 

Most studies have indicated that the film formed on copper by anodic oxida­

tion at a pH above 10 is a p-type semiconductor [A5,A28-A31]. Unlike most sem­

iconductors, cuprous oxide has been shown to exhibit strong exciton structure 

and has been used as a model compound to represent exciton electron-hole pair­

ing [A32]. Therefore, both direct and indirect electron transfer to the conduction 
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band is possible. The direct band gap has been reported to have a value of 2.1 

eV, and the indirect band gap a value of 1.86 eV [A28]. This helps explain the 

discrepancy in the literature values given for the band gap of this compound 

(1.8-2.3 e V). Pyun and Park [A8] have stated that the fiat band potential of 

CU20 is well known to be +260 mV vs SCE. However, they give as a reference 

for this value a paper by Hardee and Bard [A30], which discusses the fiat band of 

CuO and makes no reference to CUzO at all. 

Di Quarto et al. [A28] have noted that pH appears to be the most 

influencial parameter determining the distribution of majority and minority car­

riers in the anodically formed films. Under certain conditions, cuprous oxide has 

shown evidence of n-type behavior. Bertocci [A31] found that films formed by 

corrosion of copper in a copper acetate solution were n-type, with the photopo­

tential shifting to cathodic values. \"'hile these cuprous oxide films exhibited 

photoconductivity, based on impedence measurements, Bertocci [A31] stated that 

there was virtually no change in the film resistance upon illumination .. Rather, 

he attributed the photocurrent to the charge transfer process, which appeared to 

be photon assisted. Bertocci also suggested that illumination of n-type cuprous 

oxide films can shift the potential to values cathodic of the CU/CU20 reaction. 

P-type oxide films have been referred to as "oxidation" semiconductors 

[A33] , which implies that they freely allow oxidation but resist reduction. Yet 

despite the well known fact that copper can form a surface film of this material, 

there has been scant mention in the literature of the potentially important role 

that cuprous oxide can play on the oxidation/reduction of copper. While the 
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existence of a p-type semiconductor film has been established by presenting 

Mott-Schottky plots, there has been little discussion regarding the effect the for­

mation of a cuprous oxide film will have on the rate of oxidation or reduction. 

We have not come across any literature suggesting ways in which one might 

change the carrier population (Le., doping). Articles in the solar energy literature 

are more concerned· with the feasibility of producing copper / cuprous oxide 

heterojuntion solar cells than in establishing any relationships between the elec­

tronic properties of the semiconducting film and the mechanism of film forma­

tion. Because of the emphasis on photovoltaic applications rather than on elec­

trochemical energy storage or corrosion, these researchers paid little attention to 

the electrochemical conditions of film growth (e.g., time of anodization, potential 

of formation, etc.). A large number of surface preparations, solutions, and anodi­

zation techniques were studied and correlated with their corresponding photovol­

taic response [A34]. It was concluded that because of the chemical complexity of 

electrochemically formed surface layers, there was no easy way to produce oxide 

layers of the necessary purity for solar cells. 

Wilhelm et al. [A35] compared the photoelectrochemical properties of 

corrosion-produced, thermally oxidized, and electrochemically anodized copper 

oxide films. The electrochemically formed films were produced by anodization at 

500 m V vs SCE for 30 min in 0.1 N NaOH. Clearly, the films so produced would 

be very complex and would contain Cu(OH)z or CuO as well as CUzO. They 

reported that both cupric and cuprous oxide exhibited photocurrent signals, with 

the signs and magnitudes of the signals dependent on potential. They suggested 
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that copper oxidation is inhibited by illumination. Yamashita et ai. [A5] also 

reported that the growth of their CU20 films (formed by anodization of copper in 

0.5 N KOH) were inhibited by illumination. But reported changes in current as a 

result of periodic illumination (photocurrents) are extremly complicated (see, for 

example, the data presented by Wilhelm et al [A35]) , and we believe only qualita­

tive comments can be made regarding this type of result. Both thermal and 

anodic oxides showed no photocurrent above 0.0 V (where CuO and Cu(OHh 

would be present). All pho~ocurrents were cathodic (Le., an increase in the 

reductive component of the current). 

There hru:? been some speculation that the presence of cupric ion may affect 

the corrosion resistance of a cuprous oxide film. Di Quarto et al. [A28] reported 

that the addition of 5xl0-2 M Cu+2 ion to their solutions increased the cuprous 

oxide film-growth rates ( 3.0 < pH < 6.0 ), but that the ion played only a minor 

role in determining the semi conductive behavior of the surface layer. Strehblow 

and Titze [AI2] suggested that CU(OH)2 formed at potentials beyond the Al 

peak disturbs the structure of the CU20 underlayer so that it no longer serves as 

a migration barrier for copper ions. No evidence was given to support this claim. 

Section 1.7: Divalent Copper Oxide Formation 

As noted above, the second anodic peak, A2, has a peak potential around 0 

mV vs Hg/HgO in 1M KOH and is more than an order of magnitude larger than 

the Al peak. Hallem [A9] reported that the peak is large at low sweep rates «5 

mY/sec), decreases at moderate sweep rates (5-25 mY/sec), and then increases 
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again with further increases in sweep rate, but MacDonald [All] states only that 

the peak size increases with sweep rate. At the highest sweep rates this peak is 

resolved into what appears to be two overlapping peaks [A9] and has been attri­

buted to competing or stepwise processes. The A2 peak becomes more anodic 

with increasing sweep rate [All]. 

A great deal of uncertainty remains regarding the divalent species formed in 

caustic solutions. Much of the confusion has resulted from claims of the existence 

(without any strong physical evidence) of various surface species. Many have 

based their conclusions regarding specific surface oxides or hydroxides on the 

potentials where voltammetric peaks or galvanostatic plateaus occur. But even 

when composition-sensitive experimental techniques were employeed, other fac­

tors (e.g., the effects of pH and potential and current control) appear to play a 

complex role in determining the composition of the surface layer. The formation 

of both CuO [A9,All,A14] and Cu(OHh [A8,All-A13,A17] have been associated 

'with the A2 peak, and therefore it has been proposed that this peak may be a 

composite peak, with both states of oxi'de forming simultaneously. MacDonald 

[All] has suggested that the complex peak nature arises from the dissolution of 

Cu(II) species prior to film formation, with film formation occuring beyond the 

A2 peak potential. The possible existence of a polymeric species Cun(OHhn_2 in 

concentrated alkali [A36] has been proposed to explain some anomalous Raman 

results [A14]. 

The location of the A2 peak potential shifts by -60 m V per unit of pH (i.e., 

becomes more cathodic) [A9,A12]. The peak size increases two orders of 
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magnitude on increasing the pH from 12 to 14 [AO]. These changes with poten­

tial and pH would be consistent with the formation of a metal hydroxide by reac­

tion with the hydroxide in solution, but they do not rule out other processes. 

There is some discrepancy between different authors regarding the charge 

balances for the system, though most of the differences can be attributed to the 

conditions under which the measurements were made and the manner of calculat­

ing the total integrated charge. Generally, at low pH « 12.5) the anodic-to­

cathodic charge ratio of a complete voltammogram (including both mono- and 

divalent processes) is close to 1 [AO]. At higher pH, this ratio falls and becomes 

dependent on reversal potential, sweep rate, and pH [cf. A9,All,A14]. 

Cu(OHh is thermodynamically unstable with respect of CuO. Pyun and 

Park [A8] found some indirect evidence from their in situ reflectance measure­

ments to indicate that Cu(OH)2 is transformed to CuO in solution. Changes in 

the absorption spectra with time under open circuit conditions were used to jus­

tify this claim, but no optical modeling was done to support it. However, an ex­

situ x-ray and electron diffraction [A13,A17] study found that Cu(OH)2 is formed 

in caustic and that it is kinetically stable (with respect to CuO) at temperatures 

below 40 Co. 

As noted above, a small reduction peak (C2) around -400 mV has been asso­

ciated with the A2 peak. Unlike the C1 peak, the C2 peak has not been resolved 

into more than one reduction wave and is virtually pH independent [A9]. But 

while this peak has been associated with the A2 peak, the charge associated with 

this peak is generally too small to be associated with the complete reduction of 
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the material formed at A2. Whether the existence of more than one state of 

oxide, the changing properties of the film, or the contribution of dissolved species 

leads to this phenomenon has not been adequately discussed and clarified in the 

Ii terat ure. 

Section 1.8: Formation of Divalent Copper Surface Species 

It has been clearly demonstrated by Miller [A25j, using a ring disk 

apparatus, that there is a considerable potential range of active dissolution of 

Cu(II) species. As pointed out in the thermodynamic section of this chapter, 

cuprous oxide can react with water (or hydroxide ion) to form a cupric ion, at a 

potential of -317 mV vs HgjHgO. Since cupric ion has a much larger solubility 

than cuprous ion, there should be a potential range where cuprous oxide or 
,< 

copper would react to form cupric ion at ,a concentration below that of the solu-, 

biJity of the ion. Various reaction mechanisms have been presented in the litera-

ture to account for a dissolution process occuring either directly from copper or 

from cuprous oxide. These include [All,A13,A17,A37j 

1.6 

1.7 

1.8 

1.9 
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Cu(OH)n2-n ;: Cu(OH)z + (n-2)OH- , 

Cu(OH)nZ-n ;: CuO + (n-2)OH- + H20 . 

25 

1.10 

1.11 

Based on some ex-situ SEM observations, Shoesmith et al. [A17] have stated 

that when the required degree of supersaturation for film formation can be 

avoided, nucleation of Cu(OHh or CuO does not occur (e.g., when using a rota­

tion disk electrode (RDE) at high rotation rates). Under conditions where film 

growth was found, the appearence of the crystals (long, thin needle-like struc­

tures) further supported the hypothesis that the divalent surface layer was 0 

formed via a dissolution/precipitation process. Based on the relative size of the 

Al and A2 peaks, MacDonald [All] rejected an earlier proposal that consecutive 

oxidation of Cu to CU20 and then to a divalent species was the mechanism of 

oxidation. These results emphasize the importance of the solution-sid~ processes 

in film formation at higher pH. 

Despite the relatively clear understanding that dissolved species do play an 

important role in the mechanism of divalent surface species formation, Becerra et 

at: [A38] have stated that their results "suggest that at least part of the anodic 

layer (specifically the divalent species) participates in a solid state nucleation pro­

cess." CuO formation has been attributed to the oxidation of copper metal or 

CU20. Yet most of these suggestions are based on voltammetric results, which 

involve assumptions that partition the oxidation and reduction waves into regions 

between Cu(OHh, CU(OH)4-2, and CU20 reduction. These conclusions should 

therefore be considered with some scepticism. 
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The next logical question concerns the formation of soluble cupric species. 

Shoesmith et ai. [A17] have proposed that dissolution occurs in pores of the 

CU20 layer, and that after a certain degree of local supersaturation with respect 

to Cu(OHh or CuO is reached, an upper layer of Cu(OHh or CuO is nucleated 

and proceeds to grow. This proposal is inconsistent with MacDonald's conclusion 

that the divalent oxidation is not a subsequent oxidation of a monovalent species. 

To justify this descrepancy, we would have to propose that monovalent oxidation 

occurs simultaneously with divalent soluble species formation, and that some rea­

son exists for an increase in the rate of cuprous oxide formation at higher poten­

tials. 

The kinetics of nucleation and growth of Cu( OHh has been reported as 

being more favorable than that of CuO. Indicative of a dissolution/precipitation 

process, potentiostatic current transients exhibited a current minimum and max­

imum. The derivative of the log of the peak current with potential at fixed tem­

perature and low overpotential was reported to be 30 mV-1 [A21j. This result 

has been justified in terms of the theories of Fleischmann and Thirsk [A39],0 and 

Armstrong et ai. [A40j. A two-electron charge-transfer process is said to be in 

equilibrium at the surface, and the incorporation of material into growing centers 

is said to be rate-controlling. However, there is no obvious reason why the peak 

current should be the sole indicative measure of the change in the electrochemical 

process with potential. Indeed, based on simple geometric models, the peak 

current is related to the surface concentration, number density of nuclei, and 

incorporation rate [A23]. These are probably functions of time as well as 
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potential. Also, the statement that the incorporation rate is controlling is some­

what inconsistent with the idea that Cu(OHh is favored because its growth 

kinetics are fast with respect to those of CuO. At low overpotentials, the surface 

concentration can be essentially at equilibrium, and diffusion to a small number 

of growth centers might control the overall current. At low overpotentials, the 

degree of supersaturation at the surface is low, and therefore, the driving force 

for diffusion is low. The increase in current would be a measure of the change in 

the surface conc~ntration from the saturation value of the hydroxideand would 

still increase as the crystal area increases (yielding a current maximum). There­

fore, while we do not reject this hypothesis outright, we feel that the conclusion 

that the reaction is controlled at the crystal/electrolyte interface is not totally 

substantiated by these results. 

At potentials above the A2 peak, or at long enough times in a potential step 

experiment above the A2 peak potential, the current falls off to very small values 

and the surface is generally considered to be passivated. Two fundamentally 

different reasons have been given for this phenomenon. The first is that the sur­

face becomes completely covered with a layer of crystals (either CuO or Cu(OHh) 

and acts as a barrier for diffusion or as an electrically resistive film [All]. The 

second reason involves the solid-state formation of a sublayer of CuO in the com­

plex film, which acts as a barrier to the migration of electrons and chemical 

species. One of the most important experimental aspect of the copper-caustic 

system, which needs a better understanding, is the cause of the large degree of 

irreversibility in the reduction of surface material. Pyun [A8] has said that the 
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anodic surface layers can only be completely reduced after a long time at very 

cathodic potentials. The reported large difference in the potentials of oxidation 

and reduction demonstrates this point. One of the objectives of this work is to 

develop a working hypothesis do explain this phenomenon. 

Section log: Trivalent Copper Species 

Some authors have suggested the existence of a Cu+3 oxide and soluble 

species. Muller [A41] was perhaps the first to propose that a trivalent copper 

oxide species exists on the electrode surface near the potential of oxygen evolu­

tion. He stated that the oxide is orange-yellow in color and decomposes upon 

washing. Potential-decay transients have indicated that a higher oxide that 

forms at the potential of oxygen evolution may spontaneously decompose [AI6]. 

Miller, using a rotating ring/disk apparatus, was able to show the reduction 9f a 

higher valency oxide at around 0.5 V vs SCE [A25]. Ambrose· et at. [A42] also 

stated that the voltammetric peak close to the potential of oxygen evolution was 

due to a trivalent copper species. This peak was found by Haleem and Ateya 

only above a pH of 13 [A9]. They also observed what they called a reduction 

wave for this reaction. Presumably the oxide would be CU203. MacDonald [All] 

found some evidence to substantiate the existence of a Cu+3 species from his 

temperature-dependent cyclic voltammetry. It has been suggested [All] that 

CU203 is the oxidation product of the soluble cuprite ion and that the bicuprite 

ion may assist in the production of oxygen. 
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1.12 

2 CU02-2 ;:: CU203 + ~ 02 + 4e­ 1.13 

Assuming that the thermodynamic potential of the formation of CU203 is that of 

the galvanostatic potential plateu, a free energy of formation of -42.42 kcal/mole 

has been calculated [A16 ]. 

Section 1.10: Literature Summary and Conclusions 

Thermodynamic calculations indicate that at least one monovalent and two 

divalent soluble copper species are expected to be formed in alkaline electryo­

lytes. The first anodic peak has been associated with a monovalent oxidation 

process, and the second with a divalent oxidation process. Some authors have 

suggeted the existence of a trivalent copper ion and oxide. Cuprous oxide film 

formation has been attributed to both solid-state and dissolution/precipitation 

mechanisms. The film is a p-type semiconductor and has been studied for its 

potential application in photovoltaic cells. The voltammetry peaks have been 

attributed to the formation of surface films and soluble species. 

Despite the large number of studies on the behavior of copper in alkali, a 

number of fundamental questions remain. The cause of the system's large 

irreversiblity needs to be determined. The role of the semiconducting cuprous 

oxide film on the system's electrochemical behavior needs to be clarified. It is 

necessary to determine the surface species present at the electrode surfaGe during 

the anodic oxidation process. Evidence for the existence of a trivalent oxide 



Chapter l-Copper Literature Review 30 

needs to be examined. In general, new in situ data are needed to he!p identify 

and distinquish the individual chemical processes and morphological develop­

ments involved in the anodic film formation on copper. 
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FIGURE CAPTIONS FOR CHAPTER 1 

Figure 1-1. Potential/pH diagram of the copper/water system considering CU20 

and CuO as possible solids. From reference AI. 

Figure 1-2. Potential/pH diagram of the copper/water system considering CU20 

and Cu( OHh as possible solids. From reference AI. 

Figure 1-3. Thermodynamic potential of various reactions of copper in 1M KOH 

versus the Hg/HgO (in 1M KOH) reference electrode. 

Figure 1-4. Cyclic voltammogram of copper in 1M KOH at 10 mV /second sweep 

rate. Major anodic and. cathodic current peaks are identified. Poten­

tial is with respect to the Hg/HgO reference electrode in the same 

solution. 
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COPPER OXIDATION IN 1M KOH 
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CHAPTER 2 

ANODIC SILVER FILMS IN ALKALINE 

SOLUTIONS: LITERATURE 

Section 2.1: Introduction 

41 

The oxidation of silver in alkaline media has been studied using spectros­

copic ellipsometry by this author before [BI-B5]. An in-depth analysis of the 

mechanism of nucleation of the monovalent Ag20 film was undertaken using a 

num ber of new techniques to answer some outstanding questions regarding this 

system and to help contrast the oxidation processes of several different metals. 

As noted before, silver is viewed as a model system for such studies. Since the 

literature pertaining to this system has been discussed befo~e [B2], only a brief 

~eview will be presented here. The formation and reduction of divalent AgO is 

not the subject of this investigation. 

Section 2.2: Thermodynamics 

. Silver, being a transition metal and belonging to the second subgroup of the 

first period of the periodic table, is believed to exhibit three oxidation states; 

Ag+l, Ag+2, and Ag+3. The corresponding oxides for these oxidation states are 

Ag20, AgO, and Ag20 3. The mono- and divalent species are known to exist, 

whereas the existence of a trivalent oxide is still a matter of controversy. Based 
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on some anomalous voltammetric results, the existence of a monovalent hydrox­

ide, AgOH, has been suggested but has never been confirmed. Many now believe 

AgOH may exist only as a monolayer film. 

Silver is a noble metal and is stable (does not corrode) in alkaline media 

[B6]. Face-centered cubic is the only stable crystalline form of silver metal. 

Silver is noted for its very low specific electrical resistance (1.5gx10-6 ohm-cm). 

Ag20 is known to be a stable compound. Its structure is a face-centered cube of 

silver ions merged with the oxygen cubic lattice; the oxygen atoms form the 

centers for tetrahedra of silver atoms [B7j. The specific electrical resistance of 

Ag20 has been reported to be very high (108 ohm-cm) [B6,B8]. Since the source 

of the reported value is very old, this value is questionable. It is our opinion that 

this value is much too large. \Vhile the optical properties are not a sole indicator 

of the electrical properties of a material, the fact that the oxide is black (like car­

bon) might indicate a higher conductivity. 

The electrochemistry of silver has been extensively studied, and the standard 

potentials for its reactions published in standard references are believed to be 

highly accurate. Silver is insoluble in alkaline media (on the order of 10-6M to 

10-4M) [BOj. Thermodynamic data used in calculating values of the standard 

potentials for various silver reactions are readily available, as is the Pourbaix 

diagram [B6,B9-B11j. Some of the more important reactions are listed below, 

along with equations for the potentials of the reaction (EO) versus NHE (Hg/HgO 

electrode in 1M KOH is +98.6 m V vs NHE). 
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Ag20 + 2H+ + 2e- ;:: 2Ag + H20 

EO = 1.173 - 0.0591 pH 

2AgO + 2H+ + 2e- ;:: Ag20 + H20 

EO = 1.398 - 0.0591 pH 

2Ag20 3 + 2H+ + 2e- ;:: AgO + H20 

EO = 1.569 - 0.0591 pH 

Ag+ + e- ;:: Ag 

EO = 0.799 + 0.0591Iog[A~+] 

~Ag+ + H20;:: Ag20 + 2H+ 

log[,\g+] = 6.33 - pH 

Ag20 + 20H- ;:: 2Ag( OHh- + H20 

log[Ag(OHh-] = -17.72 + pH 

Ag(OHh- + e- ;:: Ag + 20H-

EO = 2.220 - 0.1182 pH +0.0591Iog [Ag(OH)2-] 

43 

2.1 

2.2 

2.3 

2.4 

2.5 

2.6 

2.7 

From the linear dependence of the solubility of Ag20 on OH- concentration, 

Johnston et ai. [B11,B12] proposed that the major soluble species is the AgO­

ion. The existence of a silver oxide ion has been supported by a chemical­

stability study [BI3]. The hydrated form of this ion has also been mentioned as 

the soluble species in a number of publications. Pound et ai. [BI0,B11j have 

shown that the Ag(OHh- ion is the most soluble ion at high pH; the silver ion 

Ag+ is the most stable at lower pH. 
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Since our study of the oxidation of silver was performed in 1M KOH (pH 

14), it may prove instructive to review the faradaic processes that occur with 

increasing potential in that solution. Again, as was done in the case of copper in 

Chapter 1, all potentials are relative to the Hg/HgO in 1M KOH reference elec­

trode used in this study. At a potential of -898 mV (vs Hg/HgO in 1M KOH), 

the oxidation of molecular hydrogen begins. At more negative potentials, water 

is decomposed to form hydroxide and molecular hydrogen. This reaction occurs 

fairly rapidly because, unlike the case of zinc or even copper, silver is a fairly 

good catalyst for hydrogen evolution. Indeed, except for the platinum group, it 

exhibits one of the lowest hydrogen overpotentials of all metals. 

From equation 2.6, we calculate the solubility of Ag(OHh- to be 1.9xl0~M 

in 1M KOH. Using this value in equation 2.7, one finds that a saturated solution 

of Ag(OH)i exhibits an EO value of 247 mV vs Hg/HgO. This is the same poten­

tial as that of the formation of the oxide in equation 2.1. Therefore, silver can be 

oxidized at a potential lower than 247 m V as long as the surface concentration is 

lower than the saturation value. This potential value is in very good agreement 

with the results of Dirske et ai. [BI4], who placed silver wires in 1M KOH solu­

tions containing various concentrations of dissolved silver from either AgO or 

Ag20. They found that under these conditions the potential of the silver wire 

electrode was always the same. They concluded that AgO must generate a 

monovalent dissolved species (since the potential of the wire was independent of 

the type of oxide used) and that the potential must depend on the formation of a 

surface layer of Ag20. We have previously shown that this potential is 
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coincident with the formation of. a mono- and multiatomic layer oxide film 

[B2,B4]. 

The decomposition of hydroxide ion to water and molecular oxygen occurs at 

a thermodynamic potential of 301 mV, but this reaction is kinetically impeded by 

the formation of an oxide layer. Equation 2.5 shows that the solubility of the 

Ag+ is 2.13xl0-8M at pH 14; using this value in equation 2.4 yields a potential of 

346 mV for a saturated ,solution of Ag+. Ag20 is transformed to AgO at a ther­

modynamic potential of 472 mV (equation 2.2), and the divalent oxide is 

tra!lsformed to the the questionable trivalent oxide at 643 mV (equation 2.3). 

Figure 2'-1 shows these processes. 

Section 2.3: Film Composition and Structure 

Ag is oxidized in separate stages, first to Ag20 and then to AgO. Studies on 

silver oxide batteries show that a two-step (potential) reduction process occurs 

only at low current drains. At higher currents, a single discharge potential 

corresponding to the reduction of Ag20 is observed. Several investigations have 

been undertaken to determine this discrepancy because of the energy loss associ­

ated with the phenomenon. However, all that can be said with certainty is that 

AgO is somehow irreversibly reduced to Ag20 prior to reduction to silver. 

X-ray diffraction has shown that Ag20 precedes AgO formation, and that 

the oxides are crystalline. The crystals show preferential (111) orientations 

[BI5,BI6]. Briggs et al. [BI6] described the surface films as multilayered and 
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crystalline. They oxidized silver galvanostatically for various times. Based on x-

ray diffraction (XRD), scanning electron microscopy (SEM) and low energy elec-

tron diffraction (LEED) measurements, the structure of the film was described as 

consisting of an underlayer of crystals with a maximum diameter of 200 A.. This 

layer was said to form first. Later, larger oxide crystals of much smaller number 

density form on top of the underlayer. A tertiary layer of small (50-200 A.) cry-

stals was found to form on top of the larger crystals. The size distribution and 

orientations of the secondary crystals were reported to depend on the manner of 

formation (e.g., potentiostatic, galvanostatic, potential, current density). Because 

the size and shape of the crystallites appeared to be independent of the applied 

potential, Briggs et al. concluded that the overall kinetics was not. controlled by 

the kinetics at the metal-oxide interface. SEM photographs made by this author 

[B2,B4] are in general agreement with these ideas. However, we feel that some of 
c' 

the fine structure (e.g., the tertiary layer and the island crystalline underlayer) 

may be an artifact of the ex-situ treatments as well as of the method of oxidation 

(n.b. discussion of SEM photographs in refs. B2 and B4). 

Detailed interpretation of spectroscopic ellipsometry has shown that the 

oxide first forms as a monolayer and continues to grow initially into a uniform 

multilayer. During potential-sweep measurement to low overpotentials, we have 

shown [B4] that a soluble anodic product diffuses from the interface into the solu-

tion and that the ellipsometer detects a very thin layer that may be an adsorbed 

product. We believe that it may be the slow desorption of this product that 

results in the formation of the uniform primary layer. The immediate nucleation 
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of the secondary (crystalline) layer was not found to occur after the application 

of a potential above the "nucleation potential." Instead, the homogeneous (pri­

mary) layer thickness increases parabolically with time until a critical thickness is 

reached (150-200 A). This layer was shown to be homogeneous because the 

derived optical properties were thickness-independent. This finding is incon­

sistent with an island-film growth mechanism. 

The thickness of the primary layer decreases sharply at the point of nuclea­

tion. The secondary crystals, which are rapidly formed from the material from 

the primary layer, have an initial size comparable to the primary layer before 

nucleation. If nucleation occurred. directly from a supersaturated solution (as 

proposed by the dissolution/precipitation mechanism), no induction time should 

be observed under potential-controlled conditions. The surface concentration 

(controlled by the potential, as shown in equatio? 2.7) would not change with 

time. The induction time for nucleation does not represent the time necessary to 

reach a given supersaturation but results from the necessity of forming a precur­

sor layer for the nucleation of the crystalline layer. 

During the early stages of growth of the secondary crystals, the surface cov­

erage of the crystal is observed to decrease. We believe that this is due to the 

fact the the secondary layer grows from the previously existing primary layer 

(w hich initially covered the entire surface). Since the nucleation process is sto­

chastic in time, some growth centers will be larger than others at the same time. 

As the crystals increase in size and the diffusion regions overlap, the larger cry­

stals, which exhibit a lower solubility (Gibbs-Thompson equation), will tend to 
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collect material from the smaller crystals. Ostwald ripening therefore occurs. 

Finally, the crystals become so large that the size effects are no longer important 

and the number density becomes independent of time. 

Section 2.4: Kinetics 

Today, electrochemical measurements are among the easiest types of meas­

urements to perform. Modern potentiostats allow one to conveniently program a 

vast variety of waveforms (e.g. sinusoidal, white noise fast Fourier transform 

(FFT), current step, potential step, potential sweep). Largely because of the rela­

tive ease of such an experiment, a great deal of literature is devoted to the 

interpretation of such measurements. One of the techniques most widely used 

today is cyclic voltammetry (CV, also known as repetitive triangular potential­

sweep voltammetry, or RTPS). Many feel that this technique is generally useful 

only for the qualitative interpretation of chemical and physical processes, while 

others have made detailed calculations and interpretations based on CV results. 

It is the general view of this author that CV is a very sensitive technique to both 

chemical and physical processes, but that the interpretation of CV results is often 

extremely difficult and ambiguous. Data for the CV of silver in alkali generally 

show four characteristic anodic peaks, referred to as Al to A4. Only the first two 

are associated with the initial stages of Ag20 formation. The Al peak was first 

identified by Dirske and De Vries [BI7], who reported a potential of formation of 

about 220 mV vs Hg/HgO. They attributed the peak to the formation of a thin 

AgOH film accompanied by concurrent dissolution of the electrode. This 
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conclusion is supported by a number of other authors, as well as our previously 

reported results. The suggestion that this peak is associated with carbonate 

impurities [B18,B19] has since been rejected [B20]. The size and appearance of 

the peak depends on the crystal face, with the Ag(110) face being more reactive 

than the Ag(111) face [B21], as well as on the open-circuit solution contact time 

and time of cycling [B22]. 

The A2 and A3 peaks (around +310 and +510 mV vs. Hg/HgO, respec­

tively) have been associated with the formation of bulk oxide films. Some [B23] 

attribute the A2 peak to the "initial stages of oxidation." Other explanations 

include the preferential oxidation of low-coordination-number atomic planes [B4] 

and the formation of different hydrates of silver oxide [B25]. Our ellipsom~tric 

results indicated that the A2 peak is associated with the formation of the three­

dimensional Ag20 crystalline oxide film [B2,B4]. 

Because galvanostatic current sources were commercially available before the 

more modern potentiostats, many early experiments were performed in the 

constant-current mode. Typical galvanostatic polarization curves 

[B2,B10,B16,B26-B29] show a rising potential that peaks at around +310 mV vs 

Hg/HgO (see Figure 2-2). At higher current densities ( > 200 mA/cm2), a shal­

low dip in potential appears .. However, the most noticeable feature is that the 

potential remains relatively constant during charging. The sharpness of the 

potential peak and the depth of the potential dip increase with temperature and 

decrease with current density. The steep rise in potential that occurs at later 

times (greater total charge) is believed to be correlated with complete coverage of 



Chapter 2-Silver Literature Review 50 

the surface with Ag20. The potential rises to the AgO formation-potential range. 

Mter another plateau is reached, the potential again rises, and oxygen is observed 

to evolve from the electrode. Because the current flow is the controlled parame­

ter in these experiments, the surface concentration and the double-layer charge 

change with time. These factors complicate the interpretation of the galvanos­

tatic experiment. 

If one assumes that current associated with double-layer charging and the 

potential loss due to charge-transfer irreversibility (i.e., charge-transfer overpo­

tential) are negligable, the interpretation of potentiostatic experiments is greatly 

simplified. These assumptions lead to the conclusion that the potential on both 

sides of the electodeJelectrolyte interface is the same (i.e., that the activity of 

electrons is the same in both phases), and that the surface concentration there­

fore obeys the Nernst equation: the potential on the solution side of the interface 

is equal to that of the electrode. Therefore, to a first-order approximation, the 

concentration of electroactive species at the interface doesn't change with time. 

The boundary condition for the potential-step experiment with these assumption& 

is that the surface concentration undergoes a step change at the point the poten­

tial is changed (Le., Cottrell condition). For the silver system, current transients 

generally follow a Cottrell inverse square-root time dependence, which indicates 

one-dimensional diffusion control of a soluble silver species below the nucleation 

potential [B2,B4,B10,B11,B19,B20,B23]. Above the nucleation potential, a tran­

sient current minimum and maximum are observed [B2,B4,B17,B31]. Many 

explanations have been presented to account for this observation, and while a 
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number of authors have attributed these current transient peaks to surface phase 

formation, we were the first to show conclusive physical evidence that the nuclea­

tion of crystalline Ag20 was responsible for the phenomenon. We have previ­

ously preformed some calculations [B2] to show that the appearance of these 

features in the current transients is consistent with crystalline oxide nucleation 

and growth. 

Section 2.5: Literature Summary and Conclusions 

Silver is highly insoluble in alkaline solutions. The anodic formation of a 

monovalent Ag20 film and the soluble ion Ag(OHh- have been observed. The 

structure of the film consists of a homogeneous compact underlayer, with three­

dimensional crystals on top of the compact layer. We have shown that the 

growth of the compact layer is a diffusion/migration-controlled process, and that 

this layer provides the necessary material to form critical size nuclei and aids in 

the nuceation and growth of three-dimensional AgzO crystals. We have repo~ted 

that the number of growing AgzO crystals decreases as a result of an Ostwald 

ripening phenomenon [B1,B2,B4]. In this study, we are mainly concerned with 

verifying our earlier findings concerning the AgzO film-formation mechanism. 
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FIGURE CAPTIONS FOR CHAPTER 2 

Figure 2-1. Thermodynamic potential of various reactions of Silver in 1M KOH 

versus the Hg/HgO (in 1M KOH) reference electrode. 

Figure 2-2. Galvanostatic oxidation of Ag (111) in 1M KOH at 50 J.lA/cm2 in 1M 

KOH. Potential with respect to the Hg/HgO reference electrode. 

Total electrode area 3.12 cm2• 
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CHAPTER 3 

ZINC IN ALKALINE SOLUTIONS: LITERATURE 

Section 3.1: Thermodynamics 

The electrochemistry of zinc (along with hydrogen and oxygen) is one of the 

most extensively studied electrodes among metals. Zinc is a metal with a stan­

dard potential above (cathodic of) the hydrogen/water couple. The value of the 

standard potential calculated from thermodynamic data [Gl] is 

E250C = -0.7628 . 3.1 

Experimental data are in close agreement with this calculated value. The effect 

of temperature change is small (about 0.1 mV/ CO). Potential differences of 

several millivolts in the standard potential of zinc reduction for the various cry­

stal faces have been reported [C2] and are said to result from the differences in 

the atomic packing density of the crystal planes. The exchange current density 

has been reported to also depend on crystal face [C3]. 

Section 3.2: Dissolved Zinc in Alkaline Solutions 

The outer orbital electron configuration of a zinc atom is 3d104s2 • There is 

no evidence for the existence of a monovalent ion of zinc. Generally, the d orbi­

tals do not enter into bonding (and hence, zinc is not considered a transition 

metal). It is the 4s2 electrons that are lost when a divalent ion is formed. Thus, 



Chapter 3-Zinc Literature Review 60 

when a zinc bond is formed with a p bonding atom (halide or oxygen), sp2 and 

sp3 hybridized orbitals are formed. A series of soluble zinc species have been pro­

posed, and a complex equilibrium among the various zincate species has been 

represented by 

Zn(OHh + OH- ;:! Zn(OH)i , 

Zn(OH)i +OH- ;:! Zn(OH)4-2 . 

3.2 

3.3 

3.4 

3.5 

Increasing pH tends to drive all of these reactions to the right, and therefore, 

at high pH Zn(OH)4-2 is the most stable solution species [CI]. A calculated 

species distribution diagra!ll for the zinc hydroxide system has been presented 

before [Cl,C4]. These intermediate chemical compounds may be important 

because the species undergoing charge transfer may not necessarily be the most 

prevalent in solution. According to Gerischer [C5], the charge-transfer complex 

for the Zn/Zn+2, OH- couple is neutral Zn(OH)2 at pH 14, despite the fact that 

many investigators believe Zn( OH)4-2 to be the predominant complex in solution. 

Farr and Hampson [C3] proposed the following for the reduction/oxidation reac­

tion of zinc on solid electrodes: 

3.6 
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3.7 

Zn(OH)ad +e- ;:! Zn(OH)ad , 3.8 

Zn(OH)ad ;:! Zn+OH- . 3.9 

This mechanism is among many others that have been proposed [C4j. Because of 

the often contradictory reports of the effects of varying OH- concentration on the 

exchange current, no general agreement as to the best mechanism for the zinc 

reaction in alkaline media can presently be found. 

Raman and NMR measurements indicate that dissolved zinc exists primarily 

as a tetrahedrally coordinated complex [Zn(OH)4-2] in concentrated alkaline solu­

tions [C6-C10j. The rate of dissolution of ZnO powder is slow; it may take as 

long as several months to reach saturation. During the discharge of zinc in 

alkali, supersaturated solutions may be fornled .. Therefore, because studies of 

supersaturated solutions are of importance and because electrochemically dis­

solved species are more easily formed, electrochemically dissolv~d zinc has often 

been used in solution studies. Concentrations corresponding to three times the 

equilibrium value of ZnO can be produced in this manner. Observations made in 

the 1930s indicated that after a long period of standing, ZnO will precipitate 

from a supersaturated solution (the solid hydroxides are unstable with respect to 

the oxide) [Cll,C12j, but more recent papers have not supported this observa­

tion. Dirske reported that solutions supersaturated with zincate often will not 

precipitate ZnO, even when shocked or seeded [C13j. The slow rate of precipita­

tion of ZnO may result from a slow decomposition reaction step prior to the 



Chapter 3-Zinc Literature Review 62 

incorporation of material into a lattice growth site. NMR and light-scattering 

measurements have shown that even the supersaturated solution does not contain 

colloidal particles [C14]. Li+ and Si032 have been found to retard the precipita- . 

tion process even more [CI5]. Silicate has been shown to strongly influence 

homogeneous nucleation over a limited range of pH and concentration and to 

greatly increase the depth of discharge of anodic zinc [C16,C17]. However, these 

measurements have not been confirmed, and questions remain as to the validity 

of the findings at other concentrations. Despite these open questions, silicate has 

been added to slurry electrolytes of zinc/air battery systems [C18-C20] and 

appears to improve cell performance. The solubility of ZnO is generally lower 

than that of Zn(OH)2 by a factor of two. At moderate pH (1M KOH), the solu­

bilities are comparable. Data on the solubility of both ZnO and Zn(OHh are 

available [C2l,C22]. 

Section 3.3: The Hydrogen Overpotential of Zinc 

As noted above, zinc is an electroactive metal in aqueous solutions, despite 

the fact that H2 reduction occurs at a potential anodic of the standard potential 

of zinc. One would expect that zinc might rapidly corrode (dissolve) by reacting 

with water. In fact, this does happen to some extent in concentrated acid and 

alkaline solutions. However, the spontaneous reaction of zinc with water (or OH­

) is effectively suppressed by the large overvoltage for hydrogen evolution on zinc. 

Thus, the rate of hydrogen evolution is sufficiently slow that zinc can be reduced 

at reasonable rates. Brodd and Leger [Cl] state that the large hydrogen 
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overpotential is a direct consequence of the weak interactions between zinc and 

hydrogen. They calculate values for the hydrogen-zinc bond energy (-64 

kcal/mole) and the heat of hydrogen adsorption (-16 kcal/mole), and they con-

elude that hydride formation should not occur to any appreciable extent on zinc. 

We believe that the necessity of creating a weak zinc/hydrogen (j-(1 bond (zinc 

does not act like a transition metal, and therefore does not form the more stable 

(j-d bonds) results in a large hydrogen overpotential. In fact, almost all non-

transition metals tend to exhibit large hydrogen overpotentials. 

Section 3.4: Zinc Anodic Film Formation 

Zinc dissolves easily near its equilibrium potential, forming divalent zinc 

complexes in solution (see above). The kinetics of dissolution from solid zinc and , 

zinc amalgam have been reported to be similar [C23j. Current efficiencies of near 

100% can be expected (except in the presence of NOi, CI03-, and CI04-, where 

the anions are reduced by zinc). 

Galvanostatic oxidation of Zn in alkaline solutions exhibits a period of active 

dissolution followed by passivation of the surface. The passivation is evident by 

a sudden change in the potential to positive values and the evolution of oxygen. 

The necessary time (charge) for passivation reaches a maximum with increasing 

alkali concentration at around 7M KOH. Dissolved zinc in solution tends to 

reduce the passivation time [CI]. At sufficiently high currents, dissolution is 

believed to become mass-transport limited [C24], and therefore passivation has 

been associated with a dissolution/precipitation mechanism of film formation. 
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The effects of the changes in the solubility and mass-transport properties of the 

solution have been used to correlate the time of passivation using a relation simi­

lar to the Sand equation [25-28]: 

3.10 

In equation 3.10, i is the applied current density and t the time for passivation. 

The adjustable parameters i1 and k depend on KOH concentration and electro­

lyte flow conditions. The values of the derived parameters have been a matter of 

controversy. Yet, as noted by McBreen and Cairns [C4], this interrelationship 

yields practically no information on the passivation mechanism. All that this 

interrelationship (equation 3.10) iIidicates is that diffusion and migration are the 

primary modes of mass transfer, as well as the amount of zinc utilization that 

can be expected. 

The nature of the surface film has been investigated by a number of authors. 

A white, flocculent precipitate is found on battery electrodes during discharge 

[C13,C29]. SEM images of the anodized surface made by Smith and Muller [C30] 

show a compact, etched surface film. During potential sweep experiments, pas­

sivation is reported to be accompanied by visible film formation; the film is said 

to disappear on returning to more cathodic potentials .. During the active phase 

of dissolution, a dense, shiny, bluish-black layer of ZnO is formed and is believed 

to contain an excess of interstitial zinc. (ZnO is known to be white.) The film 

tends to darken with further anodization [C31,C32]. Still, the exact nature of the 

film remains unknown. ZnO has been identified as a component of the passive 
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film by x-ray diffraction, but since Zn(OHh readily dehydrates to ZnO [C33],and 

the x-ray measurements were made ex-situ, it is possible that a conversion of the 

film from Zn(OHh to ZnO occurred. Furthermore, oxygen evolution had 

occurred on these electrodes, and, as noted by Dirske and Hampson [C34] "it is 

(therefore) not surprising that ZnO was identified." X-ray transmission and elec-

tron diffraction measurements indicated 1 -Zn(OHh to be present on the surface. 

Excess oxygen has been found in films formed at high current densities [C35]. 

Several authors have proposed structures for the anodic Zn surface layers. 

These include an underlayer of Zn(OHh with an outerlayer of ZnO [C36], and a 

dual layer of ZnO, the inner layer formed by a solid-state mechanism and the 

outer layer formed via the solution [C2g]. But Dirske and Hampson [C34] con-

eluded from their electrochemical measurements that they were not able "to 
< 

decide whether the initially-formed film ~f ZnO comes from the electrolyte or is 

formed in situ on the lattice by direct oxidation." Since direct in situ measure-

ments are still very limited, the structure of the surface layers remains obscure. 

Section 3.5: Literature Summary and Conclusions 

Zinc is a reactive metal, with a standard potential negative (cathodic) of 

hydrogen evolution. Zinc can be electrodeposited because it exhibits a high over-

potential for hydrogen evolution. A series of soluble zinc species has been pro-

posed, but the highly soluble tetrahedrally coordinated zincate ion [Zn(OH)4-2] is 

the most prevalent at pH 14. The rate of dissolution of zinc oxide to form zin-

cate is slow, but concentrations of up to three times the saturation value can be 
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produced electrochemically. Silicate has been proposed to retard the precipita­

tion process and enhance the solubility of zinc, but evidence for complexation or 

colloidal particle formation is· needed. Also, direct in situ measurements are 

needed to clarify the mechanisms of film formation, growth, and passivation. 
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CHAPTER 4 

THEORIES OF NUCLEATION AND GROWTH 

BY ELECTROCRYSTALLIZATION 

Section 4.1: Introduction 

71 

The crystallization of surface films formed electrochemically is commonly 

referred to as electrocrystallization or "electrosolidification." Even though this 

topic has been discussed in some detail by this author before [Dl,D2], a short 

review will be presented here, with emphasis on new developments and some 

aspects not previously presented. 

Electrocrystallization: differs from crystalli.zation from the vapor phase, a 

melt, or-solution, in part by the number of ways growth can occur on the elec­

trode. Qualitatively, the concentration gradient of active species for a cathodic 

process wiiI be opposite to that for an anodic process. Some of the growth paths 

have been discussed by Fleischmann and Thirsk [D3]; these paths include new 

phase formation (a) on an inert or similar substrate by electrodeposition of an ion 

from solution; (b) from the substrate by electrodissolution followed by precipita­

tion from solution; (c) via ions that pass from the substrate through a new phase 

to the solution interface, with a portion of the ions reacting there to form an 

advancing surface layer; or (d) by a transformation of an already existing surface 

layer, as formed in (b) or (c). Clearly, method (a) is generally limited to metal 
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deposition and differs from processes (b) and (c) in that the nucleating species is 

found only on the metal electrode surface rather than in the solution or in a sur­

face film. The dissolved ions in (b) or (c) can undergo further reactions in the 

solution phase. Since in" (b) and (c) the process is not two- but rather three­

dimensional, nucleation and growth will generally proceed by the latter growth 

mechanism. 

Section 4.2: The Mechanism of Crystal Growth 

The crystal growth process can be rate-limited at various stages in the 

overall process. These stages include diffusio~ to the crystal and incorporation 6f 

materi~l into a crystal. At the turn of the century, the control of crystal growth 

by molecular transport was the main topic of research. Noyes and Whitney's 

[D4] work on the dissolution of crystals led to an early diffusion theory for 

growth. With the introduction of the boundary-layer film model, Nernst [D5] 

was able to account for the dependence of growth on agitation rate. However, 

shortly after these theoretical developments were presented, Marc [D6-D9] 

demonstrated that factors other than diffusion were often more important in 

crystal growth. Stranski [DIO] was perhaps the first to present a theory of growth 

that occurs by a sequence of lattice-building steps. Growth was believed to be 

initiated on a complete crystal plane by the formation of a two-dimensional 

nucleus. Volmer [DU] presented an adsorption theory of crystal growth. 

Adsorbed molecules were said to be free to migrate on the 2-D surface. They can 

desorb, become incorporated into a growth center, or conglomerate with other 
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molecules to form a new nucleus. The equation for growth by a two-dimensional 

nucleus at completed planes takes the form [DI2] 

dL 
dt = Zexp[-1ra-2aO/{RT)2Inb+l)] . 4.1 

In equation 4.1, dL is the linear growth rate (distance/time), Z is a growth con­
dt 

stant, CJ is the surface energy of the solid/electrolyte interface, a is the thickness 

of the monolayer, 0 is the volume of a solute molecule, and I is the relative 

. (C-Cs) E . 4 1 d' t . ·ft t h I h supersaturatIOn, C . quatIOn . pre IC s Slglll can growt on y w en 
5 

1+ 1 is much greater that 1. Since serious discrepancies between this prediction 

and experimental results were found (substantial growth is often observed at very 

low supersaturations), Frank [DI3] presented a model based on screw-dislocation 

theory. The screw-dislocation edge spirals, and hence the formation of new 

growth planes is not considered necessary since a completed 2-D plane never 

develops. Using these ideas, and assuming that growth is limited by the Pligra-

tion of an adsorbed solute molecule across the crystal face to the spiral, Burton et 

ai. [D14] developed a growth expression of the form 

dL 

dt [ I ]2 ('e) --= - tanh-
A'e Ie I 

4.2 

with 

4.3 

and 
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"Ye = 

1 
A IexP[-2"(Ed-Es)/RT]47rof2 

RT 

74 

4.4 

In these equations, Ao and Al are growth constants, and Ed and Es are the 

activation energies for desorption and surface diffusion of the adsorbed solute 

(energy/mole), respectively. The term "'Ie is called the critical :supersaturation. 

Equation 4.2 exhibits approximately second-order growth (with respect to :l ) 
"Ye 

for values of :l less than 0.5 and first-order growth for values greater than 5. 
"Ye . 

Therefore, growth characteristics can change over a wide range of solute concen-

trations. 

Growth data have often been correlated by equations of the form 

dL = kO(C-C )m 
dt 5' 

4.5 

with m lying between 1 and 4. The shape of equation 4.2 is not radically 

different from that of equation 4.5. Data for the growth of the [110] surface of 

magnesium sulfate heptahydrate, potassium alum, itaconic acid, and citric acid 

have been interpreted in terms of the theo·ry of Burton et al. [D14]. 

Section 4.3: The Nucleation Growth Site 

Many authors of electrochemical nucleation theory have utilized the concept 

of the nucleation "site" [D3,D15-D22]. These sites are envisioned as centers on 

the surface where material is incorporated into a growing lattice. However, 
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mostly speculation has been presented as far as the nature of these sites is con­

cerned. .As discussed above, point defects or screw dislocations, as well as ledges 

at different crystal planes, have· been suggested as centers of nucleation and 

growth. While a strong relationship between surface treatment (and hence sur­

face structure) and number density of nucleation sites has been observed, defect 

theory at best offers only a qualitative description of this observation. Therefore, 

theoretical and experimental research aimed at a better understanding of the 

relationship between surface structure and subsequent surface activity for nuclea­

tion is of considerable interest. 

Theoretical calculations [D23,D24] show that new phase growth on a sub­

strate should result in the same crystalline structure as the underlying lattice. 

This is most probable when the deposition rate is slow and the deposition is ther­

modynamically controlled. An electrodeposited monolayer should be of the same 

orientation as the substrate; some ex situ and recent in situ x-ray diffraction 

measurements of underpotential deposite (UPD) layers support this idea [D25]. 

Yet epitaxial calculations, 0 which ignore kinetic aspects of the nucleation and 

growth problem, lead to an oversimplified model for film growth. While epitaxy 

may play an important role in the embryonic stages of nucleation, Fleischmann 

and Thirsk [D3] have noted that epitaxial studies and the idea of small-misfit 

values have dominated the subject of nucleation more than is warranted by 

experimental facts. Instead, the focus should be on models of nucleus growth and 

the dynamic problems of diffusion, changes in concentration and temperature 

with time, and the influence of surface forces and growth inhibition. 
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In answering these important questions, different schools of thought have 

developed. The most prevalent group of researchers on nucleation in the electro­

chemical literature is referred to by this author as the "geometric growth" school. 

This group employs a special vocabulary (e.g. "overlap", "expectation number") 

that distinguishes them' from other schools. Another distinguishing feature of 

this group is their consideration of nucleation centers and later interactions. 

Theories of diffusion-controlled growth and morphological stability have not been 

used previously to understa~d nucleation phenomena. Before we present these 

approaches, it is necessary to discuss the role of thermodynamics in the nuclea­

tion process. 

Section 4.4: Thermodynamics of the Anodic Nucleation Process 

As the potential of an electrode is made increasingly positive, a potential is 

eventually reached at which the formation of bulk oxide is thermodynamically 

possible. Some metals (e.g., aluminum and tantalum) do not undergo any appre­

ciable dissolution of ions up to this potential [D26]. Other metals (e.g., iron and 

nickel) dissolve as ions only above the thermodynamic potential of bulk film for­

mation. During the initial stages of anodization of the more active metals, the 

concentration of electroactive species in the vicinity of the electrode increases 

until nucleated crystallites form at sites on the surface. With the possible excep­

tion of a UPD oxide layer, nucleation generally will occur only at a potential 

above that required for the formation of the bulk solid. Once nuclei are formed, 

they can act as sinks for the dissolved anodic products and will reduce the 
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supersaturation that has developed at the interface [01,02]. The overall growth 

process can be controlled at the metal/electrolyte or electrolyte/crystal boundary, 

as well as by diffusion in the solution. 

But how does a crystal nucleus form? Clearly, atoms and/or molecules must 

reach the surface and overcome any energy barriers associated with the formation 

I 
of a new surface. Vermilyea [026] has presented a calculation of the necessary 

change in free energy for forming a circular monomolecular oxide patch. This 

change is 

4.6 

where r is the radius of the patch; CTI' CT2, and CT3 are the surface free energies 

(surface tensions) of the electrode-solution, electrode-film, and film-solution inter-

faces, respectively; a is the height of the 2-0 patch; and ~GII is the free energy 

change per unit volume of film formation. The relation between ~GII and over-

voltage is [026] 

-~G = 4.2x10
7
nFP11 

II M 4.7 

where p is the density, M is the molecular weight of the oxide, and 11 is the over-

potential of oxide formation. The value of ~GII is in ergs/cc. Equation 4.6 can 

exhibit a maximum with increasing size (Le., increasing r), since the last term is 

inherently negative for a spontaneous process and can often outweigh the first 

term even when this term is positive. By setting the derivative of the total free 
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energy of formation with respect to size to zero, the size .of",a "critical nucleus" is 

determined: 

4.8 

Using this value of critical size in equation 4.6, we determine the critical free 

energy of nucleation, AG*: 

While this classical model neglects atomistic and crystallographic effects, it can 

be useful in understanding many important features of the nucleation event (e.g., 

necessity of supersaturation, and variation from metal to metal). 

Section 4.5: Geometric Nucleation and Growth Models' 

Geometric models for nucleation processes neglect the effects of ion transport 

to growth centers from the solutions. The rate .of crystal growth is assumed to 

be controlled at the crystal/solution interface. Therefore, the changes in growth 

rate (and therefore current) are related to the crystal geometric surface area 

exposed to the solution. We represent the total current density as It, the current 

into a growth site as Ie' and the number density of growing crystals as N. The 

simplest model would have all crystals being formed instantaneously" growing 

independently, and at the same rate (i.e., all crystals will be the same size at all 
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times). To calculate the current response more accurately, more complicated 

(and therefore more realistic) models must consider the basic problem of express-

ing the amount of surface area for solute incorporation as a function of time since 

inception (i.e., nucleation of a given center) and the rate of formation of growth 

centers with time. Various expressions have been presented to estimate these two 

quantities. 

Geometrical growth models often assume either an instantaneous formation 

or a progressive increase in the number density of nucleation sites (i.e., a number 

density of growth centers that is constant or increases linearly or exponentially 

with time). Starting with a fixed number of sites of equal activity available for 

nucleation, the probability of forming a nucleus would be uniform with time, and 

the change in the number of growing centers would be propor~ional to the 

number of unnucleated sites: 

dN 
- =A(N -N) dt 0 

4.10 

• 0 

Here, N is the number density of growing nuclei, t is the time, A is a nucleation 

rate constant (nuclei/area/time), and No is the total number of available sites. 

Integration of this expression leads to the progressive nucleation equation: 

4.11 

Instantaneous nucleation can be viewed as the long time scale-limit of progressive 

nucleation. Similarly, linear nucleation can be considered the short time scale 

limit of progressive nucleation. Figure 4-1 demonstrates these ideas. As noted 
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by Fletcher [D27], the number of active sites may depend strongly on potential, 

and therefore he introduced the concept of a distribution of activities toward 

electrochemical nucleation. Once again, it should be stressed that no theoretical 

understanding of the relation between surface 'structure and site density is 

offered. In this case No must be treated as an adjustable parameter. 

To calculate the current density by geometrical models, one needs an expres-

sion for the current flowing to a growing center as a function of time in addition 

to an expression for the time dependence of the number density of nuclei. When 

we set the origin of the time scale to the time at which the nuclei of zero size first 

appear (Le., the time since inception), it is relatively easy to calculate·the current 

associated with a single growth center. This can be expressed as 

Ic= nFKS . 4.12 

Here, S is the surface area of the growing center ,and K is the growth constant 

(rate of incorporation of material into the crystal). By assuming various geometr-

ical forms for the growth centers and the conservation of materials, expressions 

have been derived for, the crystal current as a function of inception time [D3]. 

For example, it can be shown that the current into a growing spherical nucleus is 

given by [D28,D29] 

4.13 
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Once one has an expression for both the current for a given nucleus as a 

function of inception time and the change in number density as a function of 

time, the total current density can be determined. The total current is just the 

integral of the time-adjusted current (since inception) of the individual nuclei. 

Mathematically, this can be expressed as [D27] 

4.14 

Here, J.l is a dummy variable of integration representing the time since the forma-

tion of a given nucleus. This equation simplifies in the case of a constant number 

density of sites (instantaneous nucleation) to 

4.15 

All of these expressions assume that the number of unnucleated 'sites is 

unaffected by crystal growth and that "overlap" of crystals is not important. 

Overlap occurs when two or more growth centers have expanded to such a degree 

that the boundaries touch and they can no longer grow geometrically in a given 

direction. In the case of metal deposition, overlap presents no real problem to 

the passage of current since a new active surface is being produced all the time. 

For anodic film formation, overlap eventually leads to complete coverage of the 

surface with a more or less resistive film, which can result in surface passivation. 

Because a growing crystal may cover an unnucleated nucleation site, the number 

of available sites (referred to as the "expectation" number) will tend to decrease 
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with time. The assumption of both overlap-free growth and constant available 

site density are approximations valid only during the early growth stages. Discus-

sion of the topics of overlap and expectation number have been presented ina 

number of papers [D30-D32]. 

Section 4.6: Models for Diffusion-Controlled Nucleation and Growth 

As noted before [Dl], little work has been done on the modeling of crystal 

growth under diffusion control. Although the mathematics of modeling this type 

of growth process can be more difficult than that of the geometric approach, it 

may still be physically realistic to have growth controlied by diffusion. When the 

rate of incorporation into a growing lattice and the rate of transport to the lat-

tice are comparable, crystal growth exhibits mixed control. The following discus-

sion of the literature is not offered as an exhaustive survey but rather presents 

the principal physical and chemical ideas involved. 

Kappus [D33] has investigated the early stages of electrode discharge of an 

electrodissolution/precipitation process controlled by homogeneous nucleation 

and growth. Using the classical ideas of homogeneous nucleation (see section 4, 

"Thermodynamics of the Anodic Nucleation Process" in this chapter), he calcu-

lated the free energy of a subcritical cluster of radius r in a supersaturated solu-

tion with respect to a zero-radius cluster in saturated solution: 

4.16 
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In equation 4.16, vm is the molar volume, C is the concentration (at the 

crystal/electrolyte boundary), and Cs is the saturation concentration of the oxide 

of infinitely large crystals. The maximum in G and the critical radius (i.e., the 

radius of the crystal of maximum free energy G* ) are given by 

• * 16~oPv~ 
G = G(r ) = 3[RTln(C/C

s
)j2 , 4.17 

4.18 

The Gibbs-Thompson relation relates the size of a crystal to its solubility: 

~ 2uvm 
C(r) = Csexp( Rtr ) 4.19 

C(r) in equation 4.19 is the surface concentration of a crystal of size r. Equation 

4.16 together with equations 4.18 and 4.19, demonstrates that, as the degree of 

supersaturation decreases due to transport to the growing crystals, the increasing 

critical radius will cause smaller crystals to disappear. Large crystals can in effect 

lower the concentration in the environment around smaller crystals to a point 

where the equilibrium surface concentration of small crystals is larger than that 

in the bulk. Hence, small crystals will dissolve. Though it was not stated, 

Kappus assumes independent spherical diffusion to each growth center when he 

writes 
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~ = v D C-C(r) 
dt m r 

4.20 

The characteristic boundary layer is just the radius of the growing (or shrinking) 

crystal. 

Kappus' results have shown that the distribution of the crystallite size shifts 

to larger average radii and becomes sharper with time under the conditions of 

constant solution concentration (which might be interpreted as a zero order 

approximation to a potential-step process) and galvanostatic charging. He 

presented results for a constant-ion-source (galvanostatic charging) case. The 

process involved the solution of integro-differential equations. The results demon-

strated that "after nucleation and growth of a certain amount of crystallites the 

ion sink .... exceeds the ion source .... so that the concentration as well as (the 

potential) begins to decrease." Eventually the potential becomes nearly constant 

as the source and sink terms compensate each other. 

Kappus assumes a form of the radial distribution of subcritical nuclei and 

uses a very simple model of the diffusion process (i.e., independent radial 

diffusion). Also, all material dissolved from the electrode is assumed to eventu-

i3-11y end up in the growing crystals. The relaxation of these assumptions would 

greatly increase the complexity of the problem, and so one can only speculate as 

to their effect. These calculations are interesting and instructive, but they do not 

address the specific problems associated with heterogeneous nucleation. 

Recently, Barradas and Bosco [D34] have developed some electrocrystalliza-

tion models that couple diffusion and/or dissolution to the growth process. Three 
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models were developed assuming different physical surface processes. All of the 

models assume that film growth occurs at a fixed number density of nucleation 

sites (i.e., instantaneous nucleation) and that a single average concentration for 

the diffusing species in solution near the surface can be used (i.e., a uniform 

effective concentration). Using Fick's diffusion equation with initial and boun-

dary conditions, a general nonlinear integral equation for the surface concentra-

tion is obtained, valid for all the models. One model takes cognizance of the 

diffusion of the cations in solution to the interface and assumes that the growth 

rate of nuclei is proportional to the surface concentration. This model is said to 

'be useful for cases where the active species concentration in the electrolyte is too 

low or the nucleation-growth rate is too high so that diffusion effects are 

significant (e.g., for UPD deposition). A second model couples the diffusion of an 

a~lion from the surface and the incOl'poration of the dissolved material into a 
(. 

growth center. This model should be useful for interpreting data from a 

dissolution/precipitation process. The current is attributed solely to the dissolu-

tion process, the surface being covered by oxide, which is insulating. The last 

model removes any coupling of the anodic growth and diffusion processes. 

Current results from both the dissolution of metal ions and the growth of the 

oxide are included. 

Current transients predicted by these models are presented in Barradas and 

Bosco's paper [D34]. Though the model that deals with cation diffusion to the 

surface is interesting, it has little relation to the work to be presented in this 

thesis, and so it will not be discussed further. The potentiostatic current 
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transients predicted by the anodic diffusion/growth coupling model show charac­

teristic monotonically decaying currents at small values of the adjustable parame­

ters. The curves start to develop a hump as the parameters are increased, and 

they eventually exhibit a local current minimum and maximum at high parame­

ter values. These current trends are similar to those calculated before by this 

author using a far simpler model, and the shape of the current transients are 

quite similar to those measured for the silver/silver oxide system [Dl,D2]. Most 

notably, Barradas and Bosco's paper also presents a calculation of the surface 

coverage of nuclei as a function of time. These coverages are also similar in mag­

nitude to those previously observed by in situ spectroscopic ellipsometry [Dl,D2]. 

The model that decouples the dissolution and the nuclei-growth steps also 

shows monotonic current decays at low parameter values and a small inflection at 

moderate values, but at larger parameter values the dissolution current becomes 

masked by the much larger surface growth process. Eventually the monotonic 

decay of the current due to dissolution disappears altogether. A curve similar to 

those associated with geometric growth is observed where the current does not 

exhibit an initial declining period. 

While the Barradas/Bosco calculations have some serious limitations because 

of some simplifying assumptions, their results can be useful in the qualitative 

interpretation of potentiostatic data. However, these calculations give no insight 

into the nature of the nucleation event and of the morphological stability of the 

surface. Some of these issues have been addressed by authors interested in the 

morphological stability of the surfaces during the solidification of metal from 
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melts and by electrodeposition. 

Section 4.7: Electrocrystallization Growth Stability 

The ability to form smooth electrodeposits at high rates has been a goal of 

electrochemists for many years. Because anodic surface products can be electri-

cally insulating, a material that forms a porous or rough surface due to individu-

ally nucleated centers would be preferred for many battery applications. Some 

anodic films form as homogeneous planar films (e.g., most valve metals), while 

others do not (e.g., silver oxide). The interaction of solution and surface processes 

plays an important role in determining the type of surface film formed. Yet an 

understanding of the morphological stability of electrodeposition, ,while of great 

practical importance, has largely eluded scientists. A more complete review of 

the literature of the stability of metal electrodeposition has been presented by 
(. 

Barkey, Muller, and Tobias [D35]. Here we only present aspects pertinent to 

anodic nucleation and growth. 

Wagner [D36] has found the general form (particular solution) of the solution 

for the primary current distribution to a low-amplitude sinusoidal surface. These 

solutions can also be applied to the 'case of diffusion-controlled deposition. For a 

profile defined by 

z = A sin(wx) , 4.21 

where z is the height of the surface at position x, A is the amplitude of the sine 

wave, and w is the frequency of the wave. The solution to the primary current 
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distribution for the profile with wavelength (A= 21T' ) is 
w 

i-iavg 
-~=wAsin(wx) , 

88 

4.22 

where i is the local current density and iavg is the average current density over 

the profile. Equation 4.22 predicts that preferential growth will occur at the 

peaks. The current distribution given by equation 4.22 predicts that the rate of 

change of the aspect ratio will be inversely proportional to the square of the 

profiles wavelength. Sharp features (short wavelengths compared to amplitudes) 

are predicted to grow faster. 

A number of theories of morphological stability of metal deposition have 

been presented in the literature. Most of these theories make use of a perturba-

tion analysis. This involves the analysis of small (Fourier component) perturba-
. 

tions on the steady-state solution of the electrodeposition problem. Any arbi-

trary contour can be described by a series of Fourier components, and so the goal 

of the perturbation analysis is to determine at which wavelength the Fourier 

components exhibit positive (unstable) growth constants. Mullins and Sekerka 

treated the case of diffusion-controlled growth of a sphere from a dilute solution 

[D37]. To find the range of stable wavelengths in this problem, perturbations of 

spherical harmonics were used, taking into account the effect of radius of curva-

ture (surface energy) on the solubility. The effect of capillarity is inversely pro-

portional to the square of the wavelength and tends to stabilize a smooth surface. 

Spherical diffusion tends to favor exposed features on a surface and hence is a 
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destabilizing influence on growth. For wavelength (spatial periods) very much 

smaller than the curvature of the surface, the solution should be similar to that 

obtained from the perturbation on a plane. Mullins and Sekerka's results show 

that for perturbations greater than about seven times the critical radius (see 

Thermodynamic section of this chapter), the perturbations will tend to grow. 

Smaller radii are unstable and tend not to grow. 

A more recent treatment of the diffusion-controlled stability to a planar sur-

face has been presented by Aogaki et ai. [D38]. These authors were concerned 

with the striking transition from planar to "powdered crystal" deposition. A per-

turbation analysis of the diffusion and surface-reaction problem was performed. 

Perturbations in the concentration of the cation in the electrolyte, local flux, 0 

overpotential, ohmic resistance, and shape of the surface were considered. The 

result of these calculations yields an equation for the magnitude and sign of the 

exponential growth constant: 

4.23 

In equation 4.23, k is the growth constant of a perturbation of frequency w , vm is 

the molar volume of the deposit, Jz· is the z component of the steady-state 

current density (average current density), D is the diffusion coefficent, (1 is the 

surface energy of the deposit/electrolyte interface, C· is the surface concentration 

of the depositing material, and K is the conductivity of the electrolyte. From this 

equation, the wavelength of the maximum rate of growth can be derived: 
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RTJ* z 

gO 

4.24 

Plots of equation 4.24 show that the growth rate falls off very rapidly and 

becomes negative for wavelengths smaller than AmaX' Therefore, this value can 

be used to determine the size of stable versus unstable perturbations. Aogaki et 

al. [D38] have said that their results point to the conclusion that all morphologi-

cal developments for cathodic processes are unstable, since a positive growth con-

stant can always be found for cathodic processes in equation 4.23. However, 

while equation 4.23 indicates that a positive growth constant can always be 

obtained for some arbitrarily large wavelength for cathodic deposition, the forma-

tion of such a long-range disturbance becomes less likely due to physical con-

straints. For example, the local instability in the concentration field would have 

to be sustained over a much larger region of space, and this becomes highly 

unlikely. Also, the approximation of a linear expansion of the perturbation field 

over large distances may become invalid. Because the two terms in the numera-

tor of equation 4.23, can be of opposite sign for an anodic process both stable 

planar or hemispherical growth can occur. 

Section 4.8: Literature Summary and Conclusions 

There are a number of possible growth paths by which electrocrystallization 

can occur. Crystal growth can be controlled by a diffusion or lattice-building 

step. The nucleation of a new phase is envisioned to occur at a "nucleation site." 

Surface defects are believed to be such sites. Thermodynamic calculations show 
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that growth of a nucleus can occur only after a nucleation energy barrier (and its 

associated critical nucleus size) is surpassed. Geometrical growth models for the 

growth process assume that the lattice building (Le., the rate of incorporation of 

material into the growing lattice) is rate-controlling. Diffusion models assume 

that the transport of material to the growth center is rate-controlling. The 

Gibbs-Thompson relation shows that small crystals are less stable than larger 

ones. Perturbation stability analysis shows that above a certain size and period, 

surface roughnesses will tend to grow. These theoretical results may in part help 
, 

to explain why anodic films are formed with so many different structures. 
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FIGURE CAPTION FOR CHAPTER 4 

Figure 4-1. Representative functionality of the number density of growing nuclei 

as a function of time for instantaneous, linear, and progressive nuclea­

tion. 
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CHAPTER 5 

REVIEW OF ALKALINE BATTERY SYSTEMS 

USING ZINC, COPPER, AND SILVER 

Section 5.1: Energy Storage in Electrochemical Systems 

99 

A study of the oxidation and reduction of metals in alkaline solutions is of 

practical interest since these reactions commonly occur in both primary and 

secondary alkaline batteries. The manner in which energy is converted byoxida­

tion reactions varies from system to system, and it depends largely on the physi­

cal mechanism of film formation associated with the particular process. These 

reactions can be classified into two limiting-case mechanisms for which the 

storage of electrochemical energy can be discussed. The first mecha'nism involves 

a transfer of charge at the electrode/electrolyte interface, accompanied by the 

production of a soluble species that diffuses from the electrode. Energy conversion 

occurs by a change in the concentration of a reducible species in the electrolyte. 

I refer to this class as the soluble-material mechanism. The second mechanism 

involves the storage of energy at or near the metal interface as an oxide surface 

film or homogeneous colloidal suspension. In this case, energy is stored in the 

form of a solid material. I refer to this mechanism as the solid-film mechanism. 

The soluble-material mechanism has a potential advantage over the surface­

film mechanism in that, in principle, the total cell capacity is limited only by the 

total electrolyte volume. One can enhance the inherent capacity of a solubilized-
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mechanism cell by choosing an anion that will result in a highly soluble metal 

salt or oxide and by operating the cell at a high temperature (if solubility 

. increases with temperature). In some cases, most of the electrolyte is not stored 

in the reaction vessel at all but rather in a storage tank. The electrolyte is circu-

lated though the electrochemical chamber, where the active species is either oxi-

dized or reduced. Circulating the electrolyte through the cell and storing it in an 

external vessel helps in maintaining a more constant cell voltage by keeping the 
, 

changes in electrolyte concentration to a minimum. An example of one such sys-

tern is a porous metal flow-through zinc cell under development as a potential 

electrical vehicle power sQurce [E1-E4]. The potential problem with this type of 

cell is that .the overall reaction rate and efficiency are tied to a diffusion process 

that is inherently slow and irreversible (entropy-generating). For a process to 

occur at a reasonable rate by the so!ubilized-material mechanism, the concentra-

tion at the interface must be considerably higher (or lower) than' the concentra-

tion in the bulk of the solution. This results in a concentration overvoltage, and 

the product of the concentration overvoltage and the current density is a measure 

of the lost work associated with the diffusion process. These ideas can be 

expressed by an equation that represents the entropy of diluting a solution: 

ASmixing 
R = ~xj2Inbj2xj2) - ~xjllnbjlXj2) . 

J J 

5.1 

In equation 5.1, ASmixing is the entropy of mixing, R is the ideal gas con-

stant, j is a solution component index, "'Yj is the activity coefficient of the jth com-

ponent, and the subscripts 1 and 2 correspond to the solute concentration at the 
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interface and in the bulk solution, respectively {E5,E6j. Equation 5.1 shows that 

any diffusion process will result in lost work. The maximum current, and there-

fore the maximum total power is also limited by the rate of diffusion of active 

ions to and from the interface. Studies in this and other laboratories have shown 

that very high rates of electrodissolution and electrodeposition can be obtained 

using extreme agitation, but that these high rates often result in adverse effects 

on the macro- and micromorphology of the electrodeposit [E7]. Non uniform ter-

tiary (diffusion-controlled) current distributions tend to limit cell life [ES]. 

During anodic operation of an electrode, precipitation of a surface film can 

occur when the surface concentration exceeds the solubility limit. For a cell 

which that uses soluble material for energy storage, this precipitation can prove 
, 

to be disastrous because film formation often leads to the passivation of the elec-

trode. Generally, the upper limit for the rate of discharging a solublized-material 

cell is associated with film formation. 

Despite the potential for limited capacity associated with surface-film bat-

tery cells, these types of cells do possess sufficient capacity for many applications. 

Many commercial cells use highly porous electrodes and pack powdered reactants 

into the cell chamber to increase the cell capacity. Since the reaction products 

are stored at or near the surface, the associated diffusion processes are much less 

important, and therefore the overall processes can be, in general, much more 

rapid and/or reversible. Furthermore, surface-film cells can maintain high 

currents at nearly constant potentials. Because the reaction products diffuse over 

relatively short distances, the surface-film battery material maintains a nearly 
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constant supply of reactants to the electrode surface. However, the problems 

associated with film passivation, reactant dissolution processes (lost capacity and 

short shelf life), and limited capacity need to be studied further. The solutions to 

these problems are tied to a better understanding of the mechanism of film for­

mation and reduction. 

Since we have focused this study on the anodic oxidation of zinc, copper, 

and silver in alkaline media, a brief review of the characteristics and past and 

present uses of these metals in various battery systems will be presented. Some 

of these characteristics are summarized in Table 5.1. 

Section 5.2: The Zinc/Silver Oxide Alkaline Battery 

The use of zinc/silver oxide batteries was first investigated by H. Andre in 

the late 1920s. Zinc/silver oxide storage batteries have been manufactured since 

the 1940s and are made throughout the industrial world. Cells have been pro­

duced for both low- and high-rate performance; with capacities ranging from 0.05 

Ah (button cells) to 600 Ah (Eagle-Picher Industries Inc., USA) [E10]. As noted 

before (Chapter 3), high-rate drains result in lower cell voltages, which 

correspond to the AgzO (rather than AgO) discharge reaction (see also [E16]). 

The most favorable characteristic of these cells is the very high specific energy. 

This characteristic is a result of the large amount of energy stored in the silver 

electrode, the compact assembly of the electrodes in the cell container, and the 

favorable potential resulting from the zinc/silver oxide couple. Shelf-life charac­

teristics are also reasonably favorable (80-95% of original capacity after 1 year), 
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as are as charge efficiencies (90%) [E9]. The overall energy efficiency is in the 

70-75% range. Serious limitations for the zinc/silver oxide cell are its poor low­

temperature performance and secondary-cell cycle life (only 50-100 cycles, due to 

separator problems), as well as its high cost [E9-Ell,E14,E16]. Some of the uses 

of the zinc/silver oxide cell include power sources for wrist watches and hearing 

aids, tOl'pedoes, mines, buoys, military communication equipment, portable radar 

sets, and IR night-vision equipment [EO-Ell]. 

Section 5.3: The Cadmium/Silver Oxide Alkaline Battery 

Cadmium/silver oxide batteries have much better cycle life (up to 500 deep 

cycles have been obtained) and bettel' shelf-life characteristics than the 

zinc/silver oxide cell [E16]. This difference in behavior is largely attributed to 

the relatively large solubility of zinc versus cadmium in alkaline solutions (and 

the associate separator problems). The overall charge efficiency is comparable to 

that of the zinc/silver oxide cell. However, the specific energy of this cell is 

about one-half that of the zinc/silver oxide cell (60 Wh/kg vs 180 Wh/kg). Cells 

with capacities from 0.1 to 300 Ah have been manufactured [E10,E16]. Like the 

zinc/silver oxide battery, at high current drains the Ag/Cd(OHh cell exhibits a 

single discharge voltage corresponding to the reduction of Ag20 [E16]. A typical 

cell voltage of 1.1 V is observed. The very high cost of cadmium (as well as of 

silver) limits the use of this battery system to military applications [E14,E16]. 
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Section 5.4: The Zinc/Nickel Oxide Alkaline Battery 

Because the cost of nickel is significantly less than the cost of silver, the 

zinc/nickel oxide battery offers the potential combination of moderate cost and 

high specific energy and specific power. Present development of this battery sys­

tem is centered on the zinc electrode. The separator is a crucial component in 

the cell .design: it must prevent zinc dendrite penetration to the nickel electrode 

and resist swelling IElOj. Present research indicates that a specific energy of 75-

90 Wh/kg can be achieved. The cell can maintain a reasonable voltage (1.6 V) 

during high rates of discharge over a wide range of temperatures (-40 to 50 0 C). 

Rec'harging problems of the secondary battery, as well as limited cycle life, 

appear to be the major drawback of this system IE12j. While a certain degree of 

overpotential is required to fully charge the nickel electrode, overcharging has a 

disastrous effect on the zinc electrode. Charge retention is relatively poor (only 

70% of the initial charge is available after one month). Cycle life is also poor 

(200 cycles). However, more recently 800 to 1200 cycles have been obtain using 

advanced separators and a novel vibrating zinc electrode. 

This battery system is presently under development as a candidate for elec­

tric vehicle propulsion. Sealed cells have been used in VCR cameras, electric 

shavers, tape recorders, portable tools, and calculators. Bigger vented (non­

sealed) batteries have been used to propel electric vehicles. Their use in indoor 

fork lift trucks, electric cars, and golf carts is predicted to grow in the future 

IE9j. 
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Section 5.5: The Zinc/Mercury (II) Oxide Alkaline Battery 

The zinc/mercury (II) oxide cell often referred to as the Ruben cell after its 

inventor, Samuel Ruben, who invented this cell in the 19405. While most surface 

film mechanism batteries exhibit very stable voltage during discharge, the 

Zn/HgO cell exemplifies this characteristic under load at significant current densi­

ties. Like the zinc/silver oxide battery, the zinc/mercury (II) oxide battery has 

been used as a button (e.g., watch type) cell [E19). In the button cell, the 

cathode, anode, and separator are arranged in parallel planes, and they are per­

pendicular to the axis of symmetry of the battery. Like many other zinc alkaline 

cells, the zinc in this cell contains mercury to suppress the corrosion of the anode. 

The battery is one-third the size of conventional dry batteries of the same capa­

city. The reactions at the anode and cathode leave the overall cell electrolyte 

composition unaltered. This fact is evident by looking at the individual half 

reaction: 

5.2 

5.3 

which, when added, yields 

Zn +HgO +-+ ZnO + Hg , 5.4 

which does not involve the electrolyte at all. The battery characteristics include 

long shelf life (90% of capacity after one year), high specific energy (surpassed 
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only by the Zn/AgzO cell), a high sustained discharge voltage under load, and a 

low internal resistance. However, the battery does not perform well at low tem-

peratures, and the fact that Hg is toxic adds to the manufacturing cost (the cell 

must not leak) [EI9). In addition to being used in button cells (for wrist watch 

and hearing-aid applications), Zn/HgO cells have been used in cardiac pacemaker 

devices [EI9] and as a secondary'voltage standard [EI0,Ell]. 

Section 5.6: The Zinc/Manganese Dioxide Alkaline Battery 

The earliest zinc/manganese dioxide cell, also known as the carbon-zinc bat-
, 

tery (because of the carbon-rod current collector) or the Leclanche battery (after 

its French inventor, George-Lionel Leclanche, 1838-1882) used an aqueous solu-

tion of ammonium chloride as electrolyte [EI7]. The first description of an alka-

line MnOz cell appeared around 1882 in a German patent of G. Leuchs. This cell 

uses a gelatine filling to immobilize the alkaline electrolyte. However, the alka-

line cell received little attention in the literature until after the Second World 

War. P.R. Mallory Company spent several years developing and marketing the 

alkaline Zn/MnOz cell and was able to establish it in the battery industry [Ell]. 

By the late 1960s the system had established itself in the consumer battery 

market. 

While it was originally introduced as a primary cell, rechargeable Zn/MnOz 

cells have been developed and marketed. Secondary MnOz cells retain their 

charge for longer periods of time than most rechargeable systems, but these cells 

have limited cycle life (about 50 cycles). The available energy decreases with 
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each cycle faster than with other secondary batteries, and when used as a 

rechargeable system, only one-third of the total capacity can be utilized to assure 

best cycle life. The largest disadvantage of the zinc anode is the high solubility 

of zinc in caustic. The migration of zinc to the cathode and the formation of zinc 

dentrites present major problems for further development. Despite its 

deficiencies, the secondary Zn/Mn02 cell remains competitive because of its low 

overall cost. 

The open-circuit voltage of a Zn/Mn02 battery is about 1.5 V, but the vol­

tage can drop to as low as 0.8 V before the cell is completely discharged 

[Ell,E16j. Voltage-tim~ curves typically decline significantly during discharge. 

This behavior is different froIn other alkaline systems (e.g., Zn/ AgO, Zn/HgO, 

Zn/CuO, and Zn/air), which exhibit fairly constant cell voltages right up to cell 

exhaustion. Though this cell will never be able to reach the capacities of systems 

like the Zn/air cell, Zn/Mn02 cells are inexpensive, have excellent shelf life (90% 

of original energy after 1 year), and have shown some secondary cell. capabilities. 

Therefore, this system will continue to be a major consumer battery system into 

the foreseeable future [ElO,Ell,E16j. 

Section 5.7: The Zinc/Air Alkaline Battery 

The zinc/air battery is perhaps the most promising electrochemical energy 

source because of its combination of potentially high specific energy and operat­

ing voltage, along with relatively low material costs. The cell is a device in which 

the oxidation reaction of zinc with air can be controlled to provide energy-
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efficient electrical power. As with other zinc alkaline batteries, the zinc electrode 

is amalgamated to suppress the zinc corrosion reaction. The anode and cathode 

are separated by an aqueous KOH solution. The half reactions 

2Zn + 80H- -- 2Zn(OH)4-2 +-4e- EO = -1.25 NHE , 5.5 

yield an overall cell reaction tht can be written as 

Ec = 1.651 V . 5.7 

A primary zinc/air battery is presently used as a power source for hearing aids. 

While the original zinc/air cells could be used only as a low-drain device, recent 

technological advances make it foreseeable that a rechargable form could be used 

as a power source for electric vehicles [E13,E15j. Presently, the cells exhibit both 

short cycle life and low efficency. 

The current collector for the oxygen-reducing cathode is generally either 

nickel or carbon. The 'Zinc/air battery is not anode-limited, and therefore the 

effectiveness of the zinc/air cell depends largely on the efficiency of the air elec­

trode. The reaction at the oxygen electrode occurs at the point where the three 

phases meet. These are the metal solid (electron conduction), gas (oxygen), and 

liquid (KOH solution) phases. A porous electrode is used to enhance the interfa­

cial area, but the electrode also must allow for a stable gas-liquid boundary in the 

pores [E3,E13]. 
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Three types of zinc/air cell are presently being developed. The "D" size pri­

mary cell performance against other "D" cells is impressive. At 200 rnA drain, 

the zinc/air cell operates at a constant 1.4 V for over 100 hours. This is more 

than twice the time of the Zn/HgO cell (45 hours) or the alkaline Zn/Mn02 cell 

(40 hours). Mechanically rechargeable zinc/air cells operate on the principle of 

replacing the anode and electrolyte upon exhaustion of the anode. The cathode 

is used for many cycles. The secondary zinc/air cell can be viewed as a recharge­

able zinc/silver oxide system with the silver oxide electrode replaced with an air 

electrode. Zinc is converted to zinc oxide (or zincate ion) on discharge and to 

zinc on recharging. The air electrode can be monofunctional (two separate elec­

trodes used for charging and discharging) or bifunctional. Rechargable cells that 

use porous carbon cathodes inusthave monofunctional electrodes because the car­

bon is otherwise oxidized. 

Zinc is a relatively inexpensive metal. Oxygen does not contribute to the 

weight of the battery and can be obtained from air without cost (except in Los 

Angeles). The zinc/air battery therefore stores more electrical energy than any 

other aqueous battery presently available, and a significant development effort for 

this battery system is under way. A great deal of time and money is presently 

being spent on the development of this battery system [E10,Ell,E13]. 

Section 5.8: The Zinc/Copper (n) Oxide Alkaline Battery 

The Zn/CuO alkaline battery was first devised by LaLande and Chaperon in 

1881 using granular cupric oxide, zinc anodes, and a caustic electrolyte. Edison 
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improved the system by using agglomerated cathodes. From its inception, the 

primary use of this battery system has been for low-drain applications, particu­

larly railway signaling and telephone and telegraphic communications. Its com­

mercial introduction largely displaced Daniell and wet Leclanche cells from these 

markets. Various features were added to the cell to improve its performance: 

copper-coated cathodes, silicate to improve electrolyte capacity, and heat- and 

alkali-resistant battery jars [EU]. 

Despite its low operating cell voltage (about 0.7 V), the ZnjCuO cell had 

found many applications where cost, capacity, flat discharge curves, and chemical 

stability are requirements. The discharge curves show no inflection due to a step­

wise reduction of CuO-+-Cu20 followed by CU20-+-Cu. The operating potential 

appears to be related to the GU20jCu couple rather than to the CuOjCu20 cou­

ple. The interface may become a mixture of CuO and CU20 during discharge, 

and the observed cell voltage is most likely a mixed potential. While the addi­

tion of sulfur to the CuO cathode appears to enhance the potential by as much 

as 200 mV, the mechanism for this phenomenon is unclear [EU]. 

The density of the electrolyte increases during discharge as zinc ate ions 

accumulate in it. The rapid drop in cell voltage at the end of cell capacity 

reflects both the buildup of zincate in the electrolyte and the formation of an 

anodic surface film. These films are probably crystals of Zn(OHh, but the species 

Na2Zn02 and Na2Zn(OH)4 have also been suggested as surface products. The 

very high internal cell resistance appears to be attributable to the formation of a 

cuprous oxide layer, rather than to the effects of dissolved zincate on the 
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electrolyte conductivity, as previously believed IElO]. 
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Table 5-1 

ALKALINE CELLS WI-ITCH USE 
SILVER, COPPER, OR ZINC 

ANODE CATHODE OPEN-CIRCUIT EMF COMMON NAME 
(VOLTS) 

PRIMARY CELLS 

Zn' Mn(Mn02) 1.55 Zinc/Manganese Dioxide Cell 

Zn O2 1.40 Air Cell 

Zn' 0.(0.0) 1.10 Copper O~ide cell 

" SECONDARY CELLS 

Zn' H,(H,O) 1.35 Ruben Cell 

Zn' A,(A'20) 1.60 Silver Cell 

Zn A,(A,O) 1.86 Silver Oxide Cell 

Zn Ni(NiOOJl) 1.74 Drumm Cell 

Od A,(A'20) 1.30 Silver Cadmium Cell 
-------- ~---. --

• Cell can be recharged, though characteristics or rechargability are poor. 
I Has been used as a primary cell 

COMMENTS 

Used In Small Commercial 
Alkstline Cell!'; 

Very High Theoretical 
Snef'ffif' Y:'. 

Used As Low Drain 
Primstrv Berore lfl60 

Very Stable Voltage 
Dn-rine: Di~f'hnrve 

High specific energy 
D;n~itv And Powe~ 
Primarily Used For 

Militstrv A nnlicRtionl'( 
Low Material Costs-

l Jnrlp.rlloinll Develonment 
1/2 Energy Density 

or Zn cell .. 

XBL 897-2669 

I 

~ 
~ 
\J1 
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CHAPTER 6 

EXPERUMENTALPROCEDURES FOR SURFACE 

PREPARATIONS AND ELECTROCHEMICAL MEASUREMENTS 

Section 6.1: Introduction 

The procedures for preparing working and reference electrodes, making solu­

tions, and taking electrochemical measurements were generally the same regard­

less of the type of optical experiment performed. Therefore, in order to avoid 

repeating the description of these procedures when discussing each type of experi­

ment, we describe them in some detail here. 

Section 6.2: Cryst~l Preparation and Mounting 

The single-crystal electrodes of eu, Ag, and Zn used in our study were 

. manufactured in-house using an induction furnace. The purity of the shot metals 

used to make the single crystals was greater than 5 nines purity. However, due 

to contaminations inherent in making the cloystals, we feel that the final single 

cloystals were of no better purity than 99.999%. 

The crystal rods (3/4 inch in diameter) were etched to ensure that they were 

single crystals, and were then oriented and aligned by analyzing x-ray Laue 

back-reflection patterns. All crystals were oriented to within about 1° of the 

specified axis. The crystals were cut (by EDM) into a rectangular shape (about 

1.25 cm by 2.75 cm, and of various thicknesses). Some standard mounted 
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crystals, along with the equipment used to mount the electrode into the cell, are 

shown in Figure 6-1. A screw was mounted onto the back of the electrode with 

silver-epoxy. The screw helped to seal and mount the electrode into the cell and 

acted as the electrical lead to the potentiostat working-electrode lead. After the 

silver-epoxy hardened, the electrodes were placed in a mold, epoxy resin was 

added, and the resin was allowed to harden. (For the procedure of making, 

removing bubbles from, and curing the epoxy resin, see Reference F1). After the 

epoxy had hardened, the electrode epoxy mount was machined to fit into our 

electrode holder and cell. 

The electrode holder includes a Teflon sleeve and a brass m~>unting bolt 

(Figure 6-1). The Teflon sleeve fits into the back of all of the electrochemical 

cells (ellipsometry, light scattering, and Raman cells). There is a hole in the mid­

dle .of the front of the Teflon sleeve where the electrode mounting screw is 

inserted, and in the back where a mounting bolt is inserted. The mounting bolt is 

inserted into the back of the Teflon sleeve, and the screw an<;l bolt then mount 

the electrode' in the Teflon sleeve. An o-ring is placed on the electrode screw to 

avoid electrolyte contact with the screw or brass mo'~nting bolt. 

Section 6.3: Electrolyte Preparation 

Virtually all of the electrolytes used in this study were either 1M or 6M 

KOH. The electrolytes were prepared using ultrapure water (Harle co ultrapure 

water, a resistivity of 10 MO-cm, and free of organic contaminants), and analyti-
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cal grade KOH pellets, low in chloride (J. T. Baker Chemical Corp.). The KOH 

pellets contained less than 0.5% COi2, and less than 1 ppm of soluble Fe. Solu­

tions were generally made in two-liter batches and were titrated to ensure that 

the molarity was within 1 %. Prior to injection of the electrolyte into the electro­

chemical cell, the solutions were pre-electrolyzed and de-oxygenated. These pro­

cedures were performed in a I-liter Teflon separatory funnel, which contained a 

Teflon (PTFE or polytetrafluoroethylene) sparging tube and two Pt screen elec­

trodes. First, the electrolyte was pre-electrolyzed by putting a 1.3 volt difference 

between the two Pt screens. The voltage was maintained until the current had 

decayed to a very small value (about 10 minutes). Next, 99.99999% pure N2 gas 

was bubbled through the solution to reduce the dissolved oxygen content. 

Though it is known that the solubility of oxygen in alkaline solutions is small, 

this procedure as was preformed a prec~ution. 

Many researchers have used HN03 to clean PTFE because it acts as a strong 

oxidizing agent for the removal of organic compounds and is known to wet TFE. 

Research on the underpotential deposition (UPD) of Pb on Pt has shown some 

anomalous effects associated with HN03 [F2], and later, residual HN03 from 

PTFE was found to be the cause of these effects [F3]. It appears that HN03 

enters the pores of PTFE and may be difficult to remove (since distilled water 

will still be nonwetting). Therefore, rather than using HN03, the 

optical/electrochemical cell was cleaned with soap and water, a series of organic 

solvents (methyl ethyl ketone, acetone, and ethyl alcohol), and then distilled 

water. The optical/electrochemical cell was purged with N2 gas prior to injection 
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of electrolyte into the cell (through TFE tubing) to remove any O2 from the cell 

chamber. 

Section 6.4: Electrode Surface Preparation 

Electrode polishing is truly an art, and not a science. We tried a number of 

chemical and electrochemical polishing procedures described in the literature 

[F4,F5j in an attempt to create a smooth optical finish. However, we found that 

either these procedures did not produce a smoother surface than mechanical pol-

ishing alone or they were unreliable. For example, a HN03/Cr03 chemical polish 

• 
was found to etch,. rather than polish, Ag (111) single-crystal surfaces. There-

fore, since there is a problem associated with chemical contamination resulting 

from chemical polishing, and since chemical polishing does not seem to improve 

the surface smoothness, we decided,to simply mechanically polish our electrodes. 

The overall preparation technique of the various electrode surfaces (Ag,Cu, 

Zn) used in this study was similar. The procedure represents a continued evolu-

tion of the procedures used by this research group before [F6-FIOj. After the 

electrodes were placed in epoxy, a series of silicon carbide papers up to 0000 grit 

were used to remove any large scratches. Sanding was preformed by straight, 

parallel motions. To minimize scratching due to particle transfer from one grit 

size to the next, the samples were rinsed in water and ultrasonically shaken in 

water between changes in grit size. Also, when going from one grit size to the 

next, the surface should be turned gOO so that the scratches from the previous 

sanding step was more uniformly removed. After the sanding steps, the 
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electrodes were polished with 6-, 1-, and I/4-p.m diamond paste. (This last pro­

cedure is described in detail below.) 

Ag, Cu, and Zn are all soft metals, and therefore they tend to retain severe 

scratches when polished mechanically. Pits in . silver are formed very easily dur­

ing mechanical polishing. V\'e believe that the mechanism for pit formation is the 

trapping of diamond particles in scratch lines, followed by the rotation of the pol­

ishing particle (hence forming a crevice). Copper tends to form a wavy surface 

(we call it "range peel") if care is not taken during polishing. An exact mechan­

ism for the formation of "orange peel" is unknown, although local heating of the 

surface (thereby allowing the metal to flow) appears to be an important factor. 

Zinc scratches very easily; we have not found pitting to be a problem for zinc. 

We determined that the most critical parameters in preparing mirror-like 

polished metal surfaces are (1) the type of cloth used for polishing, (2) the 

amount of pressure applied during polishing, and (3) the motion of the electrode 

on the polishing wheel. The procedure for mechanically polishing silver has been 

investigated by this author before [FlO], and we now believe that we have a 

recipe for obtaining optically smooth surfaces of silver, copper, and zinc relatively 

easily. 

The procedure for polishing silver is as follows. We found that the commer­

cially available product, Imperial polishing cloth (Leco Corp., 3000 Lakeview 

Ave., St. Joseph, MI 49085), works excellently for polishing silver. Place the 

Imperial cloth on the polishing wheel and allow the wheel to rotate rapidly 

(>200 rpm). Saturate the cloth with distilled water and add water some water 
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as it rotates. The water aids in the removal of particles from the cloth (through 

the centrifugal forces generated). Next, stop the rotation of the wheel and apply 

a short ribbon (1-2 cm) of diamond paste to the center of the cloth. Use the elec-

trode to spread the paste evenly around the center region of the cloth. Then 

turne the whell on at a slow setting (about 60-100 RPM). With the electrode 

held in your hand, carefully place it on the rot.ating wheel. Apply a minimum 

amount of pressure to the electrode, because excesSive pressure causes pitting. 

Rotate the electrode in a figure eight pattern, taking special care to not apply too 
I 

much pressure to the surface. After about 2-3 minutes, the polishing for that 

particular particle size should be complete. Make sure that the surface has not 

become pitted (pitting can be observed by diffuse scattering from the surface or 

by a quick observation under an optical microscope). To remove the pits, it is 

generally necessary to go back to the last silicon carbide paper sanding step. If 

the surface is not pitted, repeat the step above (beginning with the cleaning of 

the Imperial cloth) for the next smaller diamond-paste particle size. 

After the electrode is polished with 1/4 J.l,m paste, it should be polished on 

Imperial cloth with a commercially available colloidal silica particle suspension 

(Buehler "Mastermet", pH 9.8, 0.05 J.lm particles). The suspension tends to dry 

and form large agglomerates of particles, so care should be taken to ensure that 

no large particles of dry suspension are put onto the cloth. After this final pol-

ishing step, the electrodes should be rinsed with water, placed in a series of 

organic solvents of increasing polarity (methyl ethyl ketone, acetone, and ethyl 

alcohol), and then placed in distilled water again. 
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The procedures for polishing eu and Zn are basically similar to that for Ag. 

However, nylon polishing cloth seems to work better at avoiding "orange peel", 

and therefore nylon cloth should be used at the 6-micron polishing level for 

copper. Nylon cloth was found to scratch zinc, and therefore only Imperial cloth 

or microfelt should be used. Also, Zn tends to be etched by the "Mastermet" 

solution (it contains some KOH), and therefore it can not be used. A 

water/alumina slurry of 0.05 /-lm particles works well and should replace "Master­

met" as an abrasive.for the final polishing stage for zinc. 

Generally, electrodes used in the study did not require a repeating of the sili­

con carbide sanding. treatment after an electrochemical experiment. Instead, pol­

ishing can begin using 6-/-lm diamond paste. However, as noted a,bove, when the 

surface became pitted, sanding with silicon carbide paper appeared to be the only 

way to remove the pits. 

Section 6.5: Hg/HgO Reference Electrodes 

The Hg/HgO half-cell reaction was chosen as the reference electrode for this 

study. This electrode was chosen over more readily available commercial elec­

trodes because (1) the potential is stable and very reproducible, (2) we can use 

the same solution (1M or 6M KOH) in the reference electrode chamber as in the 

cell, thereby avoiding any liquid junction potentials, and (3) it is easily manufac­

tured in-house. A discussion of reference-electrode theory and liquid junction 

potentials can be found in the references [Fll,F12]. 
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Figure 6-2 is a photograph of our Hg/HgO reference electrode. The electrode 

glass housing consists of a 14/20 sleeved Pyrex test tube with its bottom replaced 

by porous fritted glass. A capillary tube, which is connected to a 14/20 glass 

stopper, acts as a holder for the liquid Hg. The Hg/HgO reference couple was 

made by first placing some glass wool into the bottom of the capillary tube . 

. Next, HgO powder was inserted on top of the wool and some liquid Hg was 

placed on top of the HgO /wool. The glass wool creates a sufficient flow barrier 

to hold the liquid Hg in the capillary, but it is also sufficiently porous to allow 

the electrolyte to reach the Hg/~gO interface. After the Hg metal is in place, a 

Pt wire is inserted into the liquid and acts as an inert current collector. The test 

tube sleeve is then filled with the solution, and the electrode can be placed into 

the electrochemical cell. 

The electrodes made in this fashion showed remarkable consistency (gen­

erally less than 1 m V difference between electrodes) and appeared to be stable 

over periods of several weeks. However, the electrodes were found to give faulty 

readings at longer times and were particularly susceptible to Zn ion contamina­

tion. Therefore, a new Hg/HgO reference electrode (fresh chemicals) was used for 

each Zn experiment. Otherwise, the reference electrodes were replaced after 

about one month. 

Section 6.6: Electrochemical Measurements 

Electrochemical measurements were made using a Princeton Applied 

Research (PAR) Model 273 potentiostat. This instrument allows one to generate 
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a large variety of waveforms for electrochemical experiments. The potentiostat 

has a digital coulometer and IR compensator, which aids in the interpretation of 

results. A range setter allows increased digital or analog sensitivity. A program 

for the LSI 11/73 has been developed to send commands to the PAR 273 through 

an RS-232 serial interface board [F13]. These commands are interpreted and exe-

cuted by the PAR 273 computer, and the current or potential data (depending on 

the type of experiment being preformed) are stored in the PAR 273 memory. 

After the experiment is completed the data are transfered to the LSI 11/73 com-
, 

puter for storage and later interpretation. 

The potentiostat is turned on, and the electrode potential is set to a noble 

potential as soon as possible after the electrolyte is injected into the cell. For 

silver, the pre-experiment electrode potential was set to -200 mV vs Hg/HgO. 

For copper, the potential was set at -700 mV vs Hg/HgO. In the case of zinc, the 

potential of the electrode was set to -1.450 V vs Hg/HgO. Though this last value 

is more negative than the Eo value for hydrogen evolution, no hydrogen bubbles 

were observed. This procedure was adopted to remove any native oxides and to 

provide cathodic protection to the surface. 
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FIGURE CAPTIONS FOR CHAPTER 6 

Figure 6-1. Electrodes and mounting equipment. Upper right corner: front of Ag 

(111) electrode in epoxy mount. Lower right corner: front of Cu (111) 

electrode in epoxy mount. Center: brass mounting bolt. Upper left 

corner: Teflon electrode holder. Electrode screw inserted from top 

shown. Brass mounting bolt inserted from bottom side. Lower left 

corner: back of Cu(111) electrode showing mounting screw. 

Figure 6-2. The standard design of the Hg/HgO reference electrode used in ,this 

study. 
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CHAPTER 7 

IN SITU ELASTIC LIGHT-SCATTERING MEASUREMENTS 

MADE DURING THE ANODIZATION OF METALS 

Section 7.1: Introduction 

131 

The amount of light scattered from a surface is a sensitive measure of sur­

face roughness: A surge of interest in light scattering from surfaces has been 

fueled by the demand for high-quality lenses, mirrors, and optical thin films. For 

many applications, the measurement of both the total integrated scattering (TIS) 

and the angular dependence of scattering are desirable. Theoretical predictions 

relate these measured quantities to surface roughness parameters (e.g., the RMS 

roughness, autocorrelation functions, spectral power density)[GI-G15]. Often, 

these surface par.ameters can be also measured by a stylus profilometer. How­

ever, light scattering has the advantage of being a nondestructive experimental 

technique, and it can be used for in situ monitoring in any transparent environ­

ment. Therefore, by making angularly resolved scattering measurements, one can 

in principle measure the changes in surface roughness while a chemical process is 

occurring. 

Observations of the nucleation and growth of electrochemically formed sur­

face layers are of great interest to electrochemists. Few unobtrusive measure­

ments are available that are both in situ and sensitive to changes in topography 

on a submicron scale. The in situ angularly resolved elastic-scattering 
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observations made during the electrochemical oxidation of a metal shown here 

are the first ever to be reported. The goal of these experiments are 1) to demon­

strate the utility and limitation of the technique, and 2) to futher our under­

standing of the mechanism of nucleation, growth, and transformation of surface 

layers formed on Ag and eu in alkaline solutions. 

Section 7.2: Light Scattering Principles and Theory 

7.2.1 Introduction 

While the optical theory for the reflection of light from surfaces with 

roughnesses much larger than the wavelength of light is well established 

(geometrical optics, interference, and diffraction theory)[Gl6-G1gj, a theory for 

the scattering of light from a relatively smooth surface with microrough features 

(I.e., roughness < :wavelength of light) is still undergoing refinement. Scalar and 

vector scattering theories, as well as some ideas relating the scattering from 

, rough s\lrfaces to the treatment of x-ray scattering from amorphous materials,' 

are presented 1n this section. 

7.2.2 Diffraction by N Identical Apertures 

The mathematical treatment of the problem of diffraction from a large 

number of circular apertures randomly placed on a screen has been presented by 

Stone [G20]. Beckmann and Spizzichino [G4] have presented a similar treatment 

for scattering from rough surfaces. The theoretical treatment for the scattering 
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associated with a large number of small particles randomly positioned on a sur-

face should be similar. We require that the particles be much smaller than the 

wavelength of light. Since our purpose is to discuss some ideas pertaining to 

scattering from small particles on a surface, the development that follows will be 

presented along those lines. 

Refer to Figure 7-1 for the coordinate system used in the development 

below. The points of origin of light scattering (i.e., points 0 and Q ) lie in a 

plane and are defined by coordinates (0,0) and (Xj'Yj)' An arbitrary point of obser­

vation P is located at (X,Y) in a plane is parallel to the scattering plane. The 

optical-path difference between OP and QP can be obtained by using the 

Pythagorean theorem: 

7.1 

The difference in the squares of the optical path can therefore be expressed as 

Since the interparticle spacing is much smaller than the distance to the observa-

tion point P (i.e., OQ < < OP and OQ < < QP), x2+y2< <2(xX+yY). Also, 

Rl+R2~2R. Therefore, equation 7.2 can be simplified to 

7.3 

Since ~ = sinO and ~ = sin</>, the optical-path difference A betw~en OP and 
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QP is just 

7.4 

The relative phase difference between the light emanating from points 0 and Q 

as observed at P is then given by 

7.5 

where k= 2
A
1T. Since we consider only the case of light that is coherent and 

incident normal to the plane containing 0 and P, the Jight is of the same phase 

at all points on the plane (surface). In this case, the scattering problem reduces 

to 

7.6 

where Es is the total scattered electric field amplitude at the observation point P, 

Aj is the scattered field strength' from the jth scatterer, and e -i~J is the phase fac­

tor associated with the scattered field from the jth scatterer at point P. 

To simplify the problem, we consider all scatterers to be of the same size. 

Therefore, Aj is the same for all scattering sources. In the forward scattering 

direction, <Pj=O (since ()=¢>=O), and so the observed scattering intensity (I=E2) 

from equation 7.5 is proportional to the square of the number of scatterers 

(I ~ N2). In addition to this scattering intensity, the reflectance from the surface 

as a whole (less that from the projected area of the scatterers) is also observed in 
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the specular direction. Very near the forward scattering direction, the values of 

4>j are partially correlated, and so the intensity does not undergo rapid fiuctua-

tions. Away from the specular direction the values of 4>j becotne random, rang-

ing from 0 to 271'. Since even a slight movement in the observation point changes 

all the 4>j vales differently, the intensity (which is a summation of these terms) 

will also exhibit a random behavior. These changes in 4>j can produce large 

changes in Is, and so the resulting scattering pattern shows a finely mottled 

appearance. A statistical analysis of the problem [G20} shows that the intensity, 

averaged over a large acceptance angle, is proportional to N. 

Stone's treatment of this diffraction/interference problem does not include 

the Kirchhoff so-called obliquity factor, and therefore no angular dependence of 

the scattering pattern is predicted. However, by including the obliquity factor 

into the problem, equation 7.6 should be further modified to 

7.7 

where 0 is the scattering angle measured between the incident normal beam and 

the observation point. Equation 7.7 is more consistent with experimental obser-

vation than equation 7.6. 

7.2.3 Scattering from Random and Semiordered Surface Particles 

The theory of scattering of x-rays from ordered and semiordered materials is well 

developed [G21}. We will use some principles developed for the scattering of x-
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rays and apply them to the scattering of visible light from small particles. The 

two problems should be analogous as long as the dimensionless particle size ~ ( 

w here a is the particle size and), is the wavelength of light) is much less than 1. 

The scattering of electromagnetic radiation can be represented by the induc-

tion of electric dipole moments in a material. Because of their charge, electrons 

are induced to oscillate with the same frequency as an incident electric field. 

Since the charges undergo periodic accelerations, the electrons act as secondary 

sources for the emission of light. From classical electrodynamics, the intensity of 

scattered radiation from an electron in a polarized oscillating electric field is 

[G21,G22j 

7.8 . 

In equation 7.8, Ie is the scattering intensity from the electron, 10 is the incident 

beam intensity, R is the distance from the scattering electron to the point of 

observation, and 4>z is the angle of observation with respect to the vector of 

polarization in the plane of propagation. Other symbols in equation 7.8 have 

their usual meanings. 

Figure 7-2 shows a beam of monochromatic light of wavelength), incident 

on a particle. Two points within the particle are separated by the vector 7. A 
, 

portion of the beam will be scattered in the direction 4>. The point 0 is an arbi-

trarily defined origin in the material. The unit vectors ko and k are defined as 

the directions of the incident and scattered beam, and these vectors describe the 
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angle <p. If the distance between the two scattering points is much less than the 

distance to the observation point from either scatterer, then the angle <p is the 

same for both points and the optical path difference is given by7'}( -7'}(0' The 

phase difference of the light reaching an observation point from these two points 

• • ( 271' )-+ (- - ) . -+ IS then gIven by T r' k-ko ' By definmg the vector Q as 

7.9 

7.10 

the phase difference can be expressed as simply 7·Q. 

By considering the effect of the density of electrons p(r) in the scattering 

material, the following equation is obtained for the electric field scattered from 

the entire body: 

7.11 

The appearance of R (the distance between the scattering particle and the point 

of observation) in equation 7.11 takes into account the inverse square dependence 

of intensity with distance. The incident field strength Eo acts as a scaling factor 

with respect to the incident intensity. We therefore simplify equation 7.11 to 

read 
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E(Q) ~ J p(r)e-i1'·~crr . 7.12 
V 

We note that the intensity of the scattered wave is determined by 

7.13 

Equation 7.12 can be simplified by making assumptions regarding the sym-

metry properties of the scattering body. \\Then the particle is spherically sym-

metric, p(r) depends only on the magnitude ofr, so that equation 7.12 simplifies 

further to [G21] 

where 

00 

E(Q) ~ J 41IT2sinc{Qr)dr , 
o 

. sin(x) 
smc(x) = . 

x 

7.14 

7.15 

Integration of equation 7.14 for a spherical body of radius a of constant electron 

density yields [G21] 

E(Q) = [41r;3p ]~Qa) , 7.16 

where 
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~x) = 3 [Sin(X)-(X)COS(X) 1 
x3 

139 

7.17 

The observed scattering from the body is proportional to the volume of the body 

and its electron density. Figure 7-3 is a plot of the function ~x), and the square 

of ~x) (proportional to the scattering intensity). The curve in Figure 7-3 is 

compressed towards the origin with an increase in the size of the body. This 

dependence implies that scattering will occur preferentially at smaller angles for 

larger particles. 

When there are a number of scatterers being irradiated at the same time in 

a region of space, the total scattered field is the vector sum of the scattering from 

the individual centers. In making this statement, we assume that the coherent-

superposition principle is valid and that multiple scattering is of secondary 

impo~ance. By considering the phase differences from a number of scattering 

particles arranged in a two-dimensional (2~D) plane, the scattering from an 

assembly of particles will be given by 

7.18, 

The first term on the right of equation 7.18 is the scattering associated with the 

bodies themselves, as in equation 7.16. The second term arises from the interfer-

ence of the scattered radiation between the various particles. The zero-order 

Bessel function of the first kind in equation 7.18 accounts for the phase difference 

between the various scattering particles. {The Bessel function replaces the com-
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plex exponential because the problem has been posed to have 2-D symmetry.) 

The scattering equation, 7.18, becomes more useful if we make the further 

simplification that all particles are of the same size. When this is done, equation 

7.18 can be expressed as 

I(Q) ~ N E(Q)2 S(Q) , 7.19 

with 

7.20 

S(Q) is referred to as the "interference function". If the assembly of particle 

interactions is considered to have a uniform "average" relationship between 

neighboring particles (valid for a large number of particles), then the light scat-

tered from each of the N particles will interact with the (N-l) others. There are 

a total of N(N-l) identical interactions. Therefore, equation 7.20 can be .further 

simplified, with the result that 

N 
S(Q) = 1 + N E Jo(Qrk) . 7.21 

k=l 

In equation 7.21, rk is the distance from the center of an arbitrary particle to the 

kth particle. An arbitrary particle is therefore the center of the coordinate sys-

tem, and the overall arrangement of the ensemble of particles is considered to be 

indistinguishable with respect to the particular particle chosen for the origin. If 

the number and size of the particles are known, S(Q) can in principle be derived 
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from the observed dependence of scattered intensity on the wavenumber Q. 

The statistical relationship between the particle distribution and the 

interference function can be treated by the introduction of the radial distribution 

function g(r). The radial distribution function is a normalized function represent-

ing the probability of finding a particle at a distance r from the origin. If we 

invoke the radial distribution function to describe the interrelationship between 

particle spacings, then S(Q) and g(r) are related by [G21] 

00 

S(Q) = l+noJ 21rr[g(r}-I]Jo(Qr)dr . 
o 

7.22 

The radial distribution function g(r) and the interference function S(Q) form a 

transform pail'. (In the 2-D case, the relation is a Bessel-Hankel transform pair 

[G23]): 

00 

g(r)-1 = ..!-. J 21rQ[S(Q)-I}Jo(Qr)dQ 
no 0 

7.23 

In principle one should be able to extract the particle radial distribution 

function from the values of S(Q) calculated from scattering measurements. In 

practice, however, the range of data in wavenumber space is limited (e.g., using 

633-nm light and collection angles from 50 to 850, the range of Q is from 0.866 

J.lm-1 to 13.41 J.lm-1). Transform inversion of data of limited range can cause an 

effect known as aliasing [G21]. This effect can cause the transformed data to show 

fine structure that is not associated with the function itself. 
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In addition to directly transforming scattering data, one can propose a func-

tional form for the radial distribution function to be used in equation 7.22 in an 

attempt to fit the observed scattering curve. For example, let us assume that the 

radial distribution function can be represented as 

g(r) = 0 
g(r) = 1 

r<c , 
r>c . 7.24 

This fUllctional form for g(r) is similar to the "hard sphere" model used in a 

modified ideal gas equation. The "hard sphere" model basically implies that par-

ticles are excluded inside a certain radius but are found with uniform probability 

elsewhere. This excluded volume may be larger than the particle radius (e.g., 

crystals will be excluded from inside another crystal's diffusion boundary layer), 

and so we use the symbol c to represent this distance. By combining equation 

7.24 with equation 7.22, the resulting expression for S(Q) becomes 

c 

211'no J S(Q) = 1 - Q QrJo(Qr)dr 
o 

Integration of equation 7.25 yields 

211'nocJ 1 (Qc) 
S(Q) = 1- Q . 

7.25 

7.26 

Figure 7-4A is a plot of equation 7.26 for different values of c. By combining 

equations 7.16, 7.19, and 7.26, the predicted Q dependence of scattering based on 

the g(r) hard-sphere model is given by 
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Figure 7-4B shows a plot of the product of the last two terms of equation 7.27. 

(This is the angular dispersion of scattered light without scaling the intensity for 

particle size and number.) 

Theories for the scattering of light from rough surfaces have been presented 

in the literature and are discussed in sections 7.2.5 and 7.2.6. When surface 

microroughness, rather than surface particles, is the major cause of light scatter­

ing, these theories should be superior to that developed above. 

7.2.4 Surface Spectral Analysis 

Since the discussion of optical-scattering theory invokes spectral-analysis 

functions (autocorrelation and spectral power density), a brief discussion of these 

function will be presented. The autocorrelation function has been used by this 

author to analyze in situ scanning tunnelling microscopy (STM) data [G24]. 

These functions are generally considered to characteriz--e wavelength-dependent 

(spatial frequency) features well. Amplitude-sensitive functions, such as the 

amplitude density function (ADF), are also commonly used to characterize sur­

face topography [G25]. 

For a one-dimensional surface profile, we can define H(xl) as the height of 

the surface at a position Xl with respect to the average height determined over a 

long distance. The autocorrelation function of this surface, G(x), is defined as 
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7.28 

w here x is the variable of spatial separation (lag distance). The special case of 

zero lag, G(O), represents the average of the square of the height profile, or the 

square of the RMS value: 

G(O) = (RMS)Z 7 ... 29 

Equation 7.28 can also be written as 

L 

G(x) = lim L1 jH(Xl)H(Xl+X)dx1 , 
L-oo o 

7.30 

where L is the distance of the straight line measured along the surface over which 

the profile is taken. In principle, the autocorrelation should become representa-

tive of the surface topography as a whole for sufficiently large values of L. It can 

be shown that the autocorrelation function G(x), and the spectral power density 

func~ion, g(k), form a Fourier transform pair [G13,G14,G20j: 

00 

g(k) = f G(x)e-ikXdx ., 
-00 

00 

G(x) = _1 fg(k)eikxdk . 
211' 

-00 

7.31 

7.32 

Both the autocorrelation function and the spectral-power-density function have 

the properties that G(x)=G(-x). 
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7.2.5 Scalar Scattering Theory 

One of the earliest theories to address the problem of scattering from a sur­

face was presented by Davies [GI]. Davies developed a model of light scattering 

from random surface irregularities from an otherwise smooth surface using scalar 

optical-diffraction theory based on Huygens' principle [G2]. The assumptions that 

Davies made regarding the properties of the surface were that: 

I) the RMS roughness u is much smaller than the wavelength of light, 

2) the surface is perfectly conductipg, 

3) the surface height distribution is Gaussian, and 

4) the autocorrelation function of the sm-face is also Gaussian 

and has a standard deviation {3. 

Davies' theoretical results were modified by Bennett and Porteus [G6,G7] to 

account- for the limited conductivity of real metal surfaces. The reflected light 

(reflectance) can be divided into specular and diffuse reflectance. The expression 

for specular reflectance is given by 

7.33 

In equation 7.33, Rs is the specular reflectance from the rough surface and Ro is 

that from a perfectly smooth surface. The angular distribution of the diffuse 
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reflectance of light from Davies' theory can be expressed as 

r d( O)dO = Ro2,,4 ( ~ r ( ~ r (cosO + 1)4 exp [ -( "~!DOl" ]dO • 7.34 

In equation 7.34, r d( O)dO is the fraction of reflected light scattered into an angle 

between 0 and O+dO at the angle 0 from the surface normal. If a measurement of 

the reflectance is made with an instrument of acceptance angle !:lO at near nor­

mal incidence (0=0), the total measured reflectance is given by [G6] 

7.35 

The first term on the right of equation 7.35 is the specular-reflectance term, and 

the second arises from the diffuse reflectance. Bennett and Porteus [G2,G3] com­

pared the measured specular-reflectance data with the prediction of equation 

7.35. They found that the observed wavelength dependence of scattering was in 

good agreement with the theory. They also calculated the error that would result 

in a reflectance measurement if one neglected the effects of surface roughness. 

These calculations show that the error in the measured reflectance from a surface 

with an RMS roughness as small as 100 A is around 10% at optical frequencies 

(when compared to an optically flat surface). Bennett and Porte us [G2] con­

cluded that the value of the RMS roughness (j can be obtained with good accu­

racy from reflectance measurements. Later work by Depew and Weir [G5] helped 

confirm this finding. 
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7.2.6 Vector Scattering Theory 

More recently, classical vector scattering theory has been under develop-

ment, principally by Elson and Bennett [G7-G9,GI3-GI5]. Elson and Bennett 

[G9] note that simple scalar scattering theory gives a good relation between the 

total integrated scattering (TIS, which is the converse of specular reflectance) and 

RMS roughness. However, vector scattering theory is more complete in that it 

includes the vector nature of the incident and scattered fields and, while not per-

fect, is considerably better for predicting the angular dependence of scattered 

light. 

To use vector scattering theory in a predictive manner, one must know 

either the autocorrelation function (ACF) or the spectral-power-density function 

" 
(SPDF) of the surface. One can either assume a form for the ACF or measure it 

directly. EISon and Bennett [G9] have compared calculated and measured 

scattering curves by measuring the ACF of a surface using a profilometer, and 

tney showed that yector light-scattering theory can be used to determine the 

SPDF with fair accuracy. However, as discussed before, aliasing occurS during 

data transformation, and so transformation of the data back to the ACF is more 

difficult. 

The assumptions of vector scattering theory are basically the Same as those 

of Davies' theory [GI] described above, with the exception that the form of the 

roughness profile is left unspecified. The differential power dP of normally 

incident scattered energy per unit solid angle dw=sin(}d(}dlP in the direction 
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specified by the polar angle 0 measured from the surface normal, and the azimu-

thaI angle ¢> measured from the direction of incident-beam polarization is 

predicted 'by vector theory to be [Gll,GI3] 

Here, € is the complex permittivity of the surface, and v, q,and k are defined as 

7.37 

21T' 
q=( T )cosO , ' 7.38 

and 

k = k(xcos¢> + )rsin¢» . 7.39 

Generally, k represent th~ overall change in the wave-vector along the sur-

face between the incident and scattered photon. With normal incidence the 

incoming photon has no wavevector component parallel to the surface. In this 

case the vector k represents the wave-vector component of the scattered light 

parallel to the surface and is given by 

k=( 2).1T' )sinO. 7.40 

The expression inside the major brackets ( { } ) in equation 7.36 is referred 

to as the "optical factor". The optical factor contains terms that account for the 
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angular dependence of scattering independent of surface features [G13] and deter-

mines the strength of the polarization currents [G4]. The optical factor depends 

on the optical properties of the surface through the complex dielectric constant. 

This term should be adjusted when the ambient is not vacuum. Equation 7.36 

can be simplified when the scattered light is measured in a plane perpendicular to 

the plane of polarization of the incident beam and when the surface is considered 

to be isotropic [i.e., two-dimensional SPDF, units of (Iength)\ independent of 

direction]. The result for this case is [G13] 

dO 4 g • 
dP = 1611"2 [ 11-Vf I 2cos

2
0 ] 2(k) 

A A + cos20 - 2v'Asin( ~ )cosO 
7.41 

, In equation 7.41, ¢ in equation 7.36 is set to ;, A and a are defined as 

7.42 

and 

7.43 

with €l and €2 being the real and imaginary components of the complex permit-

tivity, respectively. The shape of the optical factor in equation 7.41 is largely 

determined by the cos20 term in the numerator. The optical factor is nearly 

independent of scattering angle at near angles (0-400
) and optical frequencies, but 

drops rapidly at larger angles. Elson and Bennett [G13] have noted that the 

dielectric constants have only a secondary effect on the shape and magnitude of 
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the optical-factor curve. 

The angular dependence of scattering in equation 7.32 is determined by the 

value of k. It is instructive to compare this fact with the grating equation 

[G2,G3], which can be rewritten in terms of the surface wavenumber k as 

21!N 
k=-d-' 7.44 

where N is the order of interference and d id the separation of surface features. 

Since any Jl.rbitrary wave form (randomly rough surface) can be decomposed into 

a Fourier sine and cosine series of different amplitudes and phases, one can view 

equation 7.41 as a superposition of s scattered field f~om a number of gratings 

superimposed on the same surface. If a grated surface is mathematically defined . . 

as a series of step functions of period d, then the autocorrelation of the surface is 

given by the periodic step function (where the amplitude is the square of the 

average surface height and the period is d). The transform of this autocorrelation 

function [to give g(k) as in equation 7.41] is a periodic delta function separated 

by a wavenumber of ~k= 2;. Therefore, for a given spatial period d present on 

a surface, there is a corresponding scattering wavenumber k. The total ampli-

tude of the wave scattered in the direction of the wavenumber k can be viewed 

as the superposition of a large number of surface structures of different ampli-

tudes and periods. 
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Section 7.3: Equipment Design and Operation 

7.3.1 System Specifications and Requirements 

Numerous requirements determined the physical design of our scattering 

instrument. The present application for in situ electrochemical nucleation studies 

in caustic solutions made it necessary to construct the electrochemical cell from 

o 

an inert material. Changes in surface roughness of less than 100 A were to be 

detected. Since significant changes in crystal growth can occur over short periods 

of time, a specular scan had to be taken in no more than one second. 

Analysis of some experimentally observed scattering intensities helped deler-

mine the feasibility of using fiber optics as a light-collection technique. Experi-

mental data for scattering from quartz with RMS roughnesses on the o~der of 

20 A showed that, at 85° from the surface normal, the scattering intensity is 

around 1.0x10-6 of the incident irradiance [G9]. Based on the manufacturer's 

specification on our Hamamatsu model number R928 photomultiplier tuber 

(PMT), it was estimated that one analog-to-digital converter-unit count (ADCU 

count) would correspond to a total flux of about 1.Ox10-IO watts. By illuminating 

a single optical fiber and transmitting the light to our photomultiplier operated 

at a voltage with reasonable gain and acceptable noise (800 V), we found that a 

total irradiance of about 2.4x10-IO watts was equivalent to 1 ADCU count. Since 

our collection area of the optical fiber was about 1x10-2 cm2, this would 

correspond to an intensity of about 2.4x10-8 watts/cm2• This flux density equals 

a fraction of 2.4x10-7 of the incident intensity (0.1 W / cm2) of our 1 m W He-Ne 
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laser. 

Teflon (polytetrafluoroethylene, or PTFE) is a polymer that is highly inert to 

alkaline solutions and has the added characteristic of being nonwetting. This 

feature generally helps to keep PTFE cells clean. Furthermore, Teflon has the 

forms good seals. Because of these advantages, it was chosen as the material of 

construction for our scattering cell. However, the material has some disadvan­

tages that should be mentioned. Machining is difficult because the material is soft 

and tends to flow. Also, it is a prolific light scatterer (it is composed of very 

small particles). To minimize the PTFE scattering problem, we placed some 

ethylene propylene rubber sheets (which are black and not good scatterers) 

around the internal periphery of the cell. Experiments demonstrated that this 

material was chemically inert to caustic solutions (Viton rubber is not). 

While unintensified photodiode arrays are inexpensive, they do not have the 

necessary sensitivity for the present application. An intensified diode array 

(IPDA) used with an optical multichannel analyzer would have sufficient sensi­

tivity but typically costs around $30-401(. Also, these linear arrays are too small 

(generally about 1 inch long) for measuring scattered light over a large range of 

angles. The detector would have to be placed very close to the electrode. Opti­

cal fibers could have been used to bring the light to the detector (avoiding the 

proximity problem), but since a simpler method (described below) was available, 

the idea of using an IPDA was rejected. 
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7.3.2 Equipment Description 

Figure 7-5 is a schematic diagram of the final design of the angular-resolving 

elastic-light-scattering instrument (ARELS). The working electrode is placed in 

the geometric center of the cell. The scattered light is collected over a quadrant 

in a plane that also contains the incident beam. Figure 7-6 is a close-up photo­

graph of the cell chamber. The cell is 3.5 inches deep, and the radius of the 

inscribed semicircle is 2.5 inches. The maximum volume of electrolyte is 563 ml, 

but in practice, the' cell was usually about 75% full, which corresponds to a 

volume of about 400 ml. The electrode is placed perpendicular to the incident 

laser beam (a 1 mW He-Ne laser, A=633 nm). A photograph of the whole 

~pparatus is shown in Figure 7-7. The laser beam is directed by two mirrors to 

strike the surface at a right angle. The optical fibers (a total of 80) are concentri­

cally arranged in a cylindrical array al'ound the cell ranging from 5° to 85° from 

the surface normal in 1° increments. This arrangement allows all the optical 

fibers to collect light at the same distance from the center of the point where the 

laser beam strikes the surface. The optical fibers are heid in place by a housing. 

As part of this housing, a semi cylinder (80°) of Plexiglas is placed in front of "the 

optical fibers. Between the cell and the Plexiglas is a semicylindrical glass win­

dow. The window extends from approximately -5° to 95° from the electrode sur­

face normal. The cell is sealed between the glass and the PTFE by applying 

pressure from the Plexiglas/optical-fiber-housing assembly to the glass window. 

The laser beam passes through the window and strikes the surface at a right 
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angle. 

The other ends of the optical fibers are brought to another housing in front 

of a closed chamber, where they are arranged in a circular array. Behind the cir­

cular array of fibers is a chopper wheel consisting of a metal disk with a single 

opening. Beyond the opening, and aligned with each fiber, is another optical 

fiber which transmits the signal to the PMT. As the chopper wheel rotates, each 

optical fiber, is sequentially selected for transmission to the PMT. The light is 

focused by placing the ends of the optical fibers near the PMT (a technique 

known as proximity focusing). The plastic housing was removed from the optical 

fibers that focus the light on the detector. This was necessary so that all 80 

channels could be placed in front of the PMT. Since each fiber illuminates a 

different portion of the detector, the amplification of the signal in the PMT is 

different for each channel. (See section 7.4 on calibration.) 

A complication can arise (and was only recognized later) because of the large 

variation in the scattering inten~ity observed (several orders of magnitude from 

5° to 85°). Since the resolution of the analog-to-digital converters is one part in 

2048 ADCU, large variations in signal sensitivity can occur. For example, if the 

5° channel is at a maximum in detected intensity (2048 counts) and the scatte~­

ing at 85° is 10-3 of the scattering at 5°, then the ADCU reading in the 85° chan­

nel would be only 2 counts. Since the readout noise on the analog-to-digital 

board is about 2 ADCU, signal detection at far angles would be difficult and the 

resolution poor. To remedy this problem, we first attempted to vary the gain of 

the analog-to-digital converter using computer software. However, this technique 
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requires an intensity measurement to be made first to assess the required gain to 

achieve the greatest sensitivity (and therefore allow less time to make the actual 

measurement). It was found that the software switching rate was near its max­

imum value, and so the overall signal-to-noise ratio was not improved by this 

technique. The problem was corrected by placing a neutral density filter in the 

optical path of the first 20 optical fibers and offsetting the PMT output voltage 

with a -10 V bias (see below). The optical filter reduced the transmitted intensity 

sufficiently to make the total observed intensity at the detector more uniform for 

all angles. 

7.3.3 Computer Data Acquisition Hardware and Software 

Raw digital-intensity data were collected on a Digital Equipment Corpora­

tion LSI J1/73 microcomputer. A +/- 10 V bipolar Datal A-to-D board was used 

to transform the analog signal from the PMT to a digital signal at the computer. 

The output voltage from the PMT (which was measured across a 100 n resistor) 

was fed to a bias supply voltage box. This box offsets the voltage at the A-to D 

board by a value of -10 V so that the signal was in the range of -10 V to +10 V, 

thereby allowing the bipolar A-to-D board to be used without loss of resolution 

(4096 rather than 2048 ADCU). An incremental rotary encoder was attached to 

a constant speed motor that drove the chopper wheel. The encoder generated 

400 "minor" pulses and one "major" pulse with each revolution. By illuminating 

only the first (5°) optical fiber, one can determine the location of the shutter 

opening with respect to the major pulse. 
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Intensity data were taken between each minor pulse by the data acquisition 

routine "SCATER" [G26]. The program SCATER initially requires setup infor­

mation pertaining to the present location of the major pulse with respect to the 

first optical fiber (Le., the number of minor pulses from the first optical fiber to 

the major pulse). Using a 72-rpm constant-speed motor, a single angular scan 

takes 0.833 seconds. SCATER allows for the averaging (over time) of a number 

of scans to improve the signal-to-noise ratio (when the experiment does not 

require a fast time resolution). Each scan (or time-averaged set of scans) was 

stored in an individual data file, along with the starting and ending time of the 

scan. Included in each data file was information supplied by the user pertaining 

to the particular experiment. This information included the scan rate, PMT vol­

tage, ADCU gain, user's name, date, and an experimental description. Further 

details and a listing of the program can be found elsewhere [G26]. By storing 

intensities in an unformatted data array, SCATER can take and store data very 

quickly. However, the data need to be correlated (with respect to angle) and cali­

brated before they can be interpreted. 

After the experiment was completed, the raw data stored by SeATER were 

converted to correlated (angular dependent) relative intensity data by using the 

program "TRANS". To accomplish this task, TRANS performed three major 

functions. It determined the average time that a particular data scan (or set of 

scans) took with respect to the beginning of the first scan (i.e., the beginning of 

the experiment). Second, the 400-minor encoder count channels were placed into 

80 sets of 5 minor-encoder channels each. These 80 sets of 5 minor channels 
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correspond to the 80 single optical fibers that expose the PMT. An integrated 

intensity was determined from these five measurements for each optical fiber 

using a Simpson integration algorithm [G26]. The third task performed by 

TRANS is to place all of the correlated data into a single formatted data file. To 

perform a calibration of the scattering data, the program TRANS requires a cali­

bration data file, "SCATER.DAT." 

Section 7.4: Calibration 

An optical fiber requires material with good optical transmittance and elastic 

properties. The overall transmission efficiency of a given optical fiber can depend 

on a number of factors: material of construction, diameter, housing, curvature, 

and surface preparation. The ends of the fibers used in our instrument were all 

placed in a holder and polished simultaneously. The fibers are 1 mm in diameter 

and therefore transmit light via multimode propagation. 

The important factors contributing to the variations in transmission 

efficiency of the optical fibers were investigated using a light emitting diode con­

nected to a housing. This housing provides a tight fit around the fiber and keeps 

the end from moving. The other end of the fiber was placed in front of a pho­

tomultiplier tube so that it could not be moved. The result of this investigation 

showed that variations in the quality of the plastic and the extent of bending 

(particularly near the end of the fiber) largely determined the transmission 

efficiency of any given fiber. We chose fibers whose transmission efficiency was 

the greatest. 
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Since bending the light pipe could change the transmission efficiency, it was 

necessary to calibrate the optical fibers while they were in the instrument. The 

optical fibers were permanently attached (by glue) at both ends to the fiber-optic 

housing assemblies. The present instrumental design includes a neutral density 

filter in front of the first 20 near-angle fibers, thereby making the collected 

scattering intensity more uniform for all angles. 

The instrument was calibrated using a glowing Pt wire, which served as a 

line source. The wire was inserted into the electrochemical cell at the optical 

center of the apparatus. A constant-current power .supply controlled the irradi­

ance from the wire. Since a line source creates a cylindrical surface of equal 

intensity, the irradiance at the entrance of all the equidistant optical fibers was 

the same. The instrument was calibrated as follows: 

1) Intensity data wre collected from the line source using 

SCATER. 

2) A data ,file "SCATER.DAT" (read as input for the 

TRANS), was created in which the transmission efficiencies 

of all fibers are assumed to be equal. 

3) TRANS was run, and the output data file (given an 

arbitrary name) contained the calibration information. This 

file was then given the name of the calibration file "SCATER.DAT" 

(for later use as input for TRANS). The data file 
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then accounted for the different transmission efficencies of 

the fibers. 

The relative transmission efficiency of the various scattering instrument 

channels is shown in Figure 7-8. .As mentioned above, a neutral density filter 

(ND 1.1) is in front of the first 25 optical fibers. .As expected, there are 

significant variations in the transmission efficiency of the various channels. In 

addition to the causes mentioned above, variations in sensitivity among the 

different channels are also caused by illumination of different portions' of the 

PMT by the different fibers. 

The angularly resolved scattering intensity from a Teflon plug placed in the, 

back of the cell and illuminated with the He-Ne laser is shown in Figure 7-g. It 

shows the very uniform scattering caused by the .microcrystals. Figure 7-10 

shows the insensitivity of the scattering from the plug as the point of laser illumi­

nation on the sample is changed. Because scattering from this plug is relatively 

insensitive to alignment, and since insertion and measurement of scattering from 

this material is considerably easier than from our line source, it served as a secon­

dary scattering standard. 

Section 7.5: Anodic Oxidation of Silver 

In situ scattering measurements were taken during galvanostatic, potentios­

tatic, and potential-sweeping oxidation of silver in 1M KOH. In our previous 

ellipsometric study of the anodic oxidation of silver in alkaline media, we found 
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that during the nucleation and growth of AgzO crystals, the particles are 

unstable and undergo a ripening phenomenon [G27-G29). Scattering measure­

ments were taken in an attempt to verify these findings and to clarify the role 

that the compact (primary) layer plays in the nucleation process. In some of our 

experiments, potential control was released (i.e., the cell was set to open circuit), 

and corrosion of the surface layers was allowed to occur. The intent behind this 

type of potential/time-dependent expel"iment was to anodize the surface at a 

potential where three-dimensional nucleation is known to occur and then to 

observe any changes in the surface morphology under corrosion conditions. 

7.5.1 PotentialaSweep Experiments 

A three-dimensional plot of one of our earliest scattering measurements, Fig­

ure 7-11, shows the scattering intensity (with the initial scattering of the sub­

strate subtracted out) as a function of time and scattering angle. The potential 

of the silver (111) working electrode (initially held at a potential of 0 mY) was 

increased at 15 m V /sec with respect to a Hg/HgO reference elec.trode up to a 

potential of 300 m V. After this potential was reached, the cell was put "on open 

circuit. Each angular curve comprises a single angular scan (i.e., not an average 

of several scans). This early measurement was made without the placement of a 

neutral density filter in front of the near-angle optical fibers, the electrolyte was 

not microfiltered, and the instrumental calibration was not very good. Fluctua­

tions in the intensity (seen in the near-angle scattering intensity), resulting from 

small insoluble particles in the electrolyte passing in front of the laser-beam, can 
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be seen in Figure 7-11. These particles could be seen moving in and out of the 

laser beam path. There is no change in scattering right up to a potential of 300 

mV, whereupo'n an increase in scattering is observed.t The scattering was meas-

ured for another 325 seconds after the potential control was released. With the 

exception of the scattering spike in the middle of the figure (this spike is believed 

to be due to insoluble particles in the electrolyte), the intensity and shape of the 

scattering curves do not change significantly with time after potential control is 

released. Since our previous ellipsometric experiments [G27-G29] had indicated 
,. 

that nucleation of three-dimensional silver oxide crystals begin near a potential of 

300 m V vs Hg/HgO, this experiment verifies that findi,ng. In our earlier study we 

found that the potential of nucleation can vary by more than 20 m V, depending 

on the method of oxidation and preparation of the surface. 

Figure 7-12 shows the relative change in intensity with respect to the max-

imum intensity at different angles for the experiment discussed above. The 

change in (relative) scattering intensity is greatest at larger scattering angles. 

The actual change in intensity of scattering at go from the surface normal 

(approximately 200 arbitrary units) is only about 8% of the scattering from the 

initial surface (approximately 2540 units). This should be compared with the 

change in. scattering intensity at 590 (34 units). However, the background 

scattering from the initial substrate is also much less at 590 (also 34 units). The 

signal noise (equal to the square root of the background) can be calculated for 

t We now believe that these particles are primarily potassium carbonate which is formed from carbon dioxide dis­
solved in water prior to the addition of KOH. 
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both of these cases, and the signal-to-noise ratio for both the near- and far-angle 

measurements are comparable (equal to about 5). This calculation does not 

include contributions to the "noise" associated with the insoluble particles. 

7.5.2 Calculations of the RMS Roughness 

Vector scattering theory has been shown to be inadequate to quantitatively 

predict the spectral-power-dellsity function (and therefore the autocorrelation 

function) of a surface [Cg]. Also, our scattering data do not show a great deal of 

correlated scattering (i.e., peaks). We have therefore primarily calculated RMS 

roughness from our scattering data. ' This calculation has been shown to be quite 

accurate. In this dissertation, the RMS surface roughness is derived from the 

scattering measurements as follows: 

1) The SPDF is calculated using vector scattering theory (equation 7.41). 

2) The SPDF is integrated over all collection angles. This quantity 

is proportional to the square of the RMS roughness. Optical 

properties of Ag20 derived from ellipsometry measurements 

are used in equation 7.41 (see Chapter 8). 

3) The square root of the integral of the SPDF is calculated. 

4) The assumption is made that the initial RMS roughness of the surface 

is about 100 A. Then, all subsequent changes in roughness 

are measured with respect to the initial surface roughness. 
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The assumption that the initial surface roughness is about 100 A is based on 

RMS roughness measurements of similarly prepared surfaces using STM. Figure 

7-13A is a plot of RMS roughness as a function of time derived from the meas­

urements shown in Figure 7-11. It shows an increase in roughness as the potential 

reaches 300 m V (20 seconds), and continues to increase slightly after potential 

control is released. An estimated total increase in roughness of 20 A is calcu­

lated. Later, the roughness of the surface does not change with time. Because of 

the problems inherent in using vector scattering theory, along with the fact that 

we are not making absolute intensity measurements (thereby making it necessary 

to estimate the initial surface roughness), we feel that these interpretations 

should be considered to be semiquantitative. However, this experiment demon­

strates'the inherent sensitivity of the instrument. 

7.5.3 Calculation of the Near-to-Far Angle SPDF Ratio 

In Figure 7-13B, the ratio of the integral of the spectral power density func­

tion over near angles to that over large scattering angles is shown for the same 

data shown in Figure 7-11. The integral is split at the middle of our wavevector 

specular range (5.377 pm-I, or about 33°). Large values of this parameter (i.e., 

significantly greater than 1) indicate preferential scattering into small wavevector 

space (near angles). Small values of this parameter (close to 1) indicate approxi­

mately cos2e scattering (as would be expected for scattering from features much 

smaller than the wavelength of light). Figure 7-14 is a plot of the scattering from 

the initial substrate (Le., absolute scattering without any background removed). 
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The largest fraction of the light is scattered in the first 15° from the surface nor­

mal. The initial near-to-far-angle spectral-power density-function ratio 

(NFSPDF) is greater than one (about 2.7). This large value indicates preferen­

tial scattering into near angles and is associated with a long-range surface wavi­

ness introduce by the polishing procedure. Some of this "scattering" may not be 

scattering at all but rather geometrical reflections from a wavy surface whose 

period is greater than the wavelength of light. As the potential reaches 300 m V 

(20 seconds), Figure 7-13B shows that the NFSPDF ratio decreases rapidly, indi­

cating the formation of small surface features. The NFSPDF value appears to 

increase rapidly (within one scan) to a slightly larger value but does not change 

thereafter. 

Another potential-sweep experiment is shown in Figure 7-15. Starting at 200 

mV vs Hg/HgO, the potential was increased at only 0.5 mV/sec until a value of 

300 m V was reached, whereupon potential control was released. The scattering 

data were averaged over 10 scans (8.33 sec/curve). As with the data in Figures 

7-11 through 7-13, these data were taken without removing insoluble particles 

from the electrolyte and without the use of the neutral density filter in front of 

the near-angle optical fibers. Figure 7-15A is a three-dimensional plot of the 

change in scattering during the anodic potential-sweep portion of the experiment. 

Noise in the near-angle scattering intensity can be seen as particles move into the 

region of laser illumination. Up to a potential of about 275 m V (l40 seconds), no 

change in scattering is observed. Beyond this potential, scattering increases, uni­

formly at first, but later showing two peaks, at 20° and 45°. Near the end of the 
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anodization process, the rate of increase of scattering intensity diminishes. Fig­

ure 7-15B shows the scattering measurement under open circuit conditions. The 

time/potential axis is inverted from that of Figure 7-15A to improve its readabil­

ity. Soon after the potential control was released, the general scattering level 

decreased three fold, reaching an unchanging value (with time) within 20 seconds. 

The peaks in the scattering curves disappear. 

The calculated RMS roughness and NFSPDF plots for this potential-sweep 

measurement are shown in Fig~re 7-16. The surface begins to roughen at a 

potential of 275 mV (140 seconds) ~nd reaches an estimated RMS roughness of 

250 A before the cell is set to open circuit. The initial rate of increase in rough­

ness is about 4 A/sec, but the rate begins to diminish later (at higher potentials). 

"'Then potential control is released, the RMS roughness continues to increase for a 

short time, but then (within 16 seconds) decreases tG a constant value of 150 A. 

The NFSPDF plot (Figure 7-16B) starts at a value significantly greater than 1 

(again associated with long-range waviness of the surface due to polishing). 

Beginning near a potential of 265 m V, the NFSPDF parameter decreases to 

approximately 1. When potential control is released, the NFSPDF parameter 

increases to about 1.4 and remains approximately constant beyond this point. 

Qualitatively, the results from the potential-sweep measurement show that: 

1) The potential of three-dimensional nucleation of Ag20 

depends slightly on sweep rate. Nucleation occurs at around 

280 m V for an 0.5 m V /sec sweep rate, and at approximately 300 

mVat 15 mV /sec. 
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2) Ag20 nuclei are formed as very small crystals, 

which grow later. 

3) After the cell is set to open circuit, there is a significant 

change in the surface scattering, indicating a rearrangement 

and/or dissolution of oxide material. 

7.5.4 Potential-Step Measurements 

Figure 7-17 is a three-dimensional plot of the change in scattering after a 

step change in potential from -100 mV to 290 mV vs Hg/HgO at time zero. The 

latter value was chosen because our previous ellipsometric results [G27-G29j indi-

cated that three-dimensional nucleation would occur at 290 m V in a potential-

step experiment. The potential was held at 290 mV for 60 seconds, after which 

the cell was set to open circuit. A peak at about 20° in the scattering curve 

appears after about 12 seconds of anodization, and the level of scattering gen-

erally increases for the first 16 seconds after the potential-step change. After this 

point the intensity decreases, rapidly at first, but later more slowly (16-60 
n 

seconds). Just before the release of the potential control, the scattering intensity 

is obs-erved to start to increase again. When the control is released, the intensity 

increases, and apeak (again near 20°) is observed. Within a few seconds after 

going to open circuit, the scattering intensity becomes time-independent. Figure 

7-18 shows the current transient data taken during this potential-step experi-

ment. This current response, showing a local minimum (7 seconds) and max-

imum (13 seconds), is typical of Ag on which Ag20 has undergone three-
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dimensional nucleation (see Reference [G27]). The minimum and particularly the 

maximum occur at a much earlier time than that observed in one of our previous 

measurements at a similar potential. Also, the maximum is more shallow (see 

Figure C27 in reference [G27]). This finding would indicate that, in this experi­

ment, the number density of nuclei initially formed was greater and/or the crys­

tal growth rate was smaller than in our previous measurement (n.b. Reference 

[G27], PI?' 148-154). Variations in anodization potential, surface preparation, and 

changes in potential due to variations in liquid junction potentials between the 

Ag/ AgCI reference electrode and the working electrode used in the previous study 

could be the cause of this discrepancy. 

Figure 7-19A is a plot of the calculated RMS roughness for the potential-step 

experiment shown in Figure 7-17. The RMS roughness initially increases to 

about 80 A, reaches a local maximum after about 20 seconds, and then decreases 

to 25 A until the· potential control is released. After the potential control is 

released, the RMS roughness increases to about 180 A. During a short transi­

tion time after the potential control is released (10 seconds), the RMS roughness 

increases to 180 A. 

In Figure 7-19B, the NFSPDF parameter is plotted with respect to time for 

the experiment discussed above. The l\TFSPDF value rapidly decreases from a 

relatively large value, reaching 0.95 within 10 seconds. After this point the 

parameter increases slightly (reaching 1.02), and then decreases slightly (down to 

0.98). When potential control is released, the NFSPDF decreases to about 0.94. 

It is difficult to know whether these small changes are statistically significant, 
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and if so, how to interpret them. At this point we conclude that the value of the 

NFSPDF is approximately constant, with a value of around 0.97 for this experi­

ment, consistent with the formation of very small surface crystals. 

\Ve performed a similar potential-step experiment (to 290 mY) in which the 

anodization was continued for a longer period of time (about 160 seconds, Figure 

7-20). Here we observe that the scattering initially increases fairly uniformly but 

then reaches a local maximum. Beyond this point the scattering intensity 

decreases for a short time before increasing again. The light is progressively scat­

tered into near angles as the anodization continues. The current measurement 

associated with these scattering measurements is shown in Figure 7-21. Again, as 

in Figure 7-18, the typical minimum and maximum in the current transient are 

evident, but they occur very early « 15 seconds). The current density is larger 

than that shown in Figure 7-18. 

Calculated RMS roughness values are shown in Figure 7-22A. There is a 

local maximum in surface roughness after about 22.5 seconds, and a shallow 

minimum after 50 seconds of anodization. Later, the roughness appears to 

increase linearly with time. The NFSPDF ratio shown in Figure 7-22B initially 

decreases as the scattering from the initial waviness of the surface is overwhelmed 

by the scattering associated with the formation of a large number of small sur­

face crystals. A minimum in the parameter is reached after 20 seconds, whereu­

pon the NFSPDF starts to increase. The rate of increase is fast initially, then 

decreases, and later increases again. The local maximum in roughness shown in 

Figure 7-22A corresponds to a minimum in the NFSPDF ratio in Figure 7-22B. 
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The period of minimum rate of change of the NFSPDF corresponds to the 

minimum in the RMS roughness. The similarities in the results for the two 

potential-step experiments discussed above (Figures 7-1g and 7-22) are a good 

indication of the reproducibility for these measurements. Both experiments show 

the local maxima and minima in RMS roughness of similar magnitudes and at 

comparable times. The first experiment differs from the second only after the cell 

was set to open circuit. 

7.5.5 Current-Step Measurements 

Scattering data taken during the galvanostatic oxidation of silver at 

50 f.,lA/cm2 are shown in Figure 7-23. The generai characteristics of the data are 

similar to those discussed above. A local maximum and minimum in the surface 

roughness are evident. In this experiment, the shift of scattering toward near 

angles at later times does not occur as rapidly as in Figure 7-20, and may not 

occur at all. The RMS roughness (Figure 7-24A) does follow a similar trend as in 

Figure 7-22, but the maximum and minimum are less distinct. The NFSPDF 

ratio initially decreases but then changes little with time (Figure 7-24B). Our 

previous ellipsometric observation made during a 50 f.,lA/cm 2 galvanostatic experi­

ment showed an induction time of about 120 seconds prior to 3 dimensional 

nucleation of surface crystals. Prior to three-dimensional nucleation of oxide, a 

compact layer of oxide has been shown to form [G27]. In the scattering RMS 

measurement shown in Figure 7-24A, there is an induction time of only about 40 

seconds before substantial increases in roughness are observed. The magnitude of 
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the change in surface roughness is quite small (on the order of 35 A) and could be 

complicated by surface roughening due to local dissolution (etching) of the sur­

face. However, if this were the case, no induction time would be expected at all. 

The derived optical properties of the initial thin film (primary layer) from ellip­

sometery are consistent with the formation of a thin oxide layer rather than a 

metal roughness layer (see Chapter 9 and references [G27-G28]). We therefore 

believe that the discrepancy in the time for nucleation may be due in part to 

experimental error. 

V'le have attempted to curve-fit our observed scattering data of Figure 7-23 

to a model of scattering from randomly l?ositioned surface particles [equations 7-

16 and 7-19, with,S(Q) set to unity]. It is clear (Figure 7-25A) that good fits are 

obtained for the inital .scattering data (prior to the local maximum in RMS 

roughness). However, later curve fits become progressively worse (Figure 7-25B). 

The structures of the later scattering curves are almost himodal. It is possible 

that the effects of a distribution of particle sizes become significant (i.e., some 

large and some small crystals, with few of intermediate size), thereby giving rise 

to this bimodal phenomenon. The physical parameters derived from the meas­

urements using this model are believed to be unrealistic (the particle sizes are too 

large). These results make it clear that interpretation of our data using an optical 

model to derive physical parameters of particle size (and spacing) is difficult. 

Because of this limitation, we have analyzed our data only in terms of the RMS 

roughness and the NFSPDF ratio parameters. 
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Section 7.6: Effects of Size and Number Density 

on RMS Roughness 

How would changes in the size and number density of crystals affect the 

RMS roughness of a surface? The RMS roughness of a surface can be expressed 

as 

L 

[RMS]2 = ~ f [z( x )-zavg]2 ,dx 
o 

where the average height is simply 

L 

Zavg = ~ f z(x)dx . 
o 

7.45 

7.46 

In these expressions, L is an arbitrary (large) length over which height samples 

z(x) are taken. Let us make the assumption that all surface particles are of the 

same width and height (Le., all particles are cubical). To accomplish this integra-

tion, we can rearrange the particles on the surface to form a contiguous film (Fig-

ure 7-26). This procedure will not alter our result but will make the mathematics 

easier. It is clear that Zavg is simply 

L 8 

Zavg = ~ f z(x)dx = fhdx = Oh , 
L 0 0 

7.47 

where 0 is the fractional surface coverage and h is the height of the islands. The 
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surface coverage and average height can be expressed as 

7.48 

Zavg = Oh = Nh3 , 7.49 

where N is the number density of cubical islands. If we use these expressions in 

equation 7.45 and rearrange the islands as shown in Figure 7-26, the RMS rough-

ness can be expressed as 

8 

[RMSj2 = f (h-Nh3r~dx+ J (Nh3)2dx . 7.50 
o 8 

Integration yields 

7.51 

which can" be rearranged to 

7.52 

Since coverages greater than unity are physically impossible, 

7.53 

For a fixed particle size, the surface roughness is zero for both zero and full 

coverage and reaches a maximum at 50% coverage. For a fixed coverage, the 

roughness increases linearly with size (equation 7.52). The rates of change with 
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respect to coverage and particle size are given by 

a[RMSj _ 
ao 

h(1-20) 

2JO-02 ' 

a[RMSj = JO-02 
ah . 

173 

7.54 

7.55 

From the last expressions it is clear that, for a fixed coverage, the RMS roughness 

always increases with increasing size. This is equivalent to saying fewer but 

larger particles covering the same fraction of surface will give a rougher topogra-

phy. On the other hand, equation 7.54 shows that for coverages greater than 

50%, the roughness will decrease with either increasing size or increasing cover-

age. 

\\That effect would growth and/or redistribution of material have on the 

observed RMS roughness? A calculation of how the RMS rou_ghness changes when 

we redistribute a fixed amount of material on the surface is instructive in 

addressing this question. A schematic or such a process is shown in Figure 7-27A. 

Conservation of matter yields the restriction that 

7.56 

which is equivalent to saying that Zavg is unchanged (n.b. equation 7.40). By 

using equation 7.48 for 0, equation 7.56 can be rewritten as 

7.57 

where f3 is a constant equivalent film thickness. By using the restriction of 
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Equation 7.57 in equation 7.52, equation 7.52 can be written as 

7.58 

for a fixed equivalent film thickness. 

Figure 7-28 is a plot of RMS roughness for a number of equivalent film 

thicknesses as a function of particle size, as predicted by equation 7.58. This 

equation shows that, by redistributing a fixed amount of surface material into 

larger particles, the RMS roughness increases. Therefore, a ripening phenomenon 

at open circuit (a condition of fixed surface material) would tend to increase the 

surface roughness. However, the roughness of the surface can decrease as the 

amount of surface material is increased. Figure 7-29 shows the calculated RMS 

roughness versus size for a fixed particle number density (the process is shown 

schematically in Figure 7-27B). A maximum in the roughness occurs at 50% cov­

erage, and roughness decreases at larger coverages. These results demonstrate 

that increases in size at fixed number density as well as decrease in number den­

sity at fixed size can yield a decrease in surface roughness. 

For comparative purposes, a calculation of the RMS roughness changes dur­

ing the anodic oxidation of silver from our previous ellipsometry data (i.e., Fig­

ures D38 and D39 from Reference [G27]) is shown in Figure 7-30. The figure 

shows the "elbow" in the RMS roughness versus time results characteristic of a 

number of the scattering experiments described above. The second increase in 

roughness occurs at the end of the crystal-ripening process (where the decrease in 

number density stops and the crystals grow). 
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Section 7.7: Anodic Oxidation of Copper 

Scattering measurements were made during anodic potential-sweep and 

potential-step experiments with copper. These measurements were taken to aid 

in the examination of the structure of the cuprous and cupric oxide/hydroxide 

surface species and to aid in the interpretation of other optical measurements 

(ellipsometery, Raman spectroscopy). 

7.7.1 Potential-Sweep Measurements 

A plot of current versus potential taken during a 0.5 m V /sec potential-sweep 

experiment beginning at -500 mV and ending at -360 mV is shown in Figure 7-31. 

As can be seen, the experiment was ended when the current had reached a max­

imum (the Al peak). The negative (cathodic) current at potentials below -440 

mV is associated with the reduction of residual oxyger;t. 

The change in surface scattering during a potential-sweep experiment up to 

a potential of -360 mV is negligible. The calculated RMS roughness during the 

potential sweep described above is shown in Figure 7-32A. The roughness does 

not change with time (it may actually decrease slightly). Figure 7-32B shows the 

l\1FSPDF ratio for this potential-sweep experiment. This parameter decreases 

slightly, and inspection of the data showsthat the near-angle scattering actually 

decreases from the initial scattering level, whereas the far-angle scattering 

increases slightly. This phenomenon may be due to preferential dissolution of 

metal at the large-spatial-period waviness generated by the polishing process. 
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If one increases the potential beyond the first anodic peak, the current 

decreases by a factor of about 3, and remains relatively constant up to a poten-

tial of 200 mV (see Figure 7-33). Beyond this potential, the current increases five 

fold over a range of 50 mY. This current increase is associated with the rising 

portion of the A2 current peak. 

Figure 7-34 is a three-dimensional plot of scattering intensity versus time 

and scattering angle for the experiment whose current transient is shown in Fig-

ure 7-33. Each curve is an average of 15 individual angular scans. The c~lcu-

lated RMS roughness and NFSPDF curves are shown in Figure 7-35. Roughening 

-of the surface occurs at -375 mY," which coincides with the maximum current of 

the Al wave in this experiment. Beyond the current-peak maximum, the rough-

ness of the surface has doubled with respect to the polished substrate. Beyond a 

potential of 200 m V, the scattering and RMS roughness increase rapidly. The 

initial roughening of the surface occurs after a small amount of anodic current 
., 

has been passed (i.e., anodic curl'ent begins at -475 m V, whereas surface roughen-

ing begins at -375 m V). This finding is consistent with the results shown in Fig-

ures 7-31 and 7-32, though the point of initial increase in roughening is slightly 

different. The surface begins to roughen at -375 mV in Figure 7-31, but hasn't 

begun to roughen until to a potential of -360 mV is reached (Figure 7-35). This 

descrepancy may be due to slight differences in surface preparation and reference 

potentials. 

It is suggested here (and substantiated later) that cuprous oxide film growth 

begins at a potential below the first anodic current-peak maximum and 
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coincident with the onset of current. Our ellipsometry data have shown that the 

efficiency for film growth is low. .As noted in Chapter 1, the formation of a 

monovalent copper species can occur at potentials near (and below) the Al peak 

maximum. Ring/disk measurements made by Miller [G30] have shown the pres­

ence of the soluble cuprous ion in solution. This ion must leave the surface and 

become hydrated before it can enter the solution. How is the dissolved ion 

formed? Here I suggest two possible models. 

1) .As the potential increases, a positive charge is distributed uniformly 

near the surface. The, positively charged surface will attract negatively 

charged hydroxide ions from the solution, which can become physically 

and chemically bonded to the surface, resulting in the formation o{ either 

a film of CUt)O or a soluble cuprous species. Solid state film nucleation 

, would begin in many different locations, yielding a polycrystalline oxide 

film from a single-crystal metal (cf. Raman and x-ray data in this disserta­

tion). 

2) A positively charged ion is formed at the surface for each electron that 

leaves the surface. These cations are formed preferentially from kink and 

end-plane atoms, and are first ejected from their lattice position to form a 

cation free to move in two-dimensions along the surface. The removal of 

the cation from the surface (i.e., its desorption) requires some energy (it is 

still weakly bonded to the surface). Whereas there is a driving force 

(coulombic repulsion) for the cation to leave the surface, the surface 
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charge can also be balanced by the arrival of an adsorbed ~ydroxide ion. 

If the desorption step for the cation is slow, the adsorbed species will have 

time to diffuse along the surface and react with adsorbed hydroxide. Two 

absorbed Cu(OH) species could then combine to form CU20 and wate~, 

and film growth would proceed via a two-dimensional reaction mechanism. 

A cuprous oxide film formed by either of the above mechanisms would be 

expected to have the following characteristics: (1) current efficiencies for film 

growth would be significantly less than 100%, and (2) the film would be polycry­

stalline, even when the substrate is a single crystal. These mechanisms are 

favored over the classical solid-state film-growth mechanism because a significant 

fraction of the· oxide does dissolved into the electrolyte (cf. Chapter 8) and our x­

ray data show the film to be polycrystalline (cf. Chapter 10). However, at present 

it is difficult to know which of these mechanisms (or any other mechanism con­

sistent with the data) IS best. At sufficently anodic potentials, the formation of 

the divalent cuprite ion from cuprous oxide will become thermodynamically possi­

ble (see equations 1.8 and 1.9). This reaction should begin to occur at a potential 

near the Al peak potential. If the film is polycrystalline, the reaction would 

occur preferentially at grain boundaries. We believe that the initial increase in 

surface roughness shown in Figure 7-35A is associated with the preferential elec­

trochemical oxidation of the cuprous oxide film to form the soluble cuprite ion 

(equations 1.8 and 1.9) at grain boundaries. Further increase in potential eventu­

ally results in the precipitation of the cuprite ion from solution to form Cu(OHh 
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(near -150 m V), resulting in a large increase in scattering. 

The NFSPDF ratio for the scattering data of Figures 7-33 and 7-34 are plot-

ted in Figure 7-35B. The initial large NFSPDF ratio decreases, beginning at a 

potential of -400 m V. The parameter quickly reaches a value near unity and con-

tinues to decrease slowly. This finding is consistent with the very local etching of 

the cuprous oxide film at grain boundaries. The size of the boundaries must be 

much less than the wavelength of light, since the scattering follows an approxi-

mately cos20 dependence. Even after the nucleation of the Cu(OHh film at a 

potential of near 200 mY, the NFSPDF ratio does not changes significantly. This 

latter finding is consistent with the formation of very small Cu(OHh particles. 

SEM photographs (Chapter 10) show that the Cu(OH)2 film is composed of 

needle-like crystals of very small diameter (600 A). These particles form a 

porous, matted surface structure. The structure of this film indicates that it is (, 

formed by a dissolution/precipitation mechanism. 

7.7.2 Potential-Step Measurements 

n 

The change in scattering following a step change in potential from -600 m V 

to -300 m V is shown in Figure 7-36. This anodic potential value was chosen 

because it lies between the Al and A2 current-peak maxima. Initially, the 

scattering intensity increases rapidly. Later, the rate of increase of scattering 

decreases significantly. As with the potential-sweep experiment of copper, the 

angular distribution of scattering shows little structure. The associated current 

for this experiment initally rises rapidly, then decreases. It is not altogether clear 
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why the current rises over a relatively long time (3-4 seconds). We know that 

reduction of residual oxygen is occurring prior to the potential step. This reac­

tion may continue (at a smaller rate) after the application of the anodic potential 

step. However, the initial current density for the oxygen reduction (at -600 mY) 

is smaller than the copper oxidation current and therefore should not be a factor. 

The current transient may indicate the necessity for generating an intermediate 

before the reaction can proceed (Le., a consecutive elementary reaction whose 

intermediate step is higher than first order in surface concentration). 

The calculated RMS roughness and NFSPDF ratio for the potential-step 

change shown in Figure 7-36 are shown in Figures 7-37 A and 7-~7B. The surface 

roughness increases rapidly but later reaches a plateau. The total roughness 

increase with respect to the initial surface roughness is only about 25%. This 

. level of roughness is significantly smaller than that which develops during 0 a 

potential sweep to the same potential (cf. Figure 7-35A). The NFSPDF ratio 

undergoes the typical initial decrease and rapidly reaches a value near unity. 

The roughness becomes invariant after 30-40 seconds. Again, a value of unity for 

the NFSPDF ratio indicates the formation of very small surface features (much 

smaller than the wavelength of light). We note here the constrast between the 

transient current data (where anodic current continues at a reasonable rate) and 

the surface roughness (which does not change signifantly at later times). The 

transient current does not decay as rapidly as is typical for a dissolution process 

(e.g., as given by the Cottrell equation, which predicts a parabolic decrease in 

current with time) and appears to approach a steady-state value. The roughness 
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of the surface reaches a constant value although the current continues to flow. 

Therefore, we must assume that the surface topography of the film formed by a 

potential step is more stable than that formed via a potential sweep. Ellip­

sometry results (see Chapter 9) show that at lower overpotentials, cuprous oxide 

film growth is generally homogeneous under potential-step conditions and follows 

a parabolic growth law (with time). The growth rate of new film may compensate 

for the dissolution rate of the film, thereby achieving a steady state between a 

leveling and a roughening mechanism. 

Section 7.8: Conclusions 

Optical theory from the literature (along with some new developments) has 

been presented to aid in the interpretation of elastic light-scattering measure­

ments. Scattering from a random array of particles is expected to show large 

variations in intensity with angle, thereby exhibiting a finely mottled appearance. 

Semiordered arrays of particles can exhibit detailed structure in the scattering 

pattern, as revealed by the interference function (equation 7.19). Vector scatter­

ing theory (equation 7.47.36) allows one to derive the spectral-power-density 

function from the angular scattering data. The Fourier transform of the 

spectral-power density is the autocorrelation function. In the absence of any 

clear structure (Le., peaks) in the scattering data, it is unclear as to what would 

be accomplished by performing such a transformation. While one should be able 

in principle to derive some parameters associated with assumed trial functions, 

this is difficult to do in practice. Errors introduced by transform inversions 
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(aliasing, associated with a finite wavenumber data set) are not small. Also, 

theoretical predictions do not always match observed scattering results. How­

ever, RMS roughnesses derived from vector scattering theory are in excellent 

agreement with RMS roughness measurements from a stylus (see [Og]). There­

fore, we have presented our data in terms of RMS roughness and the near-to-far 

spectral-power density-function parameter (NFSPDF). This latter parameter 

measures the deviation from ideal cos2e scattering, as predicted for the scattering 

from small particles. The parameter gives a qualitative measure of particle size. 

We have built an angular-resolving scattering instrument consisting of a He­

Ne laser, PTFE electrochemical cell, 80 light-collecting optical fibers, and 

apparatus to selectively sample the intensity as a function of angle at a PMT. 

Computer-data acquisition software and procedures used in the acquisition of 

data, instrumental calibration, and data-intensity conversion are discussed. 

Scattering measurements made during the anodic oxidation of silver show 

that the .onset of three-dimensional crystal nucleation is easily observed. Changes 

in RMS roughness as small as 20 A have been observed. However, it is important 

that small insoluble particles contained even in analytical KOH be removed from 

the electrolyte by microfilters to obtain the greatest instrumental sensitivity. 

During the earliest stages of anodic oxidation of silver, the surface forms a 

compact film [G27,G28j. Some preferential corrosion (etching) of either the film 

or the metal may occur (as indicated by Figures 7-13A and 7-13B). The increase 

in roughness associated with the nucleation process is accompanied by the 

decrease in the NFSPDF, indicating that light is predominantly scattered by very 
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small particles. In agreement with earlier ellipsometry measurements, an induc­

tion time (of scattering) for the formation of the primary layer prior to nucleation 

has been observed (e.g., Figure 7-24), but most of our experiments were per­

formed at rates where this process is not visible. 

The effects of changes in number density and particle size on the observed 

RMS values have been presented. The redistribution of material during an 

Ostwald ripening phase has been shown to occur as the RMS roughness goes 

though a maximhm and minimum as a function of time. Later particle growth is 

indicated by an increase in the NFSPDF ratio. 

The oxidation of copper also begins as a compact film. However, this film 

does not undergo three~dimensional nucleation. Rather, the cuprous oxide is 

further oxidized to form a cuprite ion preferentially at grain boundaries. If the 

potential is maintained at a fixed value, this roughening mechanism is offset by a 

leveling mechanism associated with the formation of new film. However, at 

sufficently high anodic potentials, the solution hecomes supersaturated in cuprite 

ion near the interface, and Cu(OH}z precipitates as a porous film. 
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FIGURE CAPTIONS FOR CHAPTER 7 

Figure 7-1. Coordinate system used for the development of scattering theory of 

random particles (equations 7.1 through 7.7). Points of origin of 

scattering (0 and Q) located in a plane on the left at (Xj,Yj)' Arbitrary 

point of observation P located in plane on the right at (X,Y). Polar 

angles e and f/J correspond to angles from 0 to P in the X and Y direc­

tions respectively. 

Figure 7-2. Schematic of a monochromatic' beam of light incident on a particle 

defining incident (ko) and scattered (k) wavevectors, scattering angle 

f/J, and intraparticle separation vector rjj. 

Figure 7-3. Functions ~x)and [~x)12 (equation 7.17). In general,x is equal to 

the product of Q (equation 7.10) and a (the particle size). 

Figure 7-4. A) Interference function S(Q) for hard-sphere excluded-volume model 

(equation 7-26) forcylindrical excluded volumes of 2500 A (dashed line) 

and 5000 A (solid line). Number density (No) set to 108/cm2• B) Pro­

duct of the last two terms in equation 7-28. This plot shows the Q 

(equation 7-10) dependence of scattered light on some assumed param­

eters. Solid line: particle size a = 250 A, excluded volume c = 

500 A. Dashed line: particle size a = 1000 A, excluded volume c = 

2000 A. Number density No = 108 for both curves. 
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Figure 7-5. Schematic diagram of the angular-resolving elastic-scattering instru­

ment. Top: cross section. Bottom: side view. 1) Electrochemical cell. 

2) Glass and Plexiglas windows. 3) Optical-fiber housing assembly. 

4) Optical fibers. 5) Constant-speed motor. 6) Digital encoder. 7) 

Optical-fiber selector. 8) Optical-fiber focusing assembly. 9) Pho­

tomultiplier tube. 

Figure 7-6. Photograph of PTFE electrochemical cell for angular-resolving 

elastic-scattering instrument. Black interior is ethylene propylene 

rubber. Electrode can be seen in interior of cell. 

Figure 7-7. Photograph of angular-resolving elastic-scattering instrument. 

Figure 7-8. Relative tl'l:Lnsmission efficiency versus scattering angle of elastic­

scattering instrument. First 25 fibers have a neutral density filter (ND 

1.1) in front of them. Variations in transmission due to 1) different 

transmittance of fibers, 2) alignment of fibers (at cell and in selector 

chamber), and 3) location of fiber-channel terminations at the detec­

tor. 

Figure 7-9. Angular dependence of scattering from a PTFE plug inserted in the 

back of the electrochemical cell. This plug was used as a secondary 

calibration standard. 

Figure 7-10. Angular dependence of scattering from a PTFE plug inserted in the 
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back of the electrochemical cell at two different positions. 

Figure 7-11. Background-subtracted scattering inteIfSity versus time and scatter­

ing angle during a 15 mY/sec potential-sweep anodization of Ag(I11) 

in 1M KOH from 0 to 300 mV vs Hg/HgO. After 20 seconds, the cell 

was set to open circuit. Each scan required 0.833 second to acquire. 

Figure 7-12. Relative change in scattering intensity (with respect to the max­

imum of the particular channels for the experiment) versus time dur­

ing the potential program experiment described in Figure 7-12. Back­

ground not subtracted (i.e., scattering from initial substrate included). 

Figure 7-13. A) NFSPDF parameter versus time during a potential-sweep anodi­

zation of Ag(111) in 1M KOH from 0 to 300 mV vs Hg/HgO. After 20 

seconds, the cell was set to open ·circuit. B) RMS roughness versus 

time during a 15 mV /sec potential sweep anodization of Ag(1l1) in 

1M KOH from 0 to 300 mV vs Hg/HgO. After 20 seconds, the cell 

was set to open circuit. 

Figure 7-14. Angle dependence of the scattering intensity from the Ag(1l1) sub­

strate for the experiment described in Figure 7-11. 

Figure 7-15. A) Background-subtracted scattering intensity versus time and 

scattering angle during a 0.5 m V /sec potential-sweep anodization of 

Ag(I11) in 1M KOH from 200 to 300· mV vs Hg/HgO. B) 
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Background-subtracted scattering intensity versus time and scattering 

angle after potential control was released following the anodization 

described in A). Each scan required 8.33 seconds to acquire, and is an 

average of 10 individual scans. 

Figure 7-16. A) RMS roughness versus time during a 0.5 mV /sec potential sweep 

anodization of Ag(111) in 1M KOH from 200 to 300 mV vs. Hg/HgO. 

After the potential reached 300 mV (200 seconds), the cell was set to 

open circuit (Figure 7-15). B) NFSPDF parameter versus time during 

a 0.5 mY/sec potential-sweep anodization of Ag(111) in 1M KOH from 

200 to 300 mV vs Hg/HgO. After the potential reached 300 mV (200 

seconds), the cell was set to open circuit. 

Figure 7-17. Background-subtracted scattering intensity.versus time and scatter­

ing angle after potential step from -100 to 290 m V vs Hg/HgO at time 

zero. After 60 seconds, the cell was set to open circuit. Each scan 

required 4.17 seconds to acquire and is an average of 5 individual 

scans. 

Figure 7-18. Current transient for a Ag(111) electrode after a potential to 290 

m V is applied at time zero (cf. Figure 7-17). Electrode area is 3.12 

cm2• 

Figure 7-19. A) RMS roughness derived from scattering measurements as a func­

tion of time for a 290 m V potential-step experiment. B) NFSPDF 
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parameter as a function of time for a 290 m V potential step experi­

ment. Cell set to open circuit after 60 seconds. 

Figure 7-20. Background-subtracted scattering intensity versus time and scatter­

ing angle after potential step from -100 to 290 mV vs Hg/HgO at time 

zero. Potential held at 290 mV for 160 seconds. Each scan required 

3.92 seconds to acquire and is an average of 4 individual scans. 

Figure 7-21. Current transient for a Ag(ll1) electrode after a potential step from 

-100 mV to 290 mVat time zero. Electrode area is 3.24 cm2• 

Figure 7-22. A) RMS roughness derived from scattering measurements shown in 

Figure 7-19. B) NFSPDF parameter derived from measurements 

shown in Figure 7-19. 

Figure 7-23. Background-subtracted scattering intensity versus time and scatter­

ing angle after a current step from 0 to 50 J.lA/cm2 at time zero. Each 

scan required 5.8 seconds to acquire and is an average of 7 individual 

scans. 

Figure 7-24. A) RMS roughness derived from scattering measurements shown in 

Figure 7-23. B) NFSPDF parameter derived from the measurements 

shown in Figure 7-23. 

Figure 7-25. A) Experimental scattering data from galvanostatic anodization 

shown in Figure 7-31 and fits of matching theoretical random-particle 
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model curves (equations 7-16 and 7-19, with S(Q) set to unity). ~: 

Experimental scattering data after 40.5 seconds of anodization. X: 

o 

Matching theoretical model fit: particle size=1523 A, relative-number 

density parameter=4.39. • : Experimental scattering data after 81 

seconds of anodization. 0 : Matching theoretical model fit: particle 

size = 2012 A, relative number density parameter = 2.5. 0 - Experi-

mental scattering data after 121 seconds of anodization. 0 - Match-

o 

ing theoretical model fit: particle size 2250 A, relative number density 

parameter=2.12. B) 0: Experimental scattering data after 162 

seconds of anodization. 0: Matching theoretical model fit: particle 

size 2123 A, relative number density parameter=2.46. • : Experi-

mental scattering data after 202.5 seconds of anodization. 0 - Match-

.~ 0 

ing theoretical model fit: particle size 2253 A, relative number density 
(, 

parameter=1.91. ~: Experimental scattering data after 243 seconds 

of anodization. X: Matching theoretical model fit: particle size=2431 

A, relative number density parameter=1.41. 

Figure 7-26. Artist's rendition of analogous mathematical process useful in per-

forming the integration of equation 7-45 for the monodispersed cubical 

particle model. 

Figure 7-27. A) Artist's rendition of the mathematical process of a surface 

roughened by the redistribution of material contained in a thin film. 

B) Artist's rendition of fixed number density cubical island film 
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growth. 

Figure 7-28. Theoretical predictions of surface roughness versus particle size for 

the redistribution of fixed amounts of surface film material from a 

compact film to a monodispersed cubical island film (see equation 

7.53). 0: 100 A. equivalent film thickness. 0: 125 A. equivalent film 

thickness .• : 150 A. equivalent film thickness. 0 : 175A. equivalent 

film thickness. ~:200 A. equivalent film thickness. 

Figure 7-29. RMS roughness versus particle size (axis is incorrect) for growth of a 

fixed number density of cubical islands (as depicted in Figure 7-27B). 

o : Number density = lx1010 cm-2• 0: Number density = 

5x109 cm-2• .: Number density = 2.5x109 cm-2• 0 Number den­

sity = 1x109 cm-2• 

Figure 7-30. RMS roughness during the potentiostatic oxidation of silver at 290 

m V vs Hg/HgO calculated from ellipsometric data (Figures D38 and 

D39 from Reference [G27]. 

Figure 7-31. Current versus potential during a 0.5 m V /second potential sweep of 

Cu(l11) in 1M KOH. Potential with respect to Hg/HgO in 1M KOH. 

Electrode area is 3.2 cm2• 

Figure 7-32. A) RMS roughness derived from scattering measurement taken dur­

ing a 0.5 mY/sec potential sweep of CU(111) in 1M KOH. B) 
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NFSPDF parameter derived from scattering measurements as in A). 

Figure 7-33. 0.5 mV /sec potential sweep of CU(I11) in 1M KOH from -500 to 

-150 mV vs Hg/HgO in 1M KOH. 

Figure 7-34. Background-subtracted scattering intensity versus time and scatter­

ing angle obtained during a 0.5 m V /sec potential-sweep experiment of 

CU(1l1) in 1M KOH. Potentials with reference to the Hg/HgO in 1M 

KOH reference electrode. Each scan required approximately 25 

seconds to acquire and is an average of 30 individual scans. 

Figure 7-35. RMS roughness versus potential derived from the scattering data 

shown in Figure 7-34. B) NFSPDF parameter versus potential derived 

from the scattering data shown in Figure 7-34. 

Figure 7-36. Background-subtracted scattering intensity versus time and scatter­

ing angle obtained during a potential-step experiment of Cu(111) in 

1M KOH from -600 to -300 m V vs Hg/HgO in 1M KOH. Each scan 

required approximately 8.3 seconds to acquire and is an average of 10 

individual scans. 

Figure 7-37. A) RMS roughness versus time derived from the scattering data 

shown in Figure 7-36. B) 1\TFSPDF parameter derived from the 

scattering data shown in Figure 7-36. 
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CHAPTER 8 

OBSERVATIONS OF THE ANODIZATION OF METALS 

USING IN SITU LASER RAMAN SPECTROSCOPY 

Section 8.1: Introduction 

233 

The scattering of light with a change in wavenumber by the addition or sub­

traction of vibrational or rotational energy is called Raman scattering, after c. V. 

Raman, who first observed this phenomenon in H)28 [HI]. This type of radiation 

scattering is one of the many examples of the quantum interaction of matter and 

energy. Like Raman spectroscopy, infl'ared spectroscopy (IR) is also a 

vibrational/rotational spectroscopy (i.e., it involves quantum vibrational transi­

tions in molecules). Many electron spectroscopies (e.g., Auger, XPS, EELS) 

require the use of an ultrahigh-vacuum chamber and therefore are not useful for 

in situ electrochemical studies. Raman spectroscopy, which is a nonlinear optical 

technique, produces small signals. This fact becomes important in the study of 

thin films. 

The process of elastic light scattering was observed many years prior to the 

discovery of Raman scattering. Rayleigh scattering (named after Lord Rayleigh, 

who successfully explained the phenomena using classical electrodynamics, equa­

tion 7.8 [H2]) is a process wherein light interacts with particles whose sizes are 

much smaller than the wavelength of light. Rayleigh scattering always accom­

panies Raman scattering [H3]. However, clastic scattering of radiation can also 
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occur as a result of the interaction of light with larger centers (Le., by geometri­

cal scattering). This type of scattering can be quite intense. For particles of 

intermediate size, the scattering mechanism is not well understood. We encoun­

tered the problem in Chapter '7 . For in situ electrochemical surface Raman spec­

troscopy, the level of elastic light scattering is largely determined by the rough­

ness of the surface and the presence of insoluble particles in the electrolyte. Ray­

leigh scattering intensities are on the order of 10-3 of the incident radiation, and 

Raman scattering intensities are about 10-6 of the Rayleigh scattering intensities. 

Other form~ of light scattering exist. Scattering with a change in energy 

associated with interatomic Doppler effects was predicted by Brillouin in 1922 

[H4] and observed by Gross in'1930 [H5]. Brillouin scattering (as the effect is now 

called) gives rise to very small energy changes (on the order of 0.1 cm-1 at 

ambient conditions). Brillouin scattering can only be detected using an extremely 

high-resolution instrument. 

The discovery of "surface enhanced" Raman scattering in 1974 by Fleisch­

mann et ai. [H6] made it possible to perform in situ studies of monolayer films 

on silver. By roughening the surface of silver in alkaline media by a series of oxi­

dation and reduction cycles, Raman scattering from the first few monolayers of 

an adsorbed material on the surface is greatly enhanced (scattering cross sections 

are reported to increase as much as 106). A large number of papers using the 

. enhancement effect have been published concerning the electrochemical behavior 

of various chemical adsorbates on silver, though the phenomenon itself is not well 

understood. This fact makes the interpretation of the Raman spectra difficult. 
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More recently, reports of Raman enhancement on copper [HS,H9,Hll,H15], gold 

[HIO-H12], and platinum [H13,H14j have been presented, though the level of 

enhancement is significantly less than that of Ag [H7]. Raman scattering from 

thin films (more than a few monolayers in thickness) do not exhibit enhancement, 

and therefore the issue of small signal again becomes important. Recently, the 

unenhanced detection of monolayers of N2 on Ag in UHV has been reported [H16] 

using a very sensitive instrument [H17]. 

In this chapter we first present some basic principles of Raman scattering. 

Next, we discuss the design of our Raman instrument for the in situ detection of 

thin oxide films. "'e then present and interpret our Raman data taken during 

the anodic film formation of Ag, Cu, and Zn. A more in-depth discussion of the 

optical th~ory for Raman scattering [e.g., H3,H1Sj or laboratory techniques for 

collecting Raman spectra [HH),H20] can be found elsewhere. 

Section 8.2: Principles of Raman Spectroscopy 

8.2.1 Electromagnetic Waves 

The magnitude of an electric field Ex traveling in free space in the z direc-

tion and polarized in the x direction is given by 

z 
Ex = Exo cos[w( -+t)+Oxj , 

c 
S.l 

where Exo is the amplitude of Ex, w is the angular frequency, t is the time, z is 

the displacement along the z-axis, c is the velocity of light, and Ox is the phase 
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angle. This equation can be simplified when spatial (z) and phase (Ox) informa-

tion are not important. 

A complex exponential notation is often used as an alternative to equation 

8.1. At a fixed position in space, equation 8.1 can be expressed as 

E - Re E i(wt+8x) 
x - xoe , 8.2 

where the symbol Re indicates that we are interested only in the real part of the 

expression that follows. The choice of i rather than -i is arbitrary and differs 

from the convention of whether movement in the positive z direction corresponds 

to moving forward or backward in time. The symbol Re is often omitted when it 

is obvious that only the real component of the expression is of interest. Some 

important operations are considerably easier to perform when using the complex 

notation. A phase shift of gOO is equivalent to multiplying the expression by -i. 

Also, differentiation of the equation in exponential form is considerably easier 

than in the trigonometric form. By defining the useful "k" wavevector as 

8.3 

where it is understood that the vector points in the direction of propagation, 

equation 8.1 becomes, in complex notation, 

E - E ei(kz + wt) x - xo • 8.4 

States other than linear polarization exist. By superimposing two orthogonal 
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states of linear polarization, all states of elliptical polarization can be obtained. 

These two linear states can be represented as 

and 

E - E ei(kz+wt) 
x - xo 

E - E i(kz+wt+8y) 
Y - yoe • 

8.5 

8.6 

In the expression above, Ox is arbitrarily set to zero. These equations can be com-

bined so that the electric field can be given in a single expression as 

8.7 

with 

8.8 

Eo is a complex vector that contains the relative phase angle of the two orthogo-

nal components of the wave. The complete state of polarization can be charac-

terized by using ~the Stokes parameters [H3,H22,H23]. 

The time-averaged energy density Ptotal of a polarized electromagnetic wave 

is given by [H3,H22] 

8.9 

8.10 
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where fo is the permittivity of free space. The total amount of energy passing 

through a unit surface area perpendicular to the propagation direction in one 

second (irradiance) can be found by multiplying the energy density by the velo-

city of light (Le., speed of propagation). The irradiance is a flux density of 

energy and, for example, has units of W 1m2: 

1 E 2 1= -Cfo xo 
2 

8.11 

8.12 

The total irradiance of the sun on the earth's surface is about 1.4x103 W 1m2• A 

medium-power CW gas laser emits 1 \V of power in a nondiverging mono-

chromatic beam with a cross section of about 10-5 m2• This corresponds to an 

irradiance of 105 W 1m2• By focusing the beam, powers of 108 to 109 W 1m2 can be 

obtained. Foc'used pulsed lasers can achieve irradiance of 1017 W 1m2, and at 

these fluxes, atoms can be ionized. Other important relationships include 

w = 27rV , 8.13 

w here v is the frequency (units of sec-I), and 

AV= c , 8.14 

where A is the wavelength. The wavenumber v associated with a wave is defined 

as 
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11 = A-I. 8.15 

The magnetic field associated with the electric field is perpendicular to the elec-

tric field vector, and when the E field is polal'ized in the x direction, is given by 

8.16 

The ratio of the electric field strength to the magnetic field strength in vacuum is 

a constant and is referred to as the impedance of free space: 

Ex If = 110 c = 377 ohm . 
y 

In equation 8.17, 110 is the permeability of free space. 

8.2.2 Sources of Electromagnetic Radiation 

8.17 

Electromagnetic radiation emanates from oscillating electric dipoles, quadru-

poles, and magnetic multipoles. The scattered intensity from an oscillating 

dipole is generally much greater than from other sources and is of primary 

interest when discussing Raman and Rayleigh scattering. Consider a polarized 

wave traveling though some material in the z direction. The oscillating electric 

field can induce dipoles in the material. In the simplest case, where the material 

is isotropic and is struck by a monochromatic linearly polarized beam, the 

molecule will be polarized only in the direction of the incident beam's polariza-

tion (see Figure 8-1). The polarization will then be given by 
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P = a:E , 8.18 

where P is the polarization and 0: is the scalar polarizability. The far-field solu-

tion for the intensity of the scattered light due to the induced field is 

8.19 

where B is the angle between the observation point and the plane of polarization 

(Figure 8-1). There is no scattering in the direction of the beam's polarization, 

() = O. A maximum in scattered light is observed at B = gOo., The intensity falls 

off with the square of the distance from the source (r), and depends on the fourth 

power of the incident beam's wavelength. The wavelength of the scattered radia-

tion is unchanged. 

8.2.3 A Classical Theory of Raman Scattering 

Some aspects of Raman scattering can be understood using a purely classical 

model, while others can not (e.g., rotational Raman spectra). Despite its limita­

tion, the classical model is useful' because (1) the mathematics are considerably 

easier and (2) it can led to a more intuitive understanding of the phenomenon 

than a quantum-mechanical treatment. Generally, even when the classical treat-

ment is not quantitatively correct, the fundamental parametrical dependencies 

are correct [H 4]. 

The polarization of a material can be represented by 
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P = O'·if + higher-order terms . 8.20 

Since the directions of the incident electric field and the induced dipole are not 

always the same, in general Q is a second-rank tensor. Raman frequencies gen-

erated by the interaction 6f light with higher-order terms (nonlinear hyperpolari-

zabiIity terms) give rise to hyper-Raman scattering. When higher-order terms are 

not important (typically for electric fields smaller than 10lO V'm-I ) [H4], equation 

8.20 can be written as 

8.21 

The polarizabiIity tensor for materials that absorb light can be both complex and 

nonsymmetrical. Near an absorption band (generally due to the presence of a 

fundamental electron oscillation frequency), the phenomenon of resonance Raman 

enhancement can occur. 

The polarizability of a molecule is a function of intramolecular position (Le., 

nuclear coordinates), and therefore is a function of the phase (time) for a particu-

lar vibrational mode. A schematic of this principle is shown in Figure 8-2. We 

can express each component of the polarizability tensor O'jj as 

8.22 

where ((}jj)o is the polarizability in the equilibrium (pure kinetic energy) 

configuration, and Qk is a "coordinate" within the cycle for the normal 
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vibrational mode of the molecules associated with the vibrational frequency wk' 

The time-dependent polarizability can be expressed as 

8.23 

where 

8.24 

Equation 8.24 is actually a set of equations representing the polarizability tensor 

ak' which we write as 

8.25 

To simplify our notation, we give the name ak' to the second matrix on the 

right. If we assume that the molecular (or symmetry group) oscillation of the kth 

normal mode is harmonic, the time dependence of Qk is given by 

8.26 

where Qko is the normal coordinate vibrational amplitude, Wk is the frequency of 

the molecular oscillation, and (\ is a phase factor. If a molecular system interacts 

with an oscillating electric field of angular frequency wo' the time-dependent 

.... 
linear induced dipole vector PI is 
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8.27 

By combining equations 8.25 through 8.27 we arrive at an equation for the time 

dependent polarization vector: 

8.28 

Using a trigonometric identity 

COSet cosf3 = ! (cos( et+ (3) + cos( Q-(3)) , 8.29 

Equation 8.28 becomes 

This expression makes it clear that, 'for a material to be Raman active,at least 

one component of the derivative polarizability tensor must be nonzero (for IR 

activity, a component of the derivative dipole-moment tensor must be nonzero). 

An example of the determination of Raman and IR activity for a triatomic 002-

type molecule is shown in Figure 8-3. 

One problem with the classical treatment can be seen at this point: it does 

not predict the significant' difference between Stokes and anti-Stokes scattering 

intensities. This is because the relative density of atoms in the "normal" modes 

is not uniform but depends on the energy of the given state from which the tran­

sition is occurring. The intensity dependence of Raman bands can be predicted 

by introducing a Boltzmann distribution factor. 
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If we assume that ak' is a scalar (denoted by a' ), then the intensity of 

Raman scattered light will be given by 

8.31 

and 

8.32 

where IStokes k and lanti-Stokes k are the Raman Stokes and anti-Stokes scattering , , 

intensities from the kth vibrational frequency. In this' case the scattered beam 

will be polarized in the x direction (direction of incident polarization, see Figure 

8-4). Ijowever, when cross-polarization terms are nonz~ro, the scattered beam 

will be depolarized: the ratio of' the intensities of the scattered light parallel t.o 

and perpendicular to the direction of incident polarization is called the depolari-

zation ratio. This quantity is important in assigning vibration frequencies to 

their respective modes of vibration. 

As mentioned before, one can determine only average polarization properties 

for molecules that are free to rotate (e.g., in gases and liquids). For solids, the 

assembly of molecules is essentially fixed in space. By making a series of depolar-

ization measurements along different crystalline axes, one can determine the rela-

tive magnitude of all components of the derivative polarizability tensor and 

therefore assign vibrational modes. An example of this process is given by Long 

[H4]. The quantum mechanical treatment of Raman scattering from crystals has 
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been presented by Cowley [H2I]. 

Section 8.3: Raman E.quipment Design and Operation 

There are five basic components essential to a laser Raman spectrometer 

suited for in situ electrochemical studies: 

1) a laser light source, 

2) a laser focusing system, 

3) an optical electrochemical cell, 

4) a monochromator, and 

5) a signal detector and processing system. 

\\Then one is putting a Raman spectl'ometer together, a large number of design 

choices that need to be made. In what follows, the various components of the 

instrument and the constraints that led us to our parti~ular design are discussed. 

A photograph of the instrument is shown in Figure 8-5. 

8.3.1 Argon-Ion Laser 

C. V. Raman discovered the Raman effect using the sun as a light source 

[HI]. Later, Hg arc lamps were used as monochromatic light sources to 

illuminate a sample. However, the discovery and commercial introduction of 

lasers have made collecting Raman spectra considerably easier. Lasers emit 

intense, monochromatic beams. Since fil-st-order Raman scattering is propor­

tional to the incident-light intensity, signal strengths can be greatly increased by 
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using a laser. Multiphoton-phonon interactions are even more sensitive to 

incident intensity. 

A Lexel model 75.2 argon-ion laser used previously in our laboratory w,as 

used in this study. Argon-ion lasers have a number of lines (ranging in 

wavelength from 457.9 to 528.7 nm); the most intense of these are the 488.0 and 

514.5 nm lines. The output power from our laser, as determined by a Coherent 

model 2000 power meter, has decreased approximately 36% since its first use 

(e.g., the 488 nm line intensity has decreased from 150 mW to 96 mW over six 

years). In order to maintain or improve our signal-to-noise ratio, this unit will 

need to be repaired or replaced soon. 

Other types of visible-frequency lasers include the He-Ne laser (single line at 

632.8 nm) and the Kr-ion lase)' (647.1 and 676.4 lim). At present it is necessary 

to use a dye laser to obtain l~el' light' in the 530 to 630 nm wavelength range. 

Equation 8.31 shows that Raman scattering is proportional to the inverse fourth 

or~er of the incident-beam wavelength. Based on this consideration, irradiation 

with an equally powerful Ar-ion 488 nm line rather than the 514.5 nm line will 

result in almost a 20% increase in scattering intensity. On the other hand, when 

enhancement is important, the simple fourth-order wavelength dependency is no 

longer valid. Resonance enhancement can occur when the energy of the incident 

radiation is close to a fundamental transition in a material (absorption band). 

The cross section for scattering greatly increases in the vicinity of the absorption 

band. To make use of this type of enhancement, one would need to "tune" the 

laser to the frequency of the absorption. 
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Though a complete understanding of the mechanism of surface-enhanced 

Raman scattering (SERS) is not yet available, an experimental determination of 

the wavelength dependence of SERS for silver [H24] and copper [H25] has been 

reported. The SERS scattering from a monolayer of pyridine on silver is five 

times greater at 647 nm than at 488 nm. SERS is generally seen on roughened 

surfaces at wavelengths for which the imaginary component of the dielectric con-

stant is small [H26]. For copper, the imaginary component of the dielectric con-

stant is small only for wavelengths larger than about 580 nm. It is therefore 

necessary to use laser sources with a longer wavelengths to obtain SERS on 

copper (e.g., Kr-ion laser). 

8.3.2 Laser Focusing System 

In order for the Raman scattered light to be dispersed in the monochroma-
(! 

tor, the light must be focused at the entrance slit (100 pm in size). The f-number 

of our ISA HR 320 single monochromator is 5. To maximize our collection 

efficiency, a 3x magnification f/1.4 35-mm camera lens was used. 

Wherf using this lens, the laser-focused spot size had to be 33.3 pm (i.e., 1/3 

of 100 J.Lm) so that all the scattered light collected by the lens would be focused 

at the monochromator slit. Though geometrical optics treats the focus as a 

point, electromagnetic theory shows that focusing a Gaussian light beam is lim-

ited by diffraction. Therefore, this "point" actually has a finite size. In the focal 

region the beam is constricted to a cone called the "beam waist." The diameter 

of the beam waist (do) is given by 
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d = 2fA 
o d' 8.33 

where f is the focal length and d is the diameter of the lens [H27]. The length of 

the beam waist is generally at least three times the focal diameter. Since f/d is 

the f number of the lens, one can see that a small f-number lens will yield a small 

spot size. Using the above equation, we find that a lens with an f number of 

26.3 can focus a beam to a spot size of 33.3 J.lm. A lens with this or a smaller f 

number will meet the criterion. 

By using a smaller f-number lens, one can create a much finer beam waist, 

thereby increasing the power density unnecessarily. This high power density can 

led to difficulties if the material under investigation is photoactive. Small f-

number lenses have a short focal length. Since locations near the surface are not 

accessible (we are restricted by the electrochemical cell, thereby making it neces-

sary to place the lens outside the cell), a compromise was made. We chose to use 

an f/IO focusing lens (1 inch diameter, 10-inch focal length). The measured beam 

waist using this lens was 45 J.lm. We believe that this larger-than-theoretical 

value is due largely to lens aberrations. 

In the above calculation, we have assumed that light completely fills the 

focusing lens. Since the beam exiting the laser is only about 2 mm in diameter, 

an f/2, 2-inch-diameter lens was used to expand the beam over a distance of 1.4 

m. 

It is possible to focus the laser beam using a cylindrical lens. When this is 

done, a focused line rather than a point is produced. This line can then be 
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imaged on the monochromator slit. By using a cylindrical lens, the power at the 

electrode surface can be greatly reduced (by a factor of about 1000), but the 

alignment of the optics is considerably more difficult. 

Lasers are known to emit light at frequencies other than their fundamental 

lasing frequencies by the depopulation of the excited ions to lower electronic 

states (i.e., via nonstimulated emission). A list of wavelengths for the plasma 

lines for various lasers is given by Strommen and Nakamoto !H19j. Table 8-1 

shows the wavelength, relative power, and difference in wavenumber from the 

Ar-ion 488 and 514.5 nm lines (i.e., apparent Raman shifts). Though the intensi­

ties of the plasma lines are many orders of magnitude smaller than the intensity 

of the laser lines, they c,an be as bright as typical Raman lines. It is therefore 

necessary to remove plasma lines from the illuminating light so that (1) they are 

not confused with Raman lines and (2) the signal-to-noise ratio of the results is 

not diminished. The plasma lines are removed by using a band-pass filter for the 

488 or 514.5 nm lines (band width 10 nm, 10-6 rejection outside of ban.d, 55% 

transmission), which is placed behind the laser focusing lens. Since plasma-line 

frequencies are fundamental, they can be used for the calibration of the instru­

ment (see monochromator calibration below). 

8.3.3 Electrochemical Cell 

The optimal angles of incidence and collection of Raman scattered light for 

monolayer films have been investigated both theoretically [H28] and experimen­

tally [H29]. For thicker films, interference phenomena can become important. 
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Intensity calculations have been presented fOl' the effects of thickness, angle of 

incidence, angle of collection, and polarization [H30]; a clear and concise presenta-

tion of this information will be published [H31]. The results of these calculations 

show that the optimal angle of incidence is around 70° from the surface normal 

and that the optimal collection angle is about 60° from the surface normal in the 

plane perpendicular to the plane of incidence. Our cell was designed accordingly. 

A photograph of the Raman electrochemical cell is shown in Figure 8-6. :rhe 

cell is made of Teflon, which, as noted before, is chemically inert and seals well. 

The laser beam enters the bottom of the cell through a ~mall (0.5 inch diameter) 

window and strikes the surface at about 70°. Geometrically ·reflected light exits 

the cell through a similar window symmetrically located at the top of the cell. 

Two larger (2 inch diameter) windows are located on the sides of the cell. One of 

these windows is -used to optically align the cell, and the other allows the camera 

lens to collect the scattered light at 60° from the surface normal. 

The standard-sized electrodes (see Chapter 6) are mounted in their holders 

and inserted though an opening in the back of the cell. Also, a fitting for the 

injection of the electrolyte is located in the back of the cell. The PTFE top for 

the cell holds the Pt screen counter electrode and Hg/HgO reference electrode in 

place and minimizes the uptake of O2 into the purged electrolyte. 

For Raman studies of liquids, a rectangular cuvette with a mounting holder 

was used (Figure 8-7). For maximum collection efficiency when studying gases or 
. 

liquids, the plane determined by the laser- beam path and polarization should be 

normal to the direction of scattered light collection (cf. discussion of polarization 
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of Raman scattering and Figure 8-1). 

8.3.4 The Monochromator and Optical Filters 

An ISA HR-320 single monochromator was used in this study. The aperture 

of the instrument is f/5.0, which we matched with our scattered light focusing 

lens. Usually, a 100 /-lm slit and a 1200 groove/mm holographic grating were 

used, which yield a manufacturer's specified resolution of 0.4 A (approximately 

equal to 1.7 cm- I ). The dispersion of light using this setup is 25 A/mm, which is 

equivalent to about 2.6 cm-I between neighboring channels on the intensified 

photodiode array. (Each channel is separated by 25 /-lm.) Therefore, the resolu­

tion of the instrument is limited by the resolution of the diode array and not by 

the dispersion of the monochromator. By changing the diffraction grating, the 

resolution and spectral range of the instrument can be altered, as shown in Table 

8-2. 

As mentioned above, Raman scattering intensities are about 6 orders of mag­

nitude smaller than the Rayleigh scattered intensity (referred to as the "Rayleigh 

line"). Although the Rayleigh line is not imaged on the detector, the scattering 

of light inside the monochromator can overpower the Raman signal. In the past 

investigators have used a series of monochromators (e.g., double and triple mono­

chromators), which have apertures between each dispersion stage. These instru­

ments are able to removed the scattering from the Rayleigh line from the rest of 

the spectrum, but operate at a lower overall transmission efficiency. In this 

investigation, we remove the Rayleigh scattered light before it entered the mono-
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chromator using various multilayer optical filters (Omega Corporation). All of 

these filters have a transmittance of less than 10-6 at the Rayleigh line (either 488 

or 514.5 nm) and a maximum transmittance of about 70% inside their transmis-

sion band. 

The spectral dependence of the filters' transmittance was determined using a 

Optronic Laboratory model 245A 45-vVatt quartz-halogen tungsten coiled-coil 

filament standard lamp powered by a HP model 6023A DC power supply. The 

lamp was placed at the focal point of the collection lens and turned on. A spec-

trum was taken with and without the filter in front of the monochromator. (A 

convenient slide-in filter holder was made.) A background spectrum was also 

taken. Figure 8-8 is· a plot of the transmittance of some filters we used with 488 
.' 

nm sample illumination. The shapes of the curves are complex as a result of the 

interference between tl}e various layers in the filter. Table 8.3 gives some data 

pertaining to the filter presently used in our laboratory. A correction to the 

observed Raman spectrum was made by dividing the background-corrected spec-

trum by the filter fractional transmittance. 

8.3.5 Intensified Photodiode Array Detector 

A 1024-channel PAR model 1420 intensified photodiode array (IPDA) was 

used as a detector for this system. This device was controlled by a PAR model 

1463 detector controller board, which is part of our PAR optical multichannel 

analyzer (OMA III) unit. The optically active area is divided into 1024 individual 

channels separated by about 25 j.lm (total detector length is therefore 
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approximately 2.5 cm) and are each 2.5 mm in width. The IPDA consists of a 

photocathode, a microchannel plate intensifier, a phosphor screen, and a silicon 

photodiode array. Photons that strike the photocathode (the quantum efficiency 

of this process is about 11%) can eject an electron, which is then accelerated 

through the microchannel plate. The excited (accelerated) electrons strike the 

phosphor screen, causing light to be emitted near the photodiode array. The 

microchannel plate intensifier coupled with the phosphor screen results in an 

amplification of around 5000. The absorption of light by the silicon photodiode 

array (PDA) creates an electron/hole pair that discharges the capacitor in the 

diode array, thereby draining the device. The quantum efficiency of the absorp-

tion of light in the PDA is about 70%. After a variable time p~riod, the diodes' 

are "read" by measuring the charge necessary to fully recharge the capacitor. 

This charge measurement is amplified, converted to a voltage, digitized, and fed 

to the computer. 

The resolution of an IPDA is determined by the "blooming" on the phosphor 

screen as well as by the width of the individual diodes (see discussion on mono-

chromator resolution). The frequency width at half-maximum reading (FWHM) 

for the device is about three diodes (75 jlm), which is equivalent to 7.8 cm-1when 

using the 1200 g/mm grating. 

A number of factors contribute to the "background" /noise associated with 

this detector; these factors tend to reduce the signal-to-noise ratio of the data. 

They are (1) readout noise, (2) dark current noise, and (3) background noise. 

Readout noise (Nro) is associated with the amplifying and transferring of a small 
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electronic signal. This type of noise is not statistical, since it adds a single con-

tribution every time the detector channels are read. An exact value is difficult to 

determine, but 1-2 counts per reading can be reasonably assumed. Dark-current 

noise (Nde) is associated with the leakage current across the charged capacitor. 

This type of noise is statistical and can be expressed as 

8.34 

where Ide is the discharge dark current (typically 3x10-13 A at -20 C), t is the 

integration time, q is the charge of an electron, and 9 is the number of electrons 

per count (which depends on the readout electronics: typically 1000). -Using these 

values for Ide and 9, Nde is approximately given by 

8.35 

What we call "background noise" includes thermal emissions and high-

energy particle noise. Thermal-emission noise can be reduced by cooling the 
, 

detector. High-energy particle noise depends only on the time of integration. We 

can therefore express the background noise (Nbg) as 

8.36 

with At as the (temperature dependent) thermal-emission noise and Ahep the high 

energy particle noise. The effect of temperature on the number total background 

counts for a one second integration on our detector is shown in Figure 8-9A. 
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There is a large decrease in thermal-dependent background with temperature 

down to about -200 C, after which changes in temperature appear to have a 

minimal effect. The detector' readout counts appear to approach 180 counts at 

zero time. By subtracting two -300 C background scans, we find that the noise is 

not 13 counts (i.e., the square root of 180) but about 1-2 counts. This indicates 

that the limiting value of 180 counts at these low temperatures is not a statistical 

noise but rather a readout offset. This is made clear in Figure 8-9B, where the 

total dark counts are plotted as a function of time for a number of temperatures. 

V\'hile the background increases linearly with time, all of the curves intercept the 

y axis at about 180 counts. This value should therefore be subtract~d from the 

total background signal when assessing the thermal contribution to the noise (see 

Figure 8-10). The total signal s (in counts per second) is proportional to the time 

of exposure, so the signal-to-noise ratio (SNR) for this type of device is given by 

SNR= ____ -.~_s_t--------_ 
8.37 

2+ 

At -300 C, the total time-dependent background noise of our detector is about 28 

counts/sec. This yields a time-dependent SNR of 

SNR = st. 
2+J28t 

8.38 

A plot of the SNR versus integration time, assuming 1 count/sec of signal at 

various temperatures, is shown in Figure 8-11. Actual SNR can be obtained from 
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this plot by multiplying the SNR for 1 count/sec by the actual signal. We have 

estimated the SNR values for the detector at -40° C based on an extrapolation of 

the data from Figure 8-10. It should be noted that actual single-reading integra-

tion time is limited by the maximum A/D converted count limit (16,000 counts 

for our instrument). The maximum integration time increases rapidly as the 

dark current decreases (see Table 8.4). 

The relatively new photon-counting image-acquisition system (PIAS) pro-

duced by Hamamastsu Corporation has some characteristics that make it supe-

rior for collecting very weak Raman signals. The" PIAS consists of a photo-

c 

cathode, three microchannel plate intensifiers that work in tandem, and a silicon 

position-sensitive detector (PSD). Photons that strike the photocathode can eject 

an electron (QE = 11% ) that is accelerated to the microchannel plates with a 

107 amplification. The electrons strike the PSD, where an additional 100x 

amplification takes place. The PSD is a square silicon surface with electrodes at 

its four sides. The magnitude of the current at each of the four electrodes 

depends on the incident, position of the electron. The total magnitude of the 

currents from the four electrodes depends on the source of the current (whether it 

originated from the microchannel plates or from a photoelectron) and can be used 

to discriminate and reject spurious signals. This allows the discrimination of 

high-energy particles (e.g., x-rays or gamma rays). When this device is compared 

with the IPDA, it can be seen that the PIAS system is superior when background 

noise is a problem. 
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Section 8.4: Calibration 

The monochromator was calibrated using AI'-ion plasma lines as reference 

frequencies. Table 8-1 shows the wavelength, relative power, and difference in 

wavenumber from the Ar-ion 488 and 514.5 nm lines (i.e., the apparent Raman 

shifts from these lines). The procedure we used for calibration is as follows: 

1) Remove the plasma-line filter from the Raman focusing optical system. 

2) Turn the manual menochromator knob to the desired value. The read­

ing on the dial gives an approximate setting in nanometers. When using 

the 1200 g/mm grating, the reading is given directly in nanometers .. When 

using the 600 or 2400 g/mm gratings, the reading is either 2x or 1/2x the 

actual setting, respectively. 

3) Align the instrument using a rough sample (i.e., one that scatters well). 

4) De-tune the laser (thereby removing the laser frequency). 

It is not necessary to have the Rayleigh line filters in place when calibrating the 

instrument since the intensity of the plasma lines is small. The description of the 

software-driven calibration program for the OMA can be found elsewhere [H32]. 

The program fits the standard-line data to a best-fit linear or cubic curve. An 

Ar-ion plasma-line spectrum calibrated for shift with respect to the 488 nm line is 

shown in Figure 8-12. 



Chapter 8-Raman Spectroscopy '- 258 

The first test of the integrated instrument was an attempt to gather the 

Raman spectrum of oxygen in air. The instrument was calibrated using the 2400 

g/mm grating. Figure 8-13 shows the rotation-vibration spectrum of oxygen we 

obtained with a 15-minute exposure time and about gO m W of power. These 

data were used in an evaluation of the relative sensitivity of the PIAS vs IPDA 

systems [H17]. The figure shows the vI purely vibrational transition of 02 at 1558 

em-I. Stokes and anti-Stokes VI rotational transitions can be seen in more detail 

in Figure 8-13B. Vibrational and rotational constants derived from the data are 

consistent with those in the literature (we = 1580.36, weXe = 12.07, Be = 1.446 

[H18]).' The .selection rules for rotational Raman spectra allow only ~J = +/- 2 

transitions. This makes the observed spacing between rotational lines equal to 

4Beo However, for homonuclear diatomic molecules (e.g., 02' C12, H2) symmetric 

to antisymmetric transitions are forbidden (see Reference H18, p. 130 and discus­

sion of nuclear spin), and therefore every second rotational Raman line is missing. 

Therefore, the spacing of rotational lines in the Raman spectrum of homonuclear 

diatomic molecules is equal to 8Be, which we observed for oxygen. 

Section 8.S: Anodic Oxidation of Silver 

8.5.1 Introduction 

Raman spectroscopy studies of the anodic oxidation of silver in O.lM KOH 

[H26] and in 1M NaOH [H33] have shown that the monovalent oxidation product 

(Ag20) is transformed to AgO under illumination. Ag20 has been reported to be 



Chapter 8-Raman Spectroscopy 259 

a weak Raman scatterer. Kotz and Yeager [H33] suggested that Ag20 may 

decompose to silver metal under strong illumination. Since Ag20 has a cubic 

structure (oxygen atoms are at sites of inversion in the lattice), first-order Raman 

scattering from Ag20 should be forbidden. Hamilton et al. (H26] suggested that 

the rate of AgO photochemical generation is greater than the rate of reduction of 

the species and that reduction of AgO is hindered by illumination. They found 

that reduction of the photoelectrochemically formed AgO occurs at a potential 

more than 300 mV cathodic of the reduction of bulk Ag20. 

The objective of our Raman study of Ag oxidation in 1M KOH was to (1) 

confi;m the results of Kotz and Yeager, (2) investigate the effects of illumination 

on the rate of oxidation and reduction of the oxide layer, and (3) test the sugges­

tion of Hamilton et al. that there is a competitive oxidation/reduction processes 

involved in the photochemical generation of AgO (hereafter referred to as the 

Hamilton hypothesis). 

8.5.2 Potential Sweep Experiments 

Silver (111) crystals were placed in our Raman cell and subjected to a series 

of anodic and cathodic linear potential sweeps. The cycling was then halted, and 

the potential was held at -200 m V vs Hg/HgO. Inspection of the electrode 

showed that the surface was quite rough, making the alignment of the electrode 

in our Raman apparatus simple. During the experiment, the potential was 

increased at 10 mY/sec to a potential of 700 mV (anodic sweep). This peak 

potential is anodic of the Ag20-to-AgO dark-transformation reaction. After the 
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anodic peak potential was reached, the direction of the potential sweep was 

reversed (cathodic sweep), and once the electrode potential reached -200 m V, the 

cell was set to open circuit. The voltammogram for this experiment is shown in 

Figure 8-14A. It is well known that the oxidation of silver in 1M KOH is highly 

reversible, and so we expect the surface to be oxide-free at -200 mY. However, 

the Raman spectrum of the surface at potentials cathodic of the formation of 

Ag20 « 275 mY) show a large level of "white" background scattering. The level 

of this background scattering is about 10 times greater than that observed from 

film-free copper and zinc sUl'faces. We believe that this observation results from 

the surface-enhanced Raman scattering (SERS) of water and KOH (i.e., SERS 

scattering of water and OH- located near the surface of the roughened silver elec­

trode). This finding is consistent with the conclusion of Iwas~ki et ai. [H34] , 

w hose Raman results also showed a lal'gc background SERS signal iIi this poten­

tial regime. 

Figure 8-15 shows Raman spectra from silver in 1M KOH at several poten­

tials during the potential-sweep experiment. The exposure time for each spec­

trum in the figures is 10 seconds, and therefore there is a 100 m V span in poten­

tial per scan. Near the onset of Ag20 formation (> 250 m V), the level of back­

ground scattering decreases and a peak is observed at around 430 cm-1 (not 

shown). This peak has been associated with / the presence of AgO 

[H26,H33,H34,H36]. The broad band centered at 275 cm-1 evident in the spectra 

of Figure 8-15 may be an aberration introduced by the division of the observed 

spectra by the filter transmission efficiency. The broad band at 635 cm-1 is 
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definitely due to this effect. AB the potential is increased further (up to 350 m V), 

the background scattering intensity continues to decrease and the 430 cm-1 peak 

grows. For potentials anodic of 350 m V, there is a slight increase in background 

scattering without a change in the size of the 430 cm-1 peak. During the cathodic 

sweep, the 430 cm-1 peak, disappears at around 50 mY, accompanied by an 

increase in background scattering. The disappearance of the 430 cm-1 peak at 

this potential coincides with the AgzO voltammetric reduction wave. This 

finding is contrary to the finding of Hamilton et al. [H26] (who saw AgO reduc­

tion 300 mV cathodic of the AgzO reduction wave) and may be attributed to the 

lower solution pH used in their study. The large increase in background scatter­

ing after the reduction of the surface oxides can be attributed to the re­

established conditions necessary for SERS (i.e., a bare, microrough silver surface). 

The integrated intensity of the 430 cm-1 peak as a function of potential is 

shown in Figure 8-l4B. Negative values are arbitrarily used for the intensity of 

the cathodic potential swe~p to make the figure more readable. During the 

anodic sweep, the size of the 430 cm-1 peak does not change above 300 m V, 

despite the fact that current continues to flow. Also, the size of the peak is 

invariant during the cathodic sweep down to a potential of 50 m V. Both Kotz 

and Yeager [H33] and Iwasaki et al. [H36] have reported that the 430 cm-1 

scattering intensity reaches a maximum with increasing thickness at around 20 

monolayers. Since their films were too thin to exhibit interference effects in the 

Raman spectra (the first maximum should occur at a thickness of around 1/4 the 

wavelength of light [H3l]), this maximum is most certainly due to the competing 
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effects of a diminishing SERS signal and a nonenhanced signal that increases with 

film thickness. When the film is thicker than the penetration depth of the light 

(about 400 nm), there should be little change in the peak size with thickness. In 

our experiment, the film rapidly reaches such a thickness. At higher potentials, 

increases in thickness had no effect on the intensity of the scattered radiation 

because scattering occurred only from the top layer of the film. 

By varying the voltammetric sweep rate and turnaround potential, we hoped 

to determine if the reduction potential of photoelectrochemically formed AgO is 

linked to the reduction of Ag20, as indicated above. Only one experiment is dis­

cussed here; it is representative of the conclusions that can be drawn from several 

experiments of this type. Starting at a potential of -200 m V, the potential was 

o swept at 1 m V /sec to 400 m V and then swept in the reverse direction to -200 

mY. (The voltammogram is' shown in Figure 8-16.) Note that 400 mV is 

cathodic of the Ag20-to-AgO transformation and is near the maximum in the 

Ag20 A3 oxidation wave. The C2 peak (reduction of Ag20 to Ag metal) in Fig­

ure 8-16 is located at 200 m V (cf. Figure 8-14A, where the C2 peak is located at 

75 m V). The exposure time for each spectrum was 25 seconds (i.e., a 25 m V span 

per spectrum). At potentials below the formation of Ag20, a large SERS back­

ground is present. Near the A2 potential (300 m V), a slight change can be 

observed around 430 cm-I . A band at 430 cm-I appears in the spectrum at 312.5 

m V along with a sharp decrease in SERS scattering. Further increases in poten­

tial result in further decreases in the SERS background intensity and the contin­

ued presence of the AgO 430 cm-I band (Figure 8-17). The signal-to-noise ratio in 



Chapter 8-Raman Spectroscopy 263 

these spectra are better than those taken in the 10 m V /sec experiment,. and 

therefore a broad band at 485 cm-I , also associated with AgO, is observed. 

Reference spectra of Hamilton et ai. [H26] at 469 and 493 cm-I . Results of other 

authors are of lower resolution and show this band simply as a shoulder of the 

430 cm-I peak. Comparison of the spectra with the voltammogram demonstrates 

that the appearance and disappearance of the 430 cm-I peak corresponds to the 

onset of AgzO oxidation and its complete reduction. Again, this result is con­

trary to the data reported by Hamilton et ai. [H26]. As with the 10 m V /sec 

experiment, the Raman-peak size does not change during the anodic sweep 

despite the fact that current continues to flow. 

Iwasaki et al. [H34] reported SERS bands at 330, 470, and 860 cm- l , and by 

correlating these bands with data reported for EELS, SERS from UlN eva­

porated films, and IR spectroscopy, assigned them to various vibrations of 

adsorbed oxygen species on silver. They concluded that oxygen and OH- were 

being adsorbed on a roughened silver surface during the early stages of oxidation. 

This conclusion is consistent with our previous ellipsometric results fH35]. How­

ever, inspection of their data shows that the spectral features that the authors 

designate as peaks are questionable. In addition, the correlation of the energy of 

these bands with those derived using other techniques is quite poor. Inspection of 

our spectra taken as the potential was decreased after the surface oxide was 

reduced shows little change with potential. A comparison of SERS spectra over a 

wide potential range (-800 to +200 mY) is shown in Figure 8-18. There is no 

difference in these spectra. Therefore, while we believe that oxygen may be 
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adsorbed at potentials below that of bulk oxidation, the SERS data presented -to 

date do not give any clear evidence of this. 

8.5.3 Silver Photochemical Transformations 

Experiments were preformed to investigate the rate of the photoelectrochem­

ical transformation of AgO to Ag20 and vice versa. We believed that we might 

test the Hamilton hypothesis [H26] by searching for a critical illumination below 

which the rate of AgO electrochemical reduction exceeds the rate of photoelectro­

chemical production. AgO was first formed by sweeping the potential at 10 

mV /sec to a potential of 500 mY, after which the potential was held at this 

value. The surface was then illuminated with the laser at time zero, and a 

sequence of Raman spectra was taken. Figure 8-19 shows spectra taken at various 

times using a laser power of 60 m W. The dat~ have been digitally smoothed and 

have not been corrected for the transmission effiCiency of the Rayleigh line filters 

so as to minimize the noise. An increase in the size of the 430 cm- l band with 

time later levels off and reaches a constant value. The time dependence of the 

integrated AgO band intensity for both a 60 and a gO m W experiment can be 

found in Figure"8-20. This result demonstrates that the transformation reaction 

of Ag20 to AgO occurs rapidly (within 15 seconds) and is not a strong function 

of laser power. 

For weak illumination (less than 30 m W), the AgO Raman signal was too 

small to be detected despite an increase in exposure time. This result may indi­

cate that there is a threshold power density for the Ag20 / AgO transformation as 
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discussed above, but the result could also be due to a diminishing signal to noise 

ratio. Therefore, we suggest that these results neither support nor reject the 

Hamilton hypothesis. 

In an attempt to further test the Hamilton hypothesis and get around the 

possible signal-to-noise problem discussed above, another type of experiment was 

performed. A surface was oxidized while under illumination by sweeping the 

potential at 10 m V /sec to 500 m V,and then reversing the sweep direction. 

When the potential reached 250 m V, it was held at this value. This potential is 

about 150 m V cathodic of the AgO voltammetry reduction peak but is still 50 

m V anodic of Ag20 reduction. As expected, Raman spectra taken at this poten­

tial showed a time-invariant AgO 430 cm-1 peak. The laser was then shut off for 

various lengths of time, after which it was turned on again, and a sequence of 

Raman spectra was collected to determine whether AgO is reformed (from elec­

trochemically reduced photoelectrochemically formed AgO). All our results 

showed that there was very little reduction of the layer during the off period. 

Figure 8-21B shows. a sequence of spectra taken after the laser was turned off for 

over one hour, and the time dependence of the integrated 430 cm-1 peak is shown 

in Figure 8-21A. Unlike the oxidation of virgin Ag20, where we observed the 

change in spectra associated with a photo-oxidation process (Figure 8-20), there is 

no change in the Raman spectra when the illumination is halted. This result 

shows that AgO produced under illumination is more difficult to reduce than 

AgO electrochemically formed in the dark, and therefore there is a chemical or 

structural difference between the compound, formed in the two manners. We 
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propose that the chemical pathway for reduction is changed due to this chemical 

or structural alteration, making the reduction occur preferentially via a soluble 

monovalent intermediate, thereby linking the reduction to the Ag20/Ag reaction 

potential. 

Section 8.6: Anodic Oxidation of Copper 

8.6.1 Introduction 

An in situ Raman spectroscopy study of the electrochemical oxidation of Cu 

in 0.1M NaOH has previously been reported [H26]. The investigators used cyclic 

and potentiostatic voltammetry. The major findings of that work were as fol­

lows: 

1) During a voltammetric sweep (1 mY/sed CU20 was detected at potentials 

higher than the A2 (divalent oxidation) peak. 

2) A CU20 Raman band was observed at potentials as high as 1 V anodic of the 

Al (monovalent oxidation) voltammetry p'eak. 

3) At a potential slightly below oxygen evolution, scattering from CU20 dimin: 

ishesand a broad ( 300 cm- l ) band centered at 500 cm- l is seen. This band 

was tentatively assigned to a hydrated or polymeric form of CU(OH)2. 

4) During a voltammetric cathodic sweep, this broad band disappears and the 

CU20 band reappears (with a small intensity) at a potential just cathodic of 
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oxygen evolution. The size of the CU20 band increases greatly at around O.mV 

vs SCE. 

5) Complete reduction of the CU20 layer occurs at -700 mV vs SCE. 

6) Based on the parabolic dependence of the integrated charge with time follow­

ing a potential step, film growth was proposed to be diffusion-controlled. 

7) Detection of CU20 by Raman spectroscopy was suggested to be resonance­

enhanced. 

8) Discrepancies between voltammetric and spectroscopic observations were attri-

buted to nucleation and kinetic effects. 

We felt that Raman spectroscopy could be useful in addressing some of the 

many unanswered questions concerning the copper system in alkaline media. The 

objectives of this portion of our study were to investigate (1) the formation and 

transformation of the anodic copper film in 1M KOH, (2) illumination effects on 

these processes, and (3) the reason for the differences' between the voltammetri'c 

and spectroscopic results presented above. 

8.6.2 Copper Oxide Reference Spectra 

The Raman spectra of reagent grade CU20, CuO, and CU(OH)2 powders 

were obtained in air and in 1M KOH. The powders were compressed in a die, 

and the resulting pellets were imbedded in an epoxy mold. Figures 8-22, 8-23, 

and 8-24 show the Raman spectra of compressed CU20, CuO and Cu(OHh 
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powders, respectively, taken in air, and are similar to those reported by Hamilton 

et al. [H26]. Whereas the large cross section for scattering from CU20 and 

Cu(OHh makes their detection relatively easy, Raman scattering from CuO, 

which is a weak scatterer, was difficult to observe. As noted in the Chapter 1 of 

this dissertation, CU20 exhibits an interband transition near 2.1 eV [H37j, as well 

as some fine structure in the absorption spectrum due to the presence of exciton 

electron-hole pairing. The proximity of an interband transition to the excitation 

wavelength, as well as the relative stability of excitons, can result in a large reso­

nance enhancement. Cu(OHh has an absorption edge in the visible region, and 

this may cause it to exhibit resonance Raman enhancement. The location of the 

major scattering peaks observed from the powdered samples is given in Table 8-5. 

Theoretically, CU20 should have three acoustic and 15 optical branches. 

Data compiled in Reference H33 gives nine Raman active modes, despite the fact 

that only the r 25- modes should be optically active in a perfect crystal. It has 

been suggested for CU20 that the observation of these other modes arises from 

crystal defects [H37]. The location of these peaks at ambient conditions, along 

with a comparison of their location with those observed in the powder, is shown 

in Table 8-6. With the exception of the 297 and 634 cm-1 bands, all the others 

are not fundamental frequencies and are most likely due to multiple 

phonon/photon combinations. In Table 8-6 some suggestion for possible multiple 

phonon/photon scattering combinations that may account for the other peaks in 

the CU20 powder standard spectrum have been given. 
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8.6.3 Effect of Illumination on Raman Standards 

Hamilton et ai. [H26] reported that it was necessary to reduce the laser 

power to below 60 mW in order to obtain a Cu(OH)2 spectrum. They believed 

that at higher powers, laser-induced thermal conversion of the sample to CuO 

and water occurred (due to the low thermal conductivity of the powder sample). 

Figure 8-25 shows the time dependence of the 488 cm-1 Cu(OHh peak of a 

compressed powder in air (90 mW total power). The intensity decreases to one­

half of its initial value within 100 seconds. The agreement of these results with 

those of Hamilton et ai. demonstrates the potential of the conversion process to 

hamper the interpretation of our in situ spectra. However, it seems possible that 

the local heating would be reduced by the higher thermal conductivity in water. 

The time-dependent spectrum from the qu( OH)2 compressed-powder pellet in a 

1M KOH solution is shown in Figure 8-26A. When immersed in the aqueous 

solution, the rate of change of the peak intensity was considerably smaller (only 

about 2% per 100 seconds). This result supports the proposition that decomposi­

tion 'of the hydroxide is caused' by thermal decomposition. 

Integration times of 100 seconds or more were necessary in our experiments 

and, therefore, a decrease in peak intensity of even 2% might be significant. 

Since electrochemically formed Cu(OHh has a metal electrode acting as a heat 

sink, the rate of thermal decomposition might be reduced further. To test this 

idea, the Raman spectrum of a copper sample oxidized for 100 seconds at 200 mV 

vs Hg/HgO was observed in air. The 488 cm-1 Cu(OHh peak intensity as a func­

tion of time is shown in Figure 8-26B. The intensity does not change at all with 
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time, and therefore the presence of the metal electrode alone should be sufficient 

to diminish the photothermal dehydration of the hydroxide. 

8.6.4 Potential-Sweep Experiments 

Cyclic voltammetry experiments were performed at 0.5, 1, and 10 mV /sec. 

In each case the sweep was begun at a potential cathodic of all the copper oxida­

tion reactions. Unless otherwise stated, the data have been corrected for back­

ground scattering (in which we include scattering from the electrolyte) by sub­

tractingthe spectrum taken at a film-free potential from all subsequent spectra. 

8.6.4.1 Cyclic Voltammetry: 

A 10 m V /sec cyclic voltammogram of Cu in 1M KOH shows the first allodic 

current peak (AI) located at -400 m V (Figure 8-27). The second peak (A2), 

around -25 m V, may actually be two separate overlapping peaks, since it has a 

shoulder near -150 mV. Very little current passes at potentials beyond the A2 

peak (out to 600 mV). On the reverse sweep, the small C2 cathodic peak is seen 

at -500 mV. The complex C1 peak has a shoulder at -800 mV, and a maximum 

at -1000 mV. 

In our 10 m V /sec experiments, each scan was averaged from data taken 

from twenty-five 10 second exposures, each at the same potential. The time 

averaging yielded a good signal-to-noise ratio but made it impossible to determine 

spectral changes between cycles (since any hysteresis effects were being averaged). 

At. the time that the Raman data corresponding to the above voltammetry were 

taken, we did not have an optical filter with an operative "window" allowing 
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both the CU20 633 cm- l and the Cu(OH)z 488 cm- l peaks to be observed simul­

taneously. Therefore, the experiment was conducted twice, using two different 

filters, and the two spectra were connected at 600 cm- l . 

At potentials cathodic of the Al peak, the observed spectra are similar to 

that of a 1M KOH solution (see section 8.7.2) and change very little up to -250 

mY. In Figure 8-27B the integrated intensity of both the 633 cm- l and 488 cm- l 

peaks as a function of potential are given. At -250 m V, a band at 633 cm- l asso­

ciated with the formation of CU20 is observed. All the peaks observed in the 

reference spectra can be seen at this potential (297, 411, 492, 633 and 786 cm- l ), 

though there is a high level of background scattering accompanying the data. 

The identification of cuprous oxide at a potential only 150 m V anodic of the Al 

peak is in sharp contrast to the results obtained at a lower pH [H26] (see section 

8.1). Up to 150 m V, the major CU20 peak continues to grow and is accompanied 

by an increasing level of background scattering. A 488 cm- l Cu(OH)z peak 

begins to form around -150 mY, as well as a minor band centered near 300 cm- l 

(Figure 8-28A). Increasing the potential further to 600 m V results in a decrease 

in the background scattering level and CU20 peak intensity (Figure 8-28B). The 

changes in the background scattering are most likely due to scattering from the 

small crystals formed during the early stages of Cu(OHh formation. Long-range 

translational symmetry is not present in smaller crystals, and many normally 

inactive Raman modes can be observed due to the breakdown of selection rules 

[H38]. Because of the large surface-to-volume ratio, surface vibrational modes 

will be more prevalent. Both of these phenomena will tend to increase the overall 
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level of background scattering. 

"''hen the potential is decreased during the cathodic sweep from 600 to 250 

m V, the size of the 633 cm-1 band remains constant (Figure 8-29A). Below this 

value its size increases, a finding is qualitatively consistent with the data of Ham­

ilton et al. [H26j, who also reported an increase at a potential anodic of any 

significant voltammetric reduction current. The CU20 band increases up to a 

potential of 0 m V and then remains constant to a potential of around -650 m V. 

Cu(OHh is reduc,ed at around -850 mY, and CU20 near -1000 mY. (The spectra 

are shown in Figure 8-2QB.) Cu(OHh is reduced at the shoulder in the C1 wave 

and CU20 at the Cl peak potential. 

No appearent film reduction/transformation processes appears to be con­

nected with the C2 peak. Since the peak is too small and accounts for only a 

fraction of the total charge stored in the film, it may be difficult to detect 

changes associated with the process. A photoelectrochemical effect may also shift 

the potential(s) of the associated reaction(s). 

Since both CU20 and CU(OH)2 show a minor band around 300 cm-1 in the 

reference spectra, the appearence of this peak in the in situ spectra could arise 

from the presence of either (or both) of these compounds .. A plot of the 

integrated intensity of this peak with respect to potential shows that the band is 

correlated more strongly with cupric hydroxide than cuprous oxide (Figure 8-30). 

The band appears and grows at a potential coincident with the 488 cm-1 hydrox­

ide band, and, unlike the band of cuprous oxide, its size does not decrease beyond 
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the A2 peak. During the cathodic sweep the peak dissappears at a _potential 

between the reduction of the two compounds indicated above (-850 mY). Since 

the 300 cm-1 peak is significantly smaller than either the 488 or 633 cm-1 peak, 

the noise level in the integrated intensity is large and makes further interpreta-

tion unwarranted. 

One of the interesting aspects of these observations is the change in the rela-

tive monovalent-to-divalent peak intensities at potentials where little current is 

observed. For example, during the anodic sweep, the cuprous oxide peak inten-

sity diminishes beyond the A2 potential. If a photoelectrochemical process does 

occur, it is unlikely that we would observe the associated photocurrent because 

the fraction of the electrode that is illuminated is small (l0-5), and therefore the 
, 

total current observed is overwhelmingly dark current. If a photochemical pro-

cess either causes a new reaction to occur or shifts the potential of an existing 

reaction, we don't expect to observe the associated current for such a process. 

To differentiate between the time versus potential dependence of the 

monovalent/divalent transformation process, an experiment similar to the one 

discussed above was run with the potential held for 100 seconds at the maximum 

anodic value (600 m V) before reversing the direction of the sWeep. The potential 

and integrated peak intensities as a function of time are shown in Figure 8-31. 

These results are consistent with those discussed above up to the point where the 

experiments are no longer similar (i.e., potentiostatic phase), indicating good 

reproducibility of the results. As before, anodic of the A2 peak potential the 

cuprous oxide band diminishes without a corresponding increase in the cupric 



Chapter 8-Raman Spectroscopy 274 

hydroxide band. When the potential is held at 600 mY, the cuprous oxide peak 

continues to decrease in size and eventually disappears completely (see Figure 8-

32A). During the cathodic sweep (after the potential arrest), the size of this peak 

increases with decreasing potential (Figure 8-32B). The peak size increases 

rapidly around +100 mV and reaches a maximum at -150 mY. Cathodic of this 

value, the size of the band begins to decrease and completely vanishes around 

-950 mY. 

8.6.4.2 Interpretation of Integrated Peak Height 

How do we interpret the changes in spectral peak size with potential? One 

should always practice caution when interpreting the size of a Raman band: it is 

not generally proportional to the amount of material present at a surface. There 

are two major reasons for this. First, planar filIns can exhibit interference effects, 

causing the Raman-scattered intensity to go through a series of maxima and 

minima with increasing thickness [H31]. Since our SEM data show that the 

hydroxide is composed of fine needle-like crystals that tend to scatter light (as 

shown by our elastic scattering measurements), this film will not give rise to 

interference effects. Though the initial CU20 layer exists as a homogeneous 

planar film, the thickness of the layer is too thin to cause major deviations from 

a linear approximation (cf. section 9.3, ellipsometry of copper and Reference 

H31). The second reason for a deviation from linearity harder to ignore: when the 

thickness of the film exceeds the penetration depth of the light, further increases 

in film thickness will not cause a corresponding change in peak intensity. The 
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hydroxide film could possibly reach such a thickness. 

Our data show that at potentials near the A2 peak, both CU20 and Cu(OHh 

are present at the electrode surface, but the distribution of the compounds 

(within the film) is unknown. If the materials are dispersed evenly, a linear rela­

tion between the amount of material and the band intensity should be valid. On· 

the other hand, if the film has a laminated structure (one film on top of the 

other), the penetration of light into and from the underlayer will be diminished 

by the presence of the overlayer. Since cuprous oxide is the sole reaction product 

at lower potentials, we might suppose that it is still present at the metal/film 

interface at higher potentials. Our elastic scattering measurements have shown 

that the cuprous oxide film begins to roughen due to a local reaction of the film 

at potentials slightly cathodic of the A2 peak. The buildup of divalent soluble 

species will eventually supersaturate the interfacial region, resulting in hydroxide 

precipitation. The growth of this film could lead to a diminished level of scatter­

ing from the underlayer of cuprous oxide due to the limited depth of light pene­

tration. However, for this hypothesis to be true, the hydroxide peak should 

increase in size at the same time that the cuprous oxide peak decreases, a result 

that was not observed. Futhermore, since no charge is passed at potentials 

anodic of the A2 voltammetry peak (where the cuprous oxide band is seen to 

decrease in size), we suggest that CU20 may be transformed to CuO via a pho­

toassisted process. This idea is supported by our x-ray diffraction measurement 

(see Chapter 10). 
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The transformation of CU20 to CuO and vice versa is likely to be a solid­

state process (due to the compact structure of cuprous oxide layer), and therefore 

it should occur more slowly than the dissolution/precipitation formation of the 

hydroxide. This could account for the fairly high potential at which the proposed 

transformation occurs. However, the reappearance of the CU20 band at a poten­

tial anodic of the thermodynamic potential of the CU20/CuO redox couple sug­

gests that the reaction is shifted anodically by several hundred millivolts under 

illumination. This hypothesis would explain why CU20 is reformed at potentials 

anodic of both dark divalent redox reactions. The potential shift may arise from 

the absorption of light in the CuO layer (CuO is black), increasing the local tem­

perature at the surface. Furthermore, the fact that the CU20 band can be 

greater on the cathodic sweep than the anodic sweep may result from the chemi­

cal decomposition of cupric hydroxide to the more stable oxide, which can then 

be reduced to CU20. 

8.6.4.3 Cyclic Voltammetry: 8M KOH, 10 mV Isec 

The contrast of our pH 14 Raman/voltammetry data with those of others 

obtained in pH 13 solutions is intriguing. The overall oxidation reactions 

presented in Chapter 1 are second order in OH- for all the Cu oxide products (see 

Figure 1-3), and therefore the thermodynamic potential differences between these 

species are unaltered by changes in pH. Therefore, the spectral differences with 

pH must be attributed largely to kinetic phenomena. The appearance of the 

488 cm-1 Cu(OHh peak in our spectra (and its absence at lower pH) shows that 
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the kinetics of hydroxide formation becomes increasingly favored with increasing 

alkalinity. The fact that the CU20 band disappears from the spectra at lower 

potentials (and at a greater rate at a higher pH) could be due to an increased rate 

of the solid-state reaction of a cuprous oxide underlayer to form CuO (as dis­

cussed above). If the hydroxide ion is a reactant of an elementary rate­

determining step for any of the oxide products, the rate of product formation 

should increase about ten fold with an increase in pH from 13 to 14 (assuming 

the reaction is first order in [OH-n. A dissolution/precipitation reaction path will 

become increasingly favored as a result of the increasing solubility of Cu(OH)2 

with pH. 

To test these fundamental ideas, we performed a few cyclic voltammetry 

experiments in 6 M KOH solution (pH 14.8), similar to the one discussed above. 

Figure 8-33A shows the voltammetry at this higher pH. Note that the A2 peak is 

three times as large and the Al peak five times as large as was observed at pH 

14. The shoulder in the A2 peak, observed at pH 14, is no longer evident. There 

is no change in anodic peak positions. The small cathodic C2 peak position is 

unaltered, and its size has increased five fold. The Cl peak has shifted cathodi­

cally about 200 m V, and the structure of the peak is now made up of two dis­

tinct current waves. Another peak, at -1100 m V, is observed, which was not seen 

at the lower hydroxide concentration. 

The integrated CU20 and Cu(OHh Raman peak intensities as a function of 

potential are shown in Figure 8-33B. Spectra at selected potentials are shown in 

Figures 8-34 through 8-36. The signal-to-noise ratio in these data is much better 
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than at pH 14. Since the total integrated anodic charge in the 6M KOH voltam-

mogram is larger than that at 1M KOH, this would indicate that the films may 

be considerably thicker. The integrated cuprous oxide peak intensity versus 

potential follows a trend similar to that observed in 1M KOH, but there are some 

subtle differences. During the anodic sweep, the appearance of the 633 cm-1 peak 

occurs close to the Al voltammetry peak, a shift of about 100 m V cathodic of its 

1M KOH values to -350 mV (see Figure 8-34). Around 250 mV the cuprous oxide 

band reaches a local maximum intensity (cf. 150 mV at pH 14); above this poten-

tial the peak size appears to fall more rapidly than at pH 14 (Figure 8-35A). 

Note t~at the relative CU20-to-Cu(OHh integrated intensity is significantly 

greater in this experiment, which could be due to either a greater dissolution of 
. . 

the divalent product or an increased rate of CU20 growth at higher pH. During 

the cathodic sweep, the CU20 peak intensity starts growing at -250 mV (100 mV 

anodic of the result in 1M KOH), continues increasing down to -550 mV (Figure. 

8-35B), and then falls as the oxide is reduced (Figure 8-36). The separate reduc-

tion of the two compounds is clearly seen in this last figure. 

The 488 cm-1 peak intensity also shows some significant differences from the 

lower pH results. In addition to the smaller CU20/Cu(OHh peak size, a shift i'n 

the potential of formation (-250 mY) and reduction (-550 mY) is observed. The 

relative difference between these two values (300 m V) is considerably less than in 

1M KOH (600 mY), showing an increase in the reversibility of the reactions with 

increasing pH. 
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The last result is intriguing. Since the voltammetry results don't indicate 

any dependence of the potentials of reduction with pH, this suggests that a pho­

toassisted reduction occurs whose effect increases with pH. The structure or 

defect concentration of the cuprous oxide underlayer may be altered significantly 

to allow for such a difference. The shift in the potential of formation of both 

compounds at higher pH is in agreement with our suggestion that increases in 

hydroxide, which is a primary reactant, will increase the rate of film formation 

and transformation. The ,lower relative Cu( OHh signal could result from the 

diminished fraction of divalent species present as a Cu(OH)z film due to the 

higher solubility of the material at higher pH, or an increased solid-state growth 

of the CU20 underlayer. 

8.6.4.4 Cyclic Voltammetry: 1M KOH, 1 mV Ieee 

The Raman spectra discussed above highlight some of the interesting 

features about the chemistry of the Cu system in alkaline media. While an 

understanding of the photoelectrochemical behavior is interesting in and of itself, 

the effects of illumination on the oxidation and reduction processes can also be 

used to probe the films' transport properties. The broad band reported by Hamil­

ton et al. [H26] (at around 500 cm-I ) was not observed in our spectra. Also, the 

potentials that the Raman bands appear do not coincide with voltammetry 

peaks. In order to determine the reason for these findings, cyclic voltammetry 

experiments ill 1M KOH at 1 mV /sec were performed (an experiment analogous 

to the Hamilton experiment but differing in pH). We thought that the potential 
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lag between the voltammetry peak and the appearence of Raman bands might be 

due to a slow film nucleation-and-growth process cocurrent with or following an 

anodic dissolution step. Since the dissolution current would affect the location of 

the peaks, a slower sweep rate might shift the potential at which Raman bands 

. first appear. 

A voltammogram of Cu in 1M KOH using aIm V /sec sweep rate is shown 

in Figure 8-37 A. The anodic Al and A2 peaks are shifted pnly slightly (to -350 

mV and -50 mY, respectively) from the location in the same solution and at 10 

mV /sec. In contrast, the Cl peak has moved anodically 325 mV to -675 mVand 

shows no complex structure. The C2 peak is difficult to see in the figure. 

Raman peak intensities versus potential are shown for aIm V /sec experio 

ment in Figure 8-37B. As predicted, the 633 cm-1 peak of CU20 is observed coino 

cident with the Al peak at slower sweep rates (spectra are shown in Figure 8-38). 

At -375 mY, where the Raman. peak is first observed, the film is only about 50 A 

thick. (This value is derived from a comparable ellipsometry experiment dis­

cussed in the next chapter.) Further increases in potential cause an increases in 

the cuprous oxide peak intensity. Eventually, the appearance of the 488 cm-1 

hydroxide band occurs near the voltammetry A2 peak (around -50 m V; see Figure 

8-39A). 

As with all our previous results, during the anodic sweep the CU20 Raman 

intensity decreases at potentials anodic of the A2 voltammetry peak. In this case 

the Raman signal completely disappears from the spectra at potentials anodic of 

550 m V. In the 10 m V /sec experiment, this band decreased to only half its 
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maximum value at this potential (see Figure 8-27B). This comparison can be 

misleading: when the time for the process to occur is considered, we discover that 

the average rate of film transformation is seven times smaller at the lower sweep 

rate. Since the peak doesn't disappear at potentials significantly cathodic of that 

observed at the faster sweep rate, the rate of anodic layer transformation is more 

strongly dependent on the potential than on time. 

This conclusion can also be drawn for the cathodic transformation of the 

layers (spectra are shown in Figure 8-39B). In the 10 mV /sec experiment, the 

peak increases about 40% over a range of 200 m V (20 seconds); in the 1 m V /sec 

experiment, the peak increases from zero to its maximum intensity over a range 

of 500 mV (500 seconds). The rate of transformation is therefore 10 times larger 

for the higher sweep rate, indicating potential control of the process. 

\\Thereas the potential controls the rate of the CU20/CUO tranformation 

reaction, CU20 reduction is limited by a time-dependent process (at least when it 

is illuminated). In Figure 8-30B, the reduction of the cuprous oxide layer is seen 

to begin around -300 mV (a value actually anodic of the reversible potential for 

the reaction) and is fully reduced at -750 mY. At 10 mY/sec significant reduc­

tion begins at -650 mV and is complete at -1000 mY. Though the rate of reduc­

tion is 10 times greater at this higher sweep rate, the driving force for reduction 

is also larger. It is feasible that the reduction begins to occur at -350 mV (as in 

the 1 m V /sec results), but that the amount of reduction (due to a much smaller 

rate at this potential) is too small to be detected in the integrated results. Using 

the film reduction rate derived from the decrease in Raman peak intensity at 1 
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m V /sec, we calculated that the peak intensity would decrease only about 5% 

over the same potential 350 m V range in the 10 m V /sec experiment. Since our 

noise level is at least 10%, we don't expect to observe this reduction. These 

arguments lead us to the hypothesis that the reduction of CU20 is dependent on 

both an electron transfer process (potential dependence) and a diffusion processes 

(time dependence) for time scales of around 1 second. 

Based on the proximity of the broad band found in their Raman spectra to 

that of the 488 cm-1 cupric hydroxide peak, Hamilton et al. [1-126] concluded that 

a polymeric or hydrated cupric hydroxide compound is formed near the oxygen 

evolution potential iD; 0.1 M NaOH. Since we observed the actual hydroxide 

Raman peak in our spectra at a much lower potential, we wondered if this broad 

band might also be observed neal' oxygen evolution at pH 14. Figure 8-40 shows 

spectra taken at 450 and 650 m V vs, Hg/HgO. Oxygen evolution is believed to 

occur at the latter potential. (A rising current is observed but not the formation 

of bubbles.) The hydroxide 488 cm-1 peak is seen in both spectra, but a broad 

band, similar to that observed by Hamilton et al., accompanies this peak at the 

higher potential. Also, the small CU20 peak in the spectrum at 450 m V is no 

longer present at 650 mY. During the cathodic sweep, the broad band com­

pletely disappears at 450 m V. 

The broad band observed at 550 cm-1 and found at potentials far above that 

of the divalent copper oxidation may not be a divalent oxidation product at all. 

Our results clearly show that at potentials near the second anodic voltammetric 

peak, a sharp 488 cm-1 Cu(OHh band is observed. Miller's ring/disk experiments 
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demonstrated the existence of a trivalent soluble species in this potential range 

[H39] (see Chapter 1, Section g), and therefore we suggest that the appearance of 

the broad 550 cm-1 band may be due to the formation of a trivalent copper sur­

face species. Since the cuprous oxide band has disappeared at this potential' 

(presumably due to the transformation of the layer to CuO by the solid-state 

process discussed above), we further propose that at the potential where the 

broad band is observed, the CuO compact layer may be transformed to CU20a 

8.6.4.5 Effect of Illumination on Cu20 Reduction 

The CU20 reduction potential under illumination is anodic of any voltam­

metry reduction peak and becomes increasingly more so as the sweep rate is 

decreased. In fact, at 1 m V /sec, the oxide reaction appears to occur at a poten­

tial anodic of the dark reversible redox' potential. To check this finding, a 1 

m V /sec potential-sweep experiment was performed in' which an anodic reversal 

potential of -200 mV was used. It was felt that by using this value (which is 

cathodic of the A2 peak), only cuprous oxide would be formed, thereby freeing 

the interpretation from the effects of divalent species. The spectra for this exper­

iment are shown in Figure 8-41, which clearly show the formation of cuprous 

oxide without the presence of hydroxide. The intensity of the CU20 band 

decreases immediately after the change in sweep direction' (Figure 8-42) and at a 

potential comparable to that in the 1 mV /sec sweep-rate experiment discussed 

above. When the anodic peak potential is below -200 mY, only one reduction 

wave is observed (at around -575 mY). These Raman results show that, under 
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illumination, the reduction occurs at potentials close to the anodic reaction 

potential. 

Does the dark reduction wave correspond to the reduction of the CU20 film? 

To answer this question, two experiments were performed in which a CU20 film 

was first formed by sweeping the potential at I m V /sec out to -300 m V. The 

sweep direction was then reversed, and the potential was held constant for 600 

seconds once a certain potential was reached (either -500 or -600 m V). Raman 

spectra were taken continuously during the experiment (IOO-second exposures). 

To check if cuprous oxide is present "in the dark" at either of these values, the 

electrode was displaced vertically upwards (thereby not radically altering the 

alignment), exposing a previously unilluminated portion of the surface. At the 

eud of the 600-second potential arrest, the cathodic sweep was continued. The 

electrode was moved halfway (300 seconds) into the potential-arrest phase of the 

experiment. 

Plots of the current, potential, and 633 cm-1 Raman peak intensity versus 

time for each experiment are shown in Figures 8-43A and 8-43B. In both figures, 

there is a small amount of offsetting cathodic current that we attribute to the 

reduction of residual dissolved oxygen. Consistent with the result discussed 

above, the integrated cuprous oxide peak intensity increases at the onset of 

anodic current and begins to diminish as the sweep direction is reversed. When 

the potential is held at -500 mV (a value cathodic of the voltammetry reduction 

wave), the peak intensity continues its decreasing trend during the constant­

potential stage (Figure 8-43A). However, when the electrode is moved, the 
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cuprous oxide peak size increases markedly; later, the signal decreases again. 

This result clearly shows that, while illuminated cuprous oxide can be reduced at 

potentials a~odic of the voltammetry reduction peak, the film is still present over 

the unilluminated portion of the electrode. This finding should be contrasted 

with the results of Figure 8-43B, which shows that when the potential is held at 

-600 m V (cathodic of the voltammetery reduction wave), the CU20 peak size is 

unchanged after moving the electrode. 

8.6.5 Potential-Step Oxidation of Copper in 1M KOH 0 

The intensity of the Raman 633 cm-1 cuprous oxide band versus the square 

root of time following the application of a potential step from -600 to -300 m V is 

shown in Figure 8-44. The parabolic time dependence is typical for potential-step 

experiments in the range of -350 to -250 .m V vs Hg/HgO. Assuming that the 

integioated intensity is proportional to the film thickness, this parabolic depen­

dence indicates a diffusion-controlled growth of the oxide layer [H40,H41] and is 

consistent with our ellipsometry results discussed in the next chapter. 

More complicated behavior is observed when the potential is stepped to a 

value where divalent species are formed. The current transient following the 

application of a potential step from -600 to -150 mV is shown in Figure 8-45A. 

The very large initiall current density (upwards of 25 mA/cm2) decreases rapidly 

to values on the order of 0.2 mA/cm2 within 200 seconds. Afterwards, the 

current decreases slowly. 
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The associated Raman spectra 'as a function of time for this experiment are 

shown in Figure 8-45B. After only 50 seconds (Le., in the first spectrum shown), 

the cupric hydroxide peak is clearly seen. The background scattering is large in 

this first spectrum, and is attributed to the formation of the small crystals (cf. 

discussion in Section 8.6.4.1). The apparent decrease in the hydroxide-peak 

intensity in the subsequent spectra is actually only a decrease in the background 

scattering level. The hydroxide integrated peak intensity as a function of time is 

given in Figure 8-46A. After what must be a very rapid initial growth period (at 

less than 50 seconds), the peak intensity grows more slowly (increasing only 

about 50% in 30 minutes). 

The integrated 633 cm-1 cuprous oxide peak intensity also shows an approxi­

mately linear time dependence. However, it doesn't initially increase as rapidly 

as the hydroxide does in Figure 8-46A but rather begins at a value near zero {Fig­

ure 8-46B}. The growth rate of the cuprous oxide intensity is much greater than 

that of the hydroxide, but it does decrease slightly at much greater times. Since 

cuprou~ oxide is not initally present, the large initial current is associated with 

formation of the hydroxide and soluble divalent copper on an almost cuprous­

oxide-free surface. The linear growth of the cuprous oxide layer at higher poten­

tials is consistent with our elastic scattering measurements, which showed that 

the oxide was dissolving (mostly likely at grain boundaries) to form the soluble 

divalent species. The growth rate of this now porous layer is controlled by the 

rate of hydroxide reaction with the metal (kinetic/linear growth) and not the 

diffusion of hydroxide or metal in a compact layer (parabolic/diffusion growth). 
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The hydroxide growth is probably subject to the supply of soluble divalent 

species formed at the surface, which in turn is controlled by the competing rate 

of cuprous oxide formation and dissolution. 

8.6.6 Soluble Copper Species 

After about 50 oxidation and reduction cycles, the electrolyte is seen to 

change color, becoming blue. The fact that the color is much deeper in the 6M 

than in the 1M electrolyte is consistent with the trend of solubility of cupric 

hydroxide. In an attempt to identify the soluble species and its properties both 

voltammetry and Raman spectroscopy were performed on the spent solution. 

After the solution was thoughly deoxygenated, it was placed in a cell con­

taiIling two Pt electrode plates. The potential was then swept cathodically at 10 

mV /sec f,'om its initial open-circuit potential (50 mV vs Hg/HgO). The volt am­

mogram shows a broad shoulder at -"150 mV and a peak at -625 mV (Figure 8-

47). After the potential reached -850 m V, the cell was set to open circuit: After 

about three minutes, a steady open-circuit potential of about -480 m V was 

observed. If the solution was saturated with a species originating from cupric 

hydroxide, it should be reduced 60 m V cathodic of the equalibrium value (Eo=-

364 m V). Though the current shoulder occurs at around this potential, the peak 

current is much closer to that for cuprous oxide reduction. 

The Raman spectrum of the spent solution shows a single Raman band at 

about 1125 cm-1 (Figure 8-48). This relatively large vibrational energy indicates 

that the soluble complex ligand bonding is strong. If there is only one Raman 
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active vibrational mode, then the molecule is most likely structurally simple. If 

the soluble species is CU02-2, as some have suggested (see Chapter 1), then this 

molecule may have a linear structure similar to CO2, Molecules of this symmetry 

group have only one Raman active mode (and two IR active modes). For com­

parison, the vibrational frequency of the CO2 Raman active symetric streching 

mode is 1340 cm- l 

At present we have no definitive evidence as to the structure or valency of 

the soluble species observed in alkaline solutions. Though it is possible that a 

stepwise reduction of the soluble species is occuring and cuprous oxide is formed 

as an intermediate product, more experiments on the soluble species are needed. 

Section 8.7: Anodic Oxidation of Zinc 

8.7.1 In trod uction 

Raman spectroscopy measurements of the soluble zinc species have been 

conflicting, and whereas it is generally agreed that Zn(OH)4-2 is the only species 

present at pH > 13, the structure of the compound has been a matter of contro­

versy. Based on the observation of what was believed to be four Raman bands (a 

polarized 484 cm-l band, and three depolarized bands at 430, 322, and 285 em-I), 

the molecule was said to be tetrahedral [H42,H43]. Later investigators found all 

four bands to be polarized [H44-H46], and stated that the two lower-energy bands 

may be associated with KOH and not zincate. Sharma [H44,H45] concluded that 

the soluble species was the linear Zn02-2 molecule, but Briggs [H46] still main-
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tained that it was tetrahedral Zn(OH)4-2. 

When we began the zinc-solution portion of our Raman study, the work of 

Cain et ai. [H47] had not been published. Their NMR and Raman results clearly 

show that only the symmetrical tetrahedral Zn(OH)2-2 complex exists in highly 

alkaline solutions. Though it had been suggested that the complex might polym­

erize into hydroxy-bridged aggregates in near-saturated and supersaturated solu­

tions [H48,H49], Cain et ai. [H47] conclude that np truly definitive evidence 

exists to support this idea. Mter reviewing the paper of Cain et ai. and noting 

that they had performed many ~f the same measurements we did and that their 

data agreed with ours, we decided to shift the emphasis of our work to the more 

subtle issues of (1) the nature of the supersaturated solution and (2) the effects of 

silicate on the chemistry of the soluble product. 

It is generally believed that ZnO forms on zinc anodes at high pH. However, 

it is still a matter of dis~ussion whether Zn(OHh or ZnO constitutes the passive 

film. Since the solubility of Zn(OH)2 and ZnO are similar in 1M KOH, it is 

unclear which compound's formation should be favored. Most authors support a 

dual-layer film model for the structure of the anodic film. This idea (originally 

proposed by Powers and Breiter [H50]) suggests that a flocculent Zn(OH)2 film 

(called the type I film) forms on the electrode during active dissolution, followed 

by a more compact ZnO layer upon passivation. McKubre and MacDonald [H51] 

have stated that the type I film may be a precursor to the type II layer. 

Raman/potential-sweep experiments were undertaken to (1) identify the species 

present in the surface film, (2) determine if chemical transformation of the film 
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occurs, and (3) determine the processes that accompany the active/passive transi­

tion. 

8.7.2 Raman Spectra of Zinc Dissolved in Alkali 

Raman spectra of distilled water, 30% KOH, and 48% KOH are shown in 

Figure 8-40. A comparison of these spectra demonstrates that the broad band at 

low wavenumbers (peak at around 275 em-I) is associated with the presence of 

KOH in solution (also see Figure 8-53). This "background" KOH spectrum was 

either subtracted out improperly in earlier work or not subtracted at all. Back­

ground subtraction is considerably easier now that digital data storage is avail­

able. When the background scattering is properly removed from a spectrum of 

saturated zincate solution in 30% KOH, only Raman bands at 425 and 470 cm-1 

are observed (Figure 8-50). 'The 470 cm-1 b~nd is polarized, and the 425 cm"-l 

band is depolarized, in agreement with Cain et al. [H47]. 

N1v1R results indicate that the excess zinc present in supersaturated solutions 

exists as a soluble species rather than in a colloidal form [H49,H50,H53]. 'To test 

this idea, a ZnO-saturated 30% KOH solution was prepared. The solution con­

taining solid ZnO was shaken for 10 days to ensure that is was saturated. The 

solution was then either diluted with 30% KOH or placed in an electrochemical 

cell where zinc was added by anodic dissolution of the metal. The electrochemical 

cell consisted of an anode and cathode compartment (50 ml) separated by a glass 

frit and initially contained a saturated zincate solution. Zinc dissolved from the 

anode increased the concentration beyond saturation in the anodic cham bel' while 

, \ 
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the cathode chamber was depleted of zinc. 

The Raman spectra of zinc solutions of various concentrations are shown in 

Figure 8-51. The 470 cm-1 peak is observed in solutions that are both sub- and 

supersaturated. The integrated intensity of both the 470 (zincate) and 275 cm-1 

(hydroxide) bands versus zinc concentration are displayed in Figure 8-52. In 

making this figure, we used the literature value for the solubility of zinc oxide in 

30% KOH (about 4% by weight)[H54], and assumed that the rate of diffusion 

through the separator was negligible so that the total increase in zincate concen­

tration could be calculated based on the charge passed. Since Figure 8-52 shows 

the size of the ~75 cm-1 band to be invariant with concentration, we can con­

clusively report that this peak is solely attributable to KOH in the solution. The 

zincate band intensity increases linearly with concentration, even in the supersa­

turated region. No new Raman bands appeal' in the spectra in the range from 

200 to 1600 cm-1 for the supersaturated solutions. These two facts demonstrate 

that the z,incate solution does not form a polymeric ion in supersaturated solu­

tions, as previously suggested. 

Since we know that the rate of ZnO growth from a zincate solution is slow 

and that the zincate ion and its hydration do not change in the supersaturated 

state, the kinetics of zinc oxide nucleation from zincate ion must be slow. This is 

not surprising, since the ion is quite complex and (more importantly) in a stable 

tetrahedral configuration. This rigid methane-like structure tends to limit 

intramolecular rearrangement because of the spatial separation of the atoms. 

The overall reaction is complex, since the molecule must be broken into the 
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several solid and dissolved species: 

8.39 

The chemical reaction to form ZnO from zincate must certainly involve a number 

of elementary steps, anyone of which could be slow (e.g., reaction of the ion with 

hydroxide to form water and an energetic trivalent complex). Together, the high 

solubility and slow precipitation kinetics inhibit film formation from zincate ion 

and therefore permit large anodic currents. 

The effects of silicate as a solubility extender are not well understood. Its 

presence can retard the precipitation of ZnO from a supersaturated solution and 

has been used as a solubility extender in pilot alkaline zinc cells [H55-H57]. 

Raman spectra of distilled water, 30% KOH solution, 2% potassium silic~te-30% 

KOH solution, and a zincate-saturated 30% KOH 2o/o-potassium silicate solution 

are shown in Figure 8-53. An increasing level of scattering at wavenum bers less 

than 250 is present in all the spectra and is associated with the scattering from 

water. As mentioned above, the broad 275 cm-1 band apparent in all KOH­

containing spectra is associated with the presence of the hydroxide ion. No new 

Raman bands appear with the addition of silicate to the electrolyte in the spec­

tral region investigated. The dissolution of ZnO in the electrolyte gives rise to 

the appearance of the 425 and 470. cm-1 bands similar to the non-silicate­

containing solutions. This result shows that the tetrahedral zincate ion is still 

the major species present and that there is no change in its aqueous environment. 

We conclude that silicate suppresses the precipitation of zincate by an inhibition 
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of the (already slow) nucleation kinetics rather than by changing the thermo-

dynamics (i.e., structure) of the soluble species. 

8.7.3 Zinc Oxide and Hydroxide Reference Spectra 

Raman spectra of reagent-grade ZnO powder show a number of bands in the 

·200-800 cm-1 range (see Figure 8-54). Zinc oxide has a hexagonal structure, with 

C6y point group symmetry for the unit cell. Members of this symmetry group 

have six optically active Raman modes [H58]. The location of the powder peak 

and their vibrational assignments are given in Table 8-7. (Multiphonon assign-

ments were made by this author using first-order phonons reported in reference, 

H55.) The strongest vibration in the powder (by an order of magnitude) is the 

E2
2, located at 430 wavenumbers. Using gO mW of laser power, we observed 36gl 

counts/sec from this band. Assuming that the region from which scattered light 

is collected is limited by the collection optics and not limited by the penetration 

depth of the laser (we assumed a scattering depth of 33tl), we calculated that we 

o 

should be able to detect a 60 A-thick film of ZnO with a signal-to-noise ratio of 2 

(T detector = -200 C). 

Attempts to observe the Raman spectra of reagent-grade e-Zn(OH)2 (Alpha 

Products) proved unsuccessful. The compound inelastically scatters light pri-

marily by fluorescence. As expected for fluorescence from a colorless compound, 

the spectrum shows no structure [H5Qj. The x-ray diffraction pattern of the 

powder matches that of the JCPDS standards for e-Zn(OH)2 and is presented in 

Chapter 10. Hugot-Le Goff et ai. [H60j produced a material that they stated was 
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Zn(OHh (no allotrope given) by the reaction 

ZnCI2(aq) + 2 NaOH(aq) ;:: Zn(OHh(solid) + NaCI(aq) . 8.40 

The Raman spectrum of the compound displayed peaks at 385 and 3450 cm-I . 

The 385 wavenumber band was assigned to a Zn-O vibration, and the 3450 

wavenumber peak is undoubtedly an O-H stretch. Feitnecht [H61} reported that 

zinc hydroxide can form two stable allotropes in alkaline media. This fact could 

explain the difference between our results and those of Hugot-Le Goff. 

We made a compound by the above reaction. The precipitate is white and 

exhibits phonons at 385 and 3450 cm-I . However, the x-ray diffraction pattern of 

the material is not characteristic of the €, ",/, or f3 allotrope of Zn(OHh (see 
,. 

Chapter 10). The O-H stretch phonon should be observed in any incompletely 

dried or hydrated compound. It is therefore probable that the compound pro-" 

duced by the above reaction is not Zn(OHh. 

8.7.4 Potential-Sweep Oxidation of Zinc 

Initially, the Raman scattering results from the films that formed during 

active dissolution of zinc were confusing. Only "white" scattering [which we now 

attribute to the presence of €-Zn(OHh} was observed. The recent Raman study 

of Hugot-Le Goff et al. [H60} does not include results from anodically active sur-

faces. Spectra taken in air also exhibited fluorescence. However, after we rinsed 

the surface with distilled water, Raman bands wereobserved at 330(?), 430, 560, 

and 1080 wavenumbers (see Figure 8-55). While these same peaks are observed 
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in the powder spectra, the relative size of the 430 to 560 cm-1 bands have 

changed dramatically (by a factor of about 20). Corrosion films made by placing 

zinc (1100) and (1000) crystals in an oxygen- and zinc-saturated solution followed 

by rinsing display similar spectra to that shown in Figure 8-54. 

Despite the band-size discrepancy, x-ray diffraction data clearly show that 

the surface layer present after rinsing is composed primarily of ZnO (see Chapter 

10, X-Ray Results). X-ray diffraction is sensitive to long-range order while Raman 

spectra depend strongly on the local order of the molecular point group. Small 

changes in molecular bonding and/or doping can be observed in a Raman spec­

trum. Changes in intensity and location of the IR bands in ZnO (including both 

the El430 cm-1 and the A1(LO) 575 cm-1 modes) with particle size have been 

attributed to surface phonons [H62,H63j. A theory to predict these changes has 

been presented in the literature [H64j. 

To determine whether the apparent change in the 430/560 peak size· ratio 

could be attributed to crystal-size effects, we separated ZnO powder based on the 

p'article-settling velocity in a column of water. The spectra of all the separation 

fractions were similar, and therefore we reject crystal-size effects and surface pho­

nons as an explanation for the band-size discrepancy. 

Powers and Breiter [H50j stated that passive ZnO is black and attributed its 

color to an excess of zinc. Hugot-Le Goff et al. [H60] have shown that Raman 

spectra of a zinc metal surface thermally oxidized in air at 3800 C exhibits only a 

broad 560 cm-1 band after two days, but that after 18 days a strong 430 cm-1 

peak is observed. These authors have attributed the 560 cm-1 band to 



Chapter 8-Raman Spectroscopy 

multiphonon scattering and claim that evolution of the spectrum with increased 

oxidation time is due to improved "crystallinity and the diminution of ZnO 

structural defects." We believe that more information concerning the relation 

between ZnO structure and its corresponding Raman spectrum are needed before 

any further conclusions can be drawn about the chemical makeup of the ZnO 

layer. We conclude that the fluorescence of the surface in the active dissolution 

region indicates that the film is mostly f-Zn(OHh, which may either dehydrate 

or be dissolved when rinsed, leaving an underlayer of exposed ZnO. 

The active-to-passive transition is unmistakable in the voltammetry of the 

system (Figure 8-56). During an anodic potential sweep at 1 m V /sec, the current 

initially increases slowly at potentials slightly positive of the reversible values 

(Eo= -1.38 V vs Hg/HgO). From -1.3 to -1.15 V, the current increases linearly 

with potential. Beyond this value, the rate of increase in the current decreases, 

At around -1.02 V the current reaches a maximum value (28 mA/cm2), beyond 

which the current falls abruptly to almost zero. Further increases in potential 

from -1.0 to -0.95 V cause a significant increase in current (to about 6 mA/cm2), 

but even at voltages as high as -0.4 V the current never exceeds 6.5 mA/cm2, 

Raman spectra were taken that correspond to the voltammetry shown in 

Figure 8-55. The exposure time for each spectrum was 100 seconds and therefore 

represent and average over a 100 m V range. The fluorescence discussed above is 

observed at potentials from -1.4 to -0.95 V and increases with increasing potential 

(Figure 8-57). Since the amount of white background scattering levels off at 

higher potentials (-1.2 to -1.0 V), it appears that its intensity is more closely 
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related to current than to total charge passed (cf. Figure 8-56). If the film is 

f-Zn(ORh, as we have proposed, then this result would suggest that the current 

in the active region is controlled by the rate of dissolution of the zinc hydroxide 

film and the diffusion of hydroxide through the film to the metal surface, rather 

than by the rate of film growth. Also, most of the charge ends up as products in 

the electrolyte and not in the film. In a pseudo-steady state of the slow potential 

sweep, the rate of removal of the flocculent Zn(OH)2 layer balances its rate of 

growth. Increases in potential cause higher m loss in the film (with a slightly 

increased oxidation rate). 

At potentials above the active/passive transition, the level of background 

scattering decreases and is accompanied by the appearance of a Raman band cen­

tered at 560 cm-1 (Figures 8-58A and 8-58B). The decreased background scatter­

ing occurs over a fairly large potential range (-1.05 to -0.85 V). This finding indi­

cates that beyond the transition potential, the rate of hydroxide formation is 

~iminished and the layer is slowly dissolved. At even higher potentials (E > 

-0.85 V), the 560 cm-1 band increases in size. McKubre and MacDonald IR5!] 

consider type I (hydroxide) film formation to be a prerequisite for passivation by 

the type II (ZnO) film. We suggest that the ZnO layer forms at the metal/film 

interface and grows outward towards the electrolyte. The active/passive transi­

tion is induced when the supply of hydroxide to the surface becomes limited so 

that the less-favored product, ZnO, is formed. Once a ZnO layer is produced 

(most likely formed by a solid-state mechanism), the surface becomes electrically 

insulated, and current is effectively shut off. 
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If potential control is released from a passivated surface, the ZnO _band 

disappears rapidly (Figure 8-58). This demonstrates that, like the zinc hydroxide 

film, the rate of ZnO growth is matched by its rate of dissolution. Within 10 

seconds the potential assumes its equilibrium value. The time for the ZnO film 

to dissolve is slightly longer (about 50 seconds, Figure 8-59). 

To further test some of these ideas, a slower potential-sweep/Raman experi-

ment was performed (0.25 m V /sec, 400 sec/scan exposure). Once the potential 

reached its peak anodic value (-0.7 V), it was held there (for 4000 seconds) before 

a cathodic sweep was begun. The Raman results (shown in Figure 8-60) are simi-

lar to the 1 m V /sec results, with a rising background-scattering level with 

increasing potential in the active regime. Near the active/passive transition 
, 

Raman peaks. appear at 560 cm-I , and later at 430 cm-I • The spectra do not 

change noticeably during the constant-potential phase of the experiment. These 

results are different from those of Hugot-Le Goff et al. [H60] , whose potential-

step/Raman measurement showed a decrease in the 430 cm-I peak size with 

increasing potential. It remains unclear whether the potential or the oxidation 

time more strongly influences the appearance of this peak, since Hugot-Le Goff et 

al. said that the 430 cm-I band slowly evolves at high anodic potentials and at 

long times. 

During the cathodic sweep the spectra are unchanged down to -1.25 V (Fig-

ure 8-61), whereupon the intensity of both peaks and the overall background-

scattering level decrease. At -1.35 V, no Raman scattering is observed (when 

corrections for scattering from the electrolyte are made). This finding is also 
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contrary to earlier reports [H60] , in which a noisy spectrum at potentials slightly 

cathodic of the equilibrium value was said to show the 560 cm-1 peak. 

Section 8.8: Conclusions 

Raman spectroscopy is useful for interfacial studies in aqueous media and is 

a valuable in situ technique for the study of the formation and transformation of 

anodic silver, copper, and zinc films fOl'med in alkaline media. In IR spectroscopy 

the vast majority of the incident and reflected energy is absorbed by the electro­

lyte. The small shift in wavelength associated with the interaction of tight with a 

vibrational phonon allows Raman spectl'oscopy to be performed totally at visible 

frequencies and therefore without losses due to absorption. A review of the opti­

cal principles of Raman spectroscopy has been used to guide our design of the 

Raman/ electrochemical instrument and to understand our measurements. Details 

of instrument design, calibration, and performance have been discussed. 

Silver surfaces roughened by repetitive oxidation/reduction cycles exhibit 

surface-enhanced Raman scattering (SERS). Large levels of SERS from water on 

a silver surface at noble potentials (i.e., free of oxide) is observed. This "back­

ground" scattering is greatly diminished when a AgO film is formed. However, we 

found no SERS evidence to support the idea that oxygen and OH- are initially 

adsorbed on a roughened silver surface during the early stages of oxidation. 

Strong illumination causes the photoelectrochemical transformation of Ag20 

to AgO at potentials where the monovalent oxide is known to form. Time­

dependent photoind uced experiments demonstrate that the Ag20 / AgO 



Chapter 8-Raman Spectroscopy 300 

transformation occurs over 15 seconds and is not a strong function of illumina­

tion at the power density we used. 'Ve were unable to observe a threshold illumi­

nation energy for the process, due to the small signal-to-noise ratio of the data. 

We have shown that, at potentials well below the equilibrium value for the dark 

reaction, photoelectrochemically produced AgO is not reduced to Ag20 when 

illumination is terminated. This photochemically produced film is chemically or 

structurally different from electrochemically produced AgO in that its reduction 

occurs preferentially via a soluble monovalent intermediate. 

Reference spectra of CuO, CU20, and CU(OH)2 have been presented. We 

have demonstrated that these materials are either stable under laser illumination 

(CuO and CU20), or that the thermal decomposition of the film is negligible in 

the presence of an aqueous solution and a metal electrode [Cu{OH)21. However, 

the transformation' of oxidic layers on copper is influenced by illumination. The 

process is electrochemical rather than thermal in nature. 

At sufficiently slow sweep rates, the formation of cuprous oxide is observed 

at potentials coincident with the monovalent voltammetric oxidatioll, peak. At 

higher sweep rates the appearance of the CU20 Raman signal is slightly delayed. 

These results demonstrate a concurrent dissolution process that contributes to 

the voltammetric current and occurs along with CU20 film formation (see also 

Chapter 9). Potential-step/Raman measurements show that the film growth is 

parabolic, indicative of a diffusion-controlled process. For higher potential steps, 

the film growth is linear. Undel' these conditions, Cu(OH)2 initially forms very 

rapidly on a cuprous-oxide-free surface, and is correlated with the initial high 



Chapter 8-Raman Spectroscopy 301 

,. 

current density. Later, the rate of Cu(OHh growth is greatly diminished as the 

cuprous oxide layer forms. The appearance of the CU20 film decreases the rate 

of generation of divalent copper despite the fact that the film is porous. 

Cu(OHh, rather than the more thermodynamically preferred CuO, forms at 

potentials coincident with the voltammetric divalent oxidation peak (A2). This 

finding should be contrasted with the results of Hamilton et al [H26], who did not 

observe the formation of the hydroxide in pH 13 solutions. The kinetics of 

hydroxide formation is favored at higher pH. A large level of white background 

scattering accompanies the appearance of the hydroxide peak indicating that the 

film is initially composed of a large number of very small particles. The intensity 

of the hydroxide band is constant at potentials anodic of the A2 peak and 

demonstrates that the film does not decompose to CuO over th~, periods of time' 

of our experiments. The reduction of Cu( OHh occurs at increasingly anodic 

potentials with decreasing sweep rate. In all cases the film is reduced at poten-

tials anodic of the major .,cathodic reduction peak. The differences between the 

reduction potential indicated by the Raman results (Le., under illumination) and 

that by voltammetry are attributed to a photoenhanced conductivity of the 

cuprous oxide base layer. 

At potentials above the A2 peak, the compact underlayer of cuprous oxide is 

transformed to CuO. The thermodynamic potential for this reaction is shifted 

anodically under illumination, since CuO is reduced to CU20 at potentials 300 

m V anodic of the dark divalent formation reaction. The rate of transformation 

depends more strongly on the driving potential than on the time for the process 
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to occur. 

Reduction of CUzO to copper metal is influenced by illumination. Under 

strong illumination the oxide is reduced at potentials anodic of the thermo­

dynamic potential. In the dark, the reduction of the film occurs at large overpo­

tentials. The p-type semi conductive oxide acts as a Schottky barrier (i.e., like a 

diode). Illumination generates charge carriers which minimize the resistance of 

the layer and allow for its reduction at a more reversible potential. \Ve have 

shown that the effectiveness of the barrier layer decreases with increasing pH. 

The rate of CuzO reduction is not a strong function of potential and is controlled 

by both an electron transfer and diffusion process. The presence of the cuprous 

oxide film is responsible for the large irreversibility of the system. 

A broad band observed at 550 cm-1 and found near oxygen evolution was 

previously interpreted as being due to the presence of a hydrated or polymeric 

form of Cu(OH)z. Our results clearly show the formation of Cu(OH)z near its 

thermodynamic potential. Miller's ring/disk experiments demonstrated the 

existence of a trivalent soluble species in this potential range [H39]. We believe 

that the appearance of this band is due to the formation of a trivalent copper 

surface species (possibly CUzOs) via the solid-state transformation of CuO. 

Electrochemically generated soluble copper compounds are blue and establish 

(depending on concentration) an open-circuit potential near 50 m V vs Hg/HgO in 

1M KOH. Identification of the soluble species valancy and reduction potential is 

inconclusive. We were unable to correlate the voltammetry of the solution to that 
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of bulk metal because both reduction waves are complicated. The Raman spec-

trum of the solution shows a single vibrational band at 1125 cm-I . This could 

indicate that the soluble species is a linear CU02-2 molecule, but more informa-

tion is needed. 

The Raman spectra of sub- and supersaturated zinc solutions in alkaline 

media exhibit vibrational peaks at 425 cm-1 (depolarized) and 470 cm-I (polar-

ized). The intensities of these bands increase linearly with concentration. The 

broad peak near 275 cm-1 is associated with the presence of hydroxide. A careful 

subtraction of a spectrum of a zinc-free KOH solution from the spectrum of a 

zincate solution shows that, contrary to earlier reports, no zinc vibrational bands 

are observed in this spectral range. The major soluble zinc species at all concen-

trations is the t,etrahedral Zn( OH)4-2 ion. The ion does not polY)llerize or form 

.' 
polynuclear aggregates at higher concent.rations. Solutions containing silicate 

show no new Raman bands, and therefore the Zn(OH)4-2 environment is not radi-

cally altered by the presence of silicate. Both of these facts suggest that the rela-

tive'stability of the supersaturated solution is due to the slow kinetics of ZnO 

nucleation, with silicate further hindering the process. 

A reference spectrum of ZnO powder has been presented along with the 

assignment of the peaks observed. Attempts to observe the Raman spectrum of 

€-Zn( OHh were unsuccessful because of a large amount of fluorescence. The reac-

tion of ZnCl2 and KOH does not yield Zn(OHh, as previously suggested [H60j. 

The conclusions of these authors, that Zn(OHh is not present in the anodic films, 

disagree with the present findings. 
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The spectrum of anodically polarized active zinc is featureless, displaying a 

large amount of fluorescence. We attribute this observation to the formation of a 

flocculent f-Zn(OH)2 film. The level of scattering does not increase with the 

total charge passed and appears to be proportional to the current. This finding 

suggests that the current of an active electrode is controlled by the rate of disso­

lution of the Zn(OHh layer and the diffusion of hydroxide through the film. 

Most of the charge ends up as products in the electrolyte and not in the film. 

When an active surface is removed from the electrolyte and rinsed with dis­

tilled water, a surface layer of ZnO is formed. The relative peak sizes of the 

Raman spectrum of this ZnO film are different from those fof the powder. Some 

authors have said that the passive ZnO film is black due to the presence of excess 

zinc [H50, H60]. \Vhereas we have excluded the possibility that the differences in 

the relative peak size are associated with a crystal-size effect (i.e.! surface pho­

nons), more information concerning the relation between ZnO structure and its 

corresponding Raman spectrum is ~eeded before a definitive explanation can be 

found. 

Above the active/passive transition potential, the level of fluorescence 

decreases, and a Raman spectrum of ZnO is observed. The spectrum also exhi­

bits peak sizes different from the powder standard. The ZnO layer forms at the 

metal/film interface and grows outward towards the electrolyte. The 

active/passive transition is induced by the limited supply of hydroxide to the sur­

face. Once formed, the electrically insulating ZnO film effectively shuts off the 

current. The smaller passive current does not generate enough zincate to 
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compensate for the rate of dissolution of Zn(OHh. The hydroxide layer is there­

fore removed. As was the case of the Zn(OH)2 layer, the rate of ZnO film growth 

is matched by its rate of dissolution. The removal of potential control from a 

passive film causes the rapid dissolution of the ZnO layer. During a cathodic 

sweep, the film is observed down to -1.35 V and is not present at potentials 

w here cathodic current is passed. 
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FIGURE CAPTIONS FOR CHAPTER 8 

Figure 8-1. Schematic of the geometry for Raman scattering. Dipole (polarized 

in x direction) located at center of coordinate system. Incident beam 

propagates in z direction. 

Figure 8-2. Schematic of the polarization of a molecule as a function of 

intramolecular position and its corresponding Q coordinate depen­

dence. 

Figure 8-3. Determination of IR and Raman activity of a CO2-type molecule by 

variation in the polarization and dipole-moment derivative at equili­

brium. 

Figure 8-4. Schematic showing induced polarization (in the x direction) of a non­

depolarizing molecule producing Raman scattered light polarized in 

the x direction. 

Figure 8-5. Photograph of Raman spectroscopy instrument used in this study. 

Figure 8-6. Photograph of Raman spectroscopy electrochemical cell. 

Figure 8-7. Photograph of apparatus used to study Raman spectroscopy of 

liquids. 

Figure 8-8. Transmittance of optical filters used with the 488 nm Ar-ion laser 

line. 
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Figure 8-:9. A) Background "dark" detector counts of the optical multichannel 

anaylzer (OMA) as a function of temperature for 1 sec exposures. B) 

Background "dark" counts as a function of exposure time for several 

different temperatures. Zero second intercept of all curves is 180 

counts. 

Figure 8-10. Log-linear plot of "dark" detector counts vs detector temperature, 

corrected for 180 readout counts. 

Figure 8-11. Calculated signal-to-noise ratio vs integration time for several detec­

tor tem.perat ures. 

Figure 8-12. Plasma line spectrum of the Ar-ion laser vs apparent wavenumber 

shift with respect to 488 urn. 

Figure 8-13. A) Rotation-vibration spectrum of oxygen; 15 min exposure, gO 

mW power. B) Detail of the stokes and anti-Stokes rotational transi­

tions. 

Figure 8-14. A) Voltammetry of Ag in 1M KOH at 10 mY/sec. B) Integrated 

intensity of the 430 cm-1 peak vs potential corresponding to the vol­

tammetry in A). 

Figure 8-15. Raman spectra of silver in 1M KOH during a 10 mY/sec potential­

sweep experiment at selected potentials during the anodic sweep. a) 

350 mY, b) 450 mV, c) 550 mV , d) 650 mY. 
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Figure 8-16. 1 mV /sec voltammetry of silver in 1M KOH. Maximum potential 

during anodic sweep is 400 m V (Le., prior to divalent oxide formation 

in dark). 

Figure 8-17 Raman spectra of silver in 1M KOH at several potentials during the 

anodic portion of aim V /sec potential-sweep experiment. Both the 

430 and 485 cm-1 bands are evident. a) 312.5 mY, b) 337.5 mY, c) 

367.5 mY, d) 387.5 mY, e) 387.5 mV (cathodic sweep). 

Figure 8-18. Comparison of SERS spectra of silver in 1M KOH at several 

different potentials. Curves are offset to allow readability. a) -0.8 V, 

b) -0.2 V, c) 0.2 V. 

Fi"gure 8-19. Spectra of silver in 1M KOB at various times after laser is turned 

on at time zero. L~er power 60 m \V. Surface oxidized in dark at 10 

m V /sec and held at 500 ni V prior to illumination. a) 24 sec, b) 20 sec, 

c) 16 sec, d) 12 sec, e) 8 sec, f) 4 sec. 

Figure 8-20. Integrated 430 cm-1 wavenumber peak vs time for surface oxidized 

as in Figure 8-19, A) 60 mW, B) 90 mW. 

Figure 8-21. A) Integrated 430 cm-1 peak vs time, as described in B). B) 

Raman spectra of Ag for various times after illumination in 1M KOH. 

Film was formed by oxidizing the surface under illumination by first 

increasing potential at 10 mY/sec to 500 mV and then reversing the 
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sweep direction to 250 mY. The potential was held at this value. 

Total laser power 90 m W. a) 4 sec, b) 8 sec, c) 12 sec. 

Figure 8-22. Raman spectrum of CU20 powder. Laser power 40 mW. Exposure 

time 5 min. 

Figure 8-23. Raman spectrum of CuO powder. Laser power 90 m W. Exposure 

time 45 min. 

Figure 8-24. Raman spectrum of Cu(OHh powder. Laser power 40 mW. Exp~ 

sure time 5 min. 

Figure 8-25. Integrated intensity of the 488 cm-1 peak of Cu(OH)2 powder in air 

as a function of time. Laser power 90 m W. 

Figure 8-26. A) Integrated intensity of the 488 cm-1 peak of CU(OH)2 powder in 

1M KOH as a function of time. Laser power 90 mW. B) Integrated 

intensity of the 488 cm-1 pe~k of a Cu surface with a Cu( OHh surface 

film in 1M KOH. Laser power 90 m W. 

Figure 8-27 A) 10 m V /sec cyclic voltammogram of Cu in 1M KOH. B) 

Integrated Raman peak intensities corresponding to voltammetry 

shown in A) .• : CU20 633-1 peak intensity during anodic sweep. 0: 

Cu(OHh 488 cm-1 peak intensity during anodic sweep. 0 

CU20 633-1 peak intensity during cathodic sweep. 0 

Cu(OH)z 488 cm-1 peak intensity during cathodic sweep. 
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Figure 8-28. Raman spectra of Cu during the anodic sweep of a 10 m V /sec 

potential-sweep experiment. Spectra shown are an average of five 10-

sec exposures taken at the average potential shown during repeated 

cycles. 

Figure 8-29. Raman spectra of Cu during the cathodic sweep of a 10 m V /sec 

potential-sweep experiment. Spectra shown are an average of five 10-

sec exposures taken at the average potential shown during repeated 

cycles. 

Figure 8-30. Integrated intensity of 300 cm-1 peak versus potential during a 10 

mV /sec experiment on Cu in 1M KOH. 0: anodic sweep. 0: 

cathodic sweep. 

Figure 8-31. Integrated intensity of Cu20 (0) and Cu(OHh (0) during a 

potential-sweep /potentiostatic experiment. 

Figure 8-32. Raman spectra of Cu in 1M KOH at selected potentials using the 

potential program shown in Figure 8-31. A) Constant potential (0.6 

V) held for a) 0 sec, b) 50 sec, c) 100 sec. B) Cathodic sweep a) 350 

mY, b) 150 mY, c) -50 mY. 

Figure 8-33. A) Cyclic voltammetry of Cu in 6M KOH at 1m V /sec. B) 

Integrated peak intensities corresponding to voltammetry in A). .: 

CU20 633 cm-1 peak, anodic sweep. 0: Cu(OHh 488 cm-1 peak, 
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anodic sweep. 0: CU20 633 cm-1 peak, cathodic sweep. 0 

Cu(OHh 488 cm-1 peak, cathodic sweep. 

Figure 8-34. Raman spectrum of Cu in 1M KOH at -350 m V during aIm V /sec 

potential-sweep experiment in 6M KOH. 

Figure 8-35. Raman spectrum of Cu in 1M KOH at selected potentials during a 

1 m V /sec potential-sweep experiment in 6M KOH. A) Anodic sweep: 

a) -50 mY, b) 150 mY, c) 350 mY, d) 550 mY. B) Cathodic sweep: a) 

-450 mY, b) -250 mY, c) -50 mY, d) 150 mY, e) 350 mY. 

Figure 8-36. Raman spectrum of Cu in 1M KOH at selected potentials· during 

the cathodic sweep of a 1 mV /sec potential-sweep experiment in 6M 

KOH. a) -450 mV , b) -550 mY, c) -650 mY, d) -750 mY, e) -850 mY. 

Figure 8-37. A) Cyclic voltammogram of Cu in 1M KOH during aIm V /sec 

potential sweep. B) Integrated peak intensities vs potential 

corresponding to voltammetry shown in A). .: anodic sweep, CUzO 

peak; 0: anodic sweep, CU(OH)2 peak; 0: cathodic sweep, CU20 

peak; 0: cathodic sweep, Cu(OH)2 peak. 

Figure 8-38. Raman spectra of Cu in 1M KOH at selected potentials during a 0.5 

mV /sec anodic sweep. 

Figure 8-39. Raman spectra of Cu in 1M KOH during a 0.5 mV /sec potential­

sweep experiment at selected potentials. A) anodic sweep, B) cathodic 

I 
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sweep. 

Figure 8-40. Raman spectra of C.U in 1M KOH during a 0.5 m V /sec potential­

sweep experiment at 450 and 650 m V. 

Figure 8-41. Raman spectra of Cu in 1M KOH during a 1mV /sec potential­

sweep experiment. Maximum anodic potential -200 mY. 

Figure 8-42. Integrated CU20 633 cm-1 peak of data shown in Figure 8-41. 

Figure 8-43. Current, potential, and 633 cm-1 Raman peak intensity versus time 

in 1M KOH. Area of illumination was moved during the poten~ostatic 

portion of the experiment' in both A) and B). 

Figure 8-44. Integrated 633 cm-1 CU20 peak intensity vs square root time after a 

potential step from -600 to -300 m V vs Hg/HgO in 1M KOH. 

Figure 8-45. A) Current vs time after a potential-step change from -600 to -150 

mV of Cu in 1M KOH. B) Corresponding Raman spectra vs time. 

Figure 8-46. Integrated Raman peak intensity for experiment shown in Figure 8-

45. A) CU(OH)2' B) CU20. 

Figure 8-47. Potential-sweep voltammetry of dissolved copper species on Pt 

formed during cyclic voltammetry in 6M KOH. 

Figure 8-48. Raman spectra of dissolved copper species formed during cyclic vol-
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tammetry in 6M KOH. gO m W power, 15 min exposure. 

Figure 8-49. Raman spectra of a) distilled water, b) 30% KOH, and c) 48% 

KOH solutions. 

Figure 8-50. Raman spectra of a saturated zincate solution in 30% KOH. Spec-

tra shown have been corrected for the Raman scattering associated 

with a 30% KOH solution. 425 and 470 cm-1 band envelopes are 

shown. 

Figure 8-51. Raman spectra of zincate solution at several concentrations in 30% 
o 

KOH. a) 8%, b) 6%, c) 4%, d) 2%, e) 1%, f) 0.5%. 

Figure 8-52. Integrated Raman peak intensities of zincate solutions vs concentra-

tion. 

Figure 8-53. Raman spectra of distilled water and various KOH, silicate, and 

ZnO-containing solutions. Curves are offset to improve their readabil-

ity. 

Figure 8-54. Raman spectrum of ZnO powder. gO m W, 5 min exposure. 

Figure 8-55. Raman spectra of zinc surface oxidized in 1M KOH at -0.8 V for 

100 seconds. Surface was rinsed with distilled water and spectra were 

taken in air. 

Figure 8-56. Voltammetry of Zn in 1M KOH during a 1 mY/sec potential sweep. 
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Figure 8-S7. Raman spectra of Zn in 1M KOH at selected potentials correspond­

ing to voltammetry data shown in Figure 8-S6. 

Figure 8-S8. Raman spectra of Zn in 1M KOH at selected potentials correspond­

ing to voltammetry data shown in Figure 8-S6. Exposure time 100 

sec/scan, gO mW. Spectra are offset to allow readability. 

Figure 8-S9. Raman spectra of Zn anodized as in Figure 8-S6 and then set to 

open circuit. Exposure time 100 sec/scan, gO mW. a) E= -0.4 V, b) 

open circuit for 100 seconds, c) open circuit for 200 seconds. 

Figure 8-60. Raman spectra of Zll in 1M KOH vs potential/time. Exposure time 

400 sec/scan, gO mW. 

Figure 8-61. Raman spectra of Zn in 1M KOH at selected potentials during 

cathodic potential sweep: a) -LOS V, b) -LIS V, c) -1.2S V. 
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TABLE 8.1 

APPARENT DISPLACEMENT OF PLASMA 
LINES OF THE ARGON ION LASER 

WAVELENGTH IN DISPLACEIv1ENT DISPLACEIv1ENT RELATIVE 
AIR (nm) VS. 488 ( em-I) VS. 514.5 (em-I) INTENSITY 

488.86 37 - 1019 0.108 

490.44 103 - 954 0.073 

493.28 220 -836 0.554 

494.28 261 -795 0.012 

496.51 352 -704 0.639 

497.20 380 -676 0.325 

500.89 528 -528 1.000 

501.72 561 -495 0.400 

506.19 737 -319 0.952 

514.15 1043 -13.2 0.033 

514.52 1057 o ., 0.114 

516.57 1134 77 0.025 

517.64 1174 117 0.031 

521.69 1324 267 0.010 

528.70 1578 521 0.090 

555.90 2503 1446 0.012 

560.70 2657 1600 0.014 

565.07 2795 1738 0.010 

588.87 3510 2453 0.013 

591.24 3578 2521 0.023 

XBL 897-2625 
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TABLE 8.2 

CHARACTERISTICS OF THE 
HR-320 MONOCHROMETER 

HOLOGRAPHIC SPECTRAL DISPERSION RESOLUTION 
GRATING RANGE 

~OO grove/mm 0-2.4Jlm 50 A /mm 0.8 A (3.36 em -I) 

1200 grove/mm 0-1.2Jlm 25 A /mm 0.4 A (1.67 em -I) 

2400 grove/mm 0-0.6Jlm 12.5 A /mm 0.2 A (0.84 em-I) 

XBL 897-2632 



385 

TABLE 8.3 

TRANSMISSION CHARACTERISTICS 
OF OMEGA OPTICAL FILTERS 

FILTER A BAND (nm) l/ band (em-I) 

488 LINE FILTERS 

498/10 493-504 207-650 , 

501/12 495-507 290-767 

504/15 496.5-511.5 351-941 

505/10 500-510 ,491-884 

512/20 502-522 572-1335 

522/30 507-537 767-1870 

514.5 LINE FILTERS 

525/10 520-530 206-568 

530/15 522.5-537.5 298-831 

544/30 529-559 533-1547 

575/50 550-600 1255-2770 

575/60 545-605 1087-2907 

605/90 560-650 1579-4051 

XBL 897-2633 
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TABLE 8.4 

TE~1PERATURE DEPEl\.TJ)ENT BACKGROUND 
OF THE PAR 1463 DETECTOR 

DETECTOR BACKGROUND MAXIMUM 
TEMPERATURE (C) COUNTS (sec-I) INTEGRATION TIME 

20 37gB 4.16 SEC 

10 1550 10.21 SEC 

0 57B 27.4 SEC 

-10 226 1.17 MIN 

-20 77.3 3.41 MIN 

-30 28.6 9.21 MIN 

-40 12t 22.0 MINt 

t estimate 
XBL 897-2626 
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TABLE 8.5 

RM1AN PEAKS OF CO~1PRESSED PO\VDER STANDARDS 

CO~1POUND R.AMAN PEAK (cm -1) 

CU20 297,411,492,G33 t,78G 

Cu(OHh 292,450,488 t 

CuO 250,300,347,G35 

t indicated the strongest Raman peak for the compound 

XBL 899-3271 
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TABLE 8.6 

SINGLE CRYSTAL PHONONS OF Cu20 

AND ASSIGNMENT OF POWDER RAMAN PEAKS 

SINGLE en) S rAL ASSOClATED POWDER 
WA VEl\TUMBER (em -1 ) PHONON(S) WAVENUI\1BERjcm- I) 

100 r 2£, -

110 ri2 -

146 rl~l(TO) -

150 riJl(LO) -

176 (T=15 K) riJl(LO.TO) -

'.' 
307 ri 297 

407 r:ib + ri 411 

483 rl~l(LO.TO) + r 2- 492 

514 r2t -

634 rl~l(TO) 633 

665 rl~l(LO) 

779 rl~l(TO) + rl~l(TO) 786 

XBL 899-3272 
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TABLE 8.7 

SINGLE CRYSTAL PHONONS OF ZnO 

AND ASSIGNMENT OF POWDER RAMAN PEAKS 

SINGLE CRy S l'AL. 
WAVENUMBER (em-I) 

ASSOCIATED 
PHONON(S) 

POWDER 
WAVENUMBER (em-I) 

gg E~l -

281 A1(TO)-Ez
1 . 280 

330 E~Z_~l 330 

380 A1(TO) 380 

405 E1(TO) 405 

430 Ez~ 430 

530 E2~+E21 530 

575 A1(LO) 560 

592 E1(LO) -

XBL 899-3273 



391 

CHAPTERg 

OBSERVATIONS OF THE ANODIZATION OF METALS 

USING SPECTROSCOPIC ELLIPSOMETRY 

Section g.l: Introduction 

Ellipsometry is a technique for the the measurement of the change in state 

of polarization of light upon reflection from an interface. Two parameters are 

measured: the relative phase change (A) and amplitude change (tan[w] ) of the s-

and p-components upon reflection. These measured quantities are related to the 

(complex) refractive index of the substrate, and to the optical properties, thick-

ness, and structure of any film on the surface. Small differences in phase can 

c 

easily be measured ~y ellipsometry, and therefore this technique can be extremely 

sensitive (e.g., fractional monolayer changes in coverage can be observed). Addi-

tional information about the interface can be obtained by varying the wavelength 

or the angle of incidence (Le., by varying the optical path length in the film). 

Because most aqueous solutions are transparent to visible light, ellipsometry, like 

Raman spectroscopy and elastic light scattering, is a useful in situ technique for 

electrochemical interfaces. 

One of the advantages of spectroscopic ellipsometry over monochromatic 

measurements is that characteristic spectral features (such as absorption peaks) 

can be detected. Furthermore, a single scan ideally represents many measure-

ments of the same surface morphology whose physical characteristics are indepen-
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dent of the light probe's wavelength. Since the dimensionless optical-path length 

is inversely proportional to wavelength, measurements of the dimensions of the 

surface layer relative to the incident wavelength are made. One scan is 

equivalent to many simultaneous independent measurements, allowing a greater 

certainty in the data interpretation and a larger number of unknown parameters 

to be determined. 

Theoretical aspects of ellipsometry have been covered by several authors 

(see, for example, References 11-13), as have derivations of electromagnetic theory 

on which the classical theory of ellipsometery is based [14-17]. 

The instrument used in this study has been described in detail before [18-110] 

and will be discussed only, briefly. The polarizer-compensator-analyzer 

configuration of optical components was used. White light from a 75-watt xenon 

lamp is passed through a continuously variable interference filter positioned 

between a Glan-Thompson polarizer and the light source. Monochromati-c light 

with a bandwidth 9f 10 nm is obtained in the 370 to 730 nm range. After being 

linearly polarized, the light enters a Faraday cell, where the plane of polarization 

can be rotated rapidly while the linear polarization state is maintained. Calibra­

tion of the rotation with current allows the instrument to be operated in a self­

nulling spectral-scanning mode. A quarter-wave Fresnel-Rhomb achromatic com­

pensator is used, which, along with the polarizer/Faraday-cell components, pro­

duces all possible states of elliptical polarization. If light strikes the surface with 

the proper degree of elliptical polarization, the reflected light will be linearly 

polarized. Another polarizer and Faraday cell-combination (referred to as the 
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analyzer) extinguishes the beam by having the resultant transmission azimuth 

orthogonal to that of the reflected beam. The intensity of the beam is detected 

by a photomultiplier tube. The polarizer and analyzer Faraday cells are modu-

lated in quadrature, generating two error signals used to obtain the "null set-

ting." Measurements of ~ and Ware derived from the mechanical azimuth set-

tings of the polarizers and the level of current in the Faraday cells. The self-

nulling feature allows rapid changes in the surface optical properties to be fol-

lowed. (One spectral scan requires only about 3.5 seconds to complete.) Typi-

cally, measurements of ~, W, time, current, and potential are collected during an 

experiment. 

Since one is generally more interested in the structure of a film (e.g., film 

,thickness and coverage) than its effect on· light reflected from the surface, ellip-

sometric observations of physical parameters are inherently indirect. Quantitative 

analysis is possible by using a suitable model to interpret the results. Multiple-

layer film models have been used before to interpret ellipsometric spectra [IlO-Il2] 

and were employed in this study as well. To derive physical parameters, the 

model must be fitted to the observed spectrum. To do this, an error function a is 

used that specifies the quality of the fit for a given set of parameters: 

N 
E (~m-~p)2-2(Wm-Wp)2 9.1 

n=O 

In equation 9.1, a is the error (in degrees) between the observed and measured 

spectra, aI' ~, .... are the values of the model parameters of the trial fit, N is the 
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number of data points in the spectrum being fit by the model, .6.m and .6.p are 

the measured and model-predicted .6. values, and '11m and 'lip are the measured 

and model-predicted 'II values. The factor of two accounts for the greater sensi­

tivity in the measurements of 'II (due to its definition and relation to the meas­

ured analyzer azimuth). 

All models were fitted to the observed spectra using a Simplex optimization 

algorithm. This technique determines the value of the error function (j at several 

different combinations pf parametric values. These sets of test-parameter combi­

nations (refered to as points of the Simplex) are ranked in order of decreasing 

corresp~nding error function. The location of the average of the "Simplex" 

parameter values (called the "centrex") is then determined. Next, the value of 

the error function is found at a point location by projecting a multidimensional 

line an equal distance from the best Simplex point and through the centrex point. 

If this new point has a corresponding error function less than that of the worst 

Simplex point, it replaces the worst Simplex point. However, if this is not the 

case, the Simplex undergoes a contraction; all parametric values are contracted 

towards the center point. Clearly, this type of routine is inherently stable and 

therefore useful when one is interested in optimizing highly nonlinear equations. 

The commonly used Newton-Raphson technique determines the (multidimen­

sional) slope and (in our case) the derivative of the slope of the error function at 

a point and then attempts to determine the location of the minimum error by 

projecting the tangent to the error-function derivative curve to its zero value. 

While this technique can be fast, it works poorly for highly nonlinear equations 
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where the curvature changes rapidly over the multidimensional surface. On the 

other hand, a Simplex algorithm can become slow as the solution is approached. 

Therefore, the combined use of the Simplex technique with a faster linear optimi~ 

zation method may be helpful in reducing computation times. 

All of our theoretical models use the results obtained by Drude [1l3] for the 

reflection from a flat layer of material placed between two semi-infinite media. 

The (complex) reflection coefficient of the surface r v (where v signifies either s- or 

p-polarization) is given by 

9.2 

In equation 9.2, rOl,v is the reflection coefficient of the solution/film interface, and 

r12,v is the reflection coefficient of the metal/film interface (0 refers to the solu-

tion, 1 to the film, and 2 to the substrate). The (complex) phase delay is given by 

~ T ~ 
D = 47r( T )nfcos( <l>r) • 9.3 

In equation 9.3, T is the film thickness and A is the wavelength of light in 

vacuum. With 0, f, and s referring to the ambient, film, and substrate, the 

Fresnel reflection coefficients are calculated by [14-17] 

9.4 
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rOl s = , 
sin( ¢>o-~r) 

sin(¢>o+~f) 

sin(~r-~s) 

sin(~f+~s) 
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.9.5 

9.6 

9.7 

The propagation directions ~i used in the Drude equation are calculated from a 

complex form of Snell's law: 

9.8 

where no, nr, and ns are the refractive indices of the solution, film, and substrate, 

respectively. The substrate and solution refractive indices are determined experi-

mentally, leaving only the optical properties and thickness of the surface layer as 

unknowns. 

When one uses the "homogeneous-film" model, the optical properties of the 

layer are assumed to be uniform. Despite this limitation, the equations can be 

used in a modified form for films whose properties vary both normal and parallel 

to the surface. 

Simulations of a refractive index varying with position normal to the surface 

are performed by artificially dividing the inhomogeneous film into many thinner 

homogeneous layers. A functional form of the variation of film composition with 

position normal to the surface is often assumed and is used to predict the varia-

tion in optical properties. 
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Approximations of a composite material's optical properties are made using 

effective-media approximations (EMA). These include the Lorentz-Lorenz, 

Maxwell-Garnett [Il4], and Bruggeman [Il5] models. These approximations are 

used to calculate the dielectric constants of the mixture from the volume fraction 

of its. components OJ and can be expressed in a single form [Il6,Il7]: 

g.g 

In equation g.g, €, €k, and €j are the (complex) dielectric functions of the effective, 

host, and inclusion media, respectively. 

These models all assume that the inclusions are spherical and that only 

dipole interactions occur. They differ in what is considered the "host" medium . 

. The Lorentz-Lorenz EMA assumes that the host is a vacuum. The Maxwell-

Garnett EMA chooses one of the components of the mixture (generally the one 

with the largest volume fraction). The Bruggeman model avoids the ambiguity 

in choosing a host medium by replacing the host medium with the effective 

medium (Le., €k is replaced by € in equation g.g).~ Predicted dependencies of the 

refractive index on volume fraction have been presented by this author before 

[IlO]; they show that significant differences in the calculated extinction coefficient 

are obtained depending on which effective-medium approximation is chosen. 

Films that are discontinuous in the plane parallel to the surface ("island 

films") can be represente.d by the principle of coherent superposition of light. 

The general equation used for the coherent superposition of light in ellipsometry 
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IS 

9.10 

where f 1v and fzv are the (s- and p-component) reflection coefficients of the 

island/electrolyte and substrate/electrolyte interfaces, respectively, and n is the 

fractional coverage of the surface with islands. 

Combinations of the principal equations above (9.2, 9.9, and 9.10) allow one 

to predict the optical response from a large number of surface film structures. 

These include roughness layers, diffusion boundary layers, and homogeneous, 

porous, island, and multilayered films. Various optical models ·were used in an 

attempt to reproduce the observed time-dependent spectroscopic ellipsometry 

measurements. Many of these have been described before [IlO,I16j. However, 

only two optical models were found that reproduced our silver and copper oxide 

results. These were a single-film and a two-layer island-film model. 

In fitting the data to the single-film model, the refractive index was assumed 

to be independent of the film thickness, allowing the problem to be solved. The 

importance of the assumption can be understood if one calculates the number of 

uncorrelated parameters and the number of independent observations made. If N 

is the number of "independent" spectral observations made, there are 2N 

independent measurements per scan (one each for the D. and'll values). Let S be 

the number of spectra taken, each with a different film thickness, thereby gen-

. erating a total of 2NS independent measurements. This value should be com­

pared with the number of parameters used to fit the spectra. Without the 
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independent-thickness assumption, there are two optical constants at each 

wavelength for each scan and one (wavelength-independent) film thickness for 

each spectrum, for a total of 2NS+S parameters. Since this value will always be 

greater than the number of independent measurement (2NS), the problem is 

indeterminate. However, if we assume that the optical properties are indepen-

dent of thickness, then there are only 2N+S parameters. Since the number of 

measurements must always be greater than the number of unknowns, the prob-

lem will be determinate if 

S> 2N 
2N-l 

9.11 

Assuming that the measurements are independent at twice the bandwidth of the 

monochromator (20 nm), there will be 18 such measurements over the spectral 

range of our instrument. Using this value in equation 9.11, only two measure-

ments of different film thicknesses are required for the problem to be solvable 

(and there will be almost twice as many measurements as parameters). Typi-

cally, we measure 25 spectra of differing thicknesses. The ratio of the number of 
~ 

measurements to the number of parameters for such an experiment would be 

almost 15. 

When three-dimensional crystals form, the simple homogeneous-film model 

no longer accurately predicts the measured spectra. When this is the case, a 

two-layer island-film model, consisting of a homogeneous underlayer and a 

hydrated island overlayer, is used. The optical properties of the film are deter-

mined from the optical properties of the underlayer prior to the formation of the 
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island overlayer and are therefore not parameters. The island film represents the 

optical effects of isolated crystals by the coherent superposition of polarization 

states resulting from the reflection on the islands and between them. The free 

parameters of the model are the thickness of the underlayer (T 1); and the thick-

ness (T2), coverage (0), and hydration (0) of the crystaloverlayer. The Brugge-

man EMA is used to calculate the effective optical constants of the hydrated 

crystals since it is self-consistent (i.e., optical constants at 0% and 100% void 

fractions are correct). Theoretical predictions of the effects of an island-film size 

" 
distribution on the ellipsometer parameters have been discussed previously IIlO]. 

\\Thile this mo~el more accurately represents the true film morphology and 

predicts the observed spectra, the calculation is extremely time consuming 

- . 
because of the complex integration required inside the optimization routine. Since 

increased uncertainties are introduced when the statistical parameter is added, 

and because the average island-layer thickness is not greatly affected by the 

introduction of the complication, the simpler duplex-film (nonstatistical) model 

was chosen. 

Section Q.2: Anodic Oxidation of Silver 

Q.2.1 Introduction 

We have previously reported results on the anodic oxidation of silver in 1M 

KOH using spectroscopic ellipsometry [IlO,116]. The formation of an initial mono-

layer occurs rapidly, followed by the much slower growth of a compact multilayer 
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(referred to as the primary layer). Concurrent with the film-formation process is 

the diffusion of a soluble oxidized species into the electrolyte. The dissolved 

material accounts for most of the oxidized product generated at low overpoten­

tials. After the application of a potential step, the film obeys a parabolic growth 

law, indicative of a solid-state diffusion-controlled process. When the multilayer 

reaches a critical-thickness which occurs at a potential of about 290 m V vs 

Hg/HgO, a large number of small seed crystals are formed in the primary layer. 

During the initial stages of growth, the crystals (referred to as seconda,ry crystals) 

grow by the transfer of oxide material from the primary layer. Crystals that 

form earlier will tend to be larger. Because the solubility of crystals increases 

with decreasing size, (Gibbs-T~ompson equation), large crystals tend to act as 

sinks near smaller crystals, causing .the total number of crystals to decrease. 

Eventually, the crystals reach a size where size effects are no longer important. 

It is a general observation that the size of crystals formed via a 

dissolution/precipitation mechanism decreases with increasing potential. The 

grain size of electrodeposited metals shows a similar tend. Classical nucleation 

theory tells us that the size of a critical nucleus will decrease with increasing 

overpotential (see Chapter 4, Section 4). Once the size of the nucleus is larger 

than the critical size and surpasses the nucleation energy barrier, the center will 

grow as long as the driving force remains. These ideas suggest that one could 

form a large number of small growth sites by the application of a high overpoten­

tial and then allow growth at the sites at a lower potential. When potential con­

trol is released, the crystals will dissolve. The rate of dissolution should increase 
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with decreasing size because small crystals exhibit a surface concentration higher 

than the saturation concentration for "infinitely large" particles. 

Our modified dissolution/precipitation nucleation theory involves different 

steps for film growth following "nucleation pulses" than that of the classical 

model. The formation of a compact layer is required first. The primary layer 

may be too thin to undergo three-dimensional nucleation if the pulse duration is 

too short. Assuming that the properties of the Ag20 primary layer are not 

affected by the presence of the underlying silver substrate, its rate of dissolution 

. should be smaller than that of any nucleated crystals since its radius of curvature 

is la;rge. For these purposes, the surface can be viewed as an infinitely large 

Ag20 crystaL Under corrosion conditions, the primary layer should be relatively 

stable. The relaxation of the voltage to a "growth" potential will cause crystal 

growth only if (1) critical nuclei have been formed and (2) the potential 

corresponds (e.g., though the Nernst equation) to a value greater than the 

crystal's surface concentration (via the Gibbs-Thompson equation 4.19). 

The objectives of the silver ellipsometry work reported here were to (1) 

derive the wavelength-dependent optical properties of the primary layer, (2) 

examine the potential at which this layer can lead to nucleation, and the layer's 

role in three-dimensional nucleation, and (3) examine the growth stability of 

small secondary crystals. To do this, we performed a number of single and dou­

ble potential-step and/or sweep experiments that we felt would test some of the 

underlying ideas of our proposed growth mechanism and that of the classical 

dissolution/precipitation mechanism. 
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9.2.2 Slow Potential-Sweep Measurements 

In an attempt to accurately derive the wavelength-dependent optical con­

stants of a silver (I) oxide film, a thin compact layer (primary layer) of the 

material was grown by stepping the potential to 250 m V vs Hg/HgO and then 

ramping the voltage anodically at. 0.04 m V /sec. Four-zone averaged ellipsometry 

spectra were collected over a range of about 2.4 m V. The derived film thickness 

versus potential is shown in Figure 9-1. The model fits to the observed spectra 

are within experimental error (0.05 0 in ~ and 0.025 0 in'll). Because the poten­

tial was first stepped to 250 mV, the potential at which film growth began is not 

evide~t from the results shown in Figure 9-1. However, as previously shown [IlO) , 

primary film growth will occur at potentials anodic of about 245 mV vs Hg/HgO, 

a value coincident with the equilibrium potential of the Ag20 electrode reported 

by Pourbaix [Il7) (see equation 2.1). The rate of film growth decreases with 

increasing voltage (Figure 9.1). 

The wavelength-dependent optical constants derived from all the spectra of 

the experiment are shown in Figure 9-2. The values are neatly independent of 

wavelength, consistent with an uncolored material. Optical constants derived 

from model fits using fewer spectra over a more limited potential range show that 

(1) the optical constants are nearly independent of film thickness (to within 0.01 

in nand 0.04 in k), and (2) the film is not nucleating at the higher potentials. 
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9.2.3 Single Potential-Step Measurements 

Potential-step measurements of Ag20 film formation have been reported 

before [110,116]. In this study, only step changes above the "nucleation" poten­

tial were used. The duration of the E-step was varied, after which the potential 

control was removed. The corrosion of the surface layers after the cell was set to 

open circuit was observed using spectroscopic ellipsometry. 

If the period of anodization is short (e.g., t < 30 sec at 290 m V), on open 

circuit, a slow change occurs in the surface optical properties. The direction of 

change is such that the optical parameters approach the values of the substrate 

over a period of many minutes,. For slightly longer anodization (e.g., step dura­

tion of about 30 to 60 sec at 290 m V), the changes in optical parameters also 

reverse direction on open circuit and approach the optical properties of the sub­

strate, but the process occurs more rapidly (Figure 9-3A). Finally, when the 

duration of the potential step is relatively long (t > 90 sec), no change at all is 

observed on removing the potential control (Figure 9-3B). These last films are 

stable for several hours. 

These qualitative results demonstrate the three regimes of crystal growth. 

At short anodization times, a primary layer forms that is too thin to lead to 

three-dimensional nucleation. Further anodization causes the nucleation of many 

small growth centers that quickly dissolve into the electrolyte when the supply of 

reaction products is removed (at open circuit). The rate of corrosion (dissolution) 

of the crystals is greater than that of the primary layer because their solubility is 

larger (as discussed above). As the crystals are allowed to grow, their rate of 
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dissolution decreases because (1) the surface-to-volume ratio decreases, (2) their 

solubility (which can be viewed as a concentration boundary condition at the sur­

face) decreases, and (3) more silver has been dissolved into the electrolyte, 

thereby increasing the bulk electrolyte silver concentration. These factors cause 

the corrosion rate of the surface films to eventually decrease with increasing oxi­

dation time. 

9.2.4 Double Potential-Step Experiments 

Double potential-step experiments were performed in an attempt to deter­

mine whether the formation of the primary layer is necessary for three­

dimensional nucleation. These experiments involve the application of an initial 

short-duration (1-10 sec) large potential step (320 to 350 mV), followed by a step 

change to a lower "growth" value (270 m V). The first pulse is anodic relative tq 

the nucleation potential for the system. At the second potential-step value, 

primary-layer growth occurs without nucleation as in a single E-step experiment. 

The typical current transient of a double E-step experiment displays an ini­

tially large value after the first pulse, which later decreases in an approximately 

parabolic manner. Following the second potential-step change, the current is 

cathodic for a short time (about 1.5 sec), after whic~ it becomes anodic, reaches a 

maximum, and then falls (see Figure 9-4). Though both capacitive and faradaic 

processes are occurring, time constants of capacitive currents are generally only a 

small fraction of a second. After the second potential step, the surface concentra­

tion is reduced from its previous value. This causes a momentary reversal in the 
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sign of the surface-concentration gradient, yielding a cathodic current. If nuclea­

tion occurs, the higher solubility (and therefore higher equilibrium potential) of 

the small crystals should cause a partial reduction of the film. However, com­

parison of spectra before and after the second potential step shows only a slight 

film reduction. Therefore, the cathodic portion of the second transient is largely 

associated with a faradaic reduction of dissolved oxide material. 

Though the changes in A and \II with time are affected by both the size and 

length of the first potential step, when the potential is decreased the rate of 

change in the ellipsometer parameters almost always diminishes (and sometimes 

stops altogether). If the cell is set to open circuit after the second E-step, the opt­

ical parameters change slowly toward substrate values (see Figure 9-5), similar to 

the single potential-step results for unnucleated films discussed above. Therefore, 

all of our results indicate that a compact primary layer forms prior to three­

dimensional nucleation. 

To help determine the potential at which nucleated film growth occurs, we 

performed some multiple-step and/or sweep experiments. Film nucleation was 

first accomplished by the application of a potential step to 295 m V vs Hg/HgO 

for 60 sec. Next, the potential was stepped to 250 m V vs Hg/HgO and held for 

300 sec. Finally, the voltage was increased again using a 0.5 m V /sec sweep. The 

results (Figures 9-6 and 9-7) show that an initially large rate of change in optical 

parameters stops, coincident with the reduction in voltage. The A and \II values 

are almost constant during the second potentiostatic phase; they start to change 

slightly after the sweep begins (a change too small to be observed in Figures 9-6 

I 
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and 9-7), and they change rapidly as the voltage reaches about 290 m V. 

Model interpretations of the data shown in Figures 9-6 and 9-7 are presented 

in Figures 9-8 and 9-9. Some measured and calculated spectra are given in Fig-

ures 9-10 and 9-11. As with our previous results (see references 110 and 116), the 

general shape of the W spectrum is accurate. However, the location of the spec-

tral maximum is off by 50 nm, and, when compared with the level of change in 

the parameters, shows that it is not a close fit. As discussed before, allowances 

for a distribution of crystal size can improve the fit. 

In the experiment discussed above, the growth of the primary layer stops 

w hen the potential is reduced to 250 m V after reaching a thickness of about 25 A 

(Figure 9-8). The film growth begins again as the voltage is increased during the 

anodic potential sweep.t Secondary-layer growth also stops with potential reduc-

tion but then . shows a slow decrease in thickness and coverage during the 250-m V 

potentiostatic phase (Figure 9-9). Most importantly, the growth of this layer 

does not start until the potential reaches about 290 m V. 

To summarize, the results presented have demonstrated that (1) the optical 

constants of silver oxide are approximately constant in the spectral range studied 

(3.0-0.9i) and are different from those used initially in our previous study (110); 

(2) thin nucleated films tend to dissolve into the electrolyte at a rapid rate, while 

thin unnucleated films and thicker nucleated ones are relatively more stable; (3) 

t Note that the thicknesses in Figure 9-8 are about four times smaller than those shown in References 110 and 116. 
Some of the difference can be explained by the different (but more accurate) optical constants used here (3.0-0.9i vs. 2.18-
0.28i). 
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the formation of a compact "primary layer" always occurs prior to film nuclea­

tion; and (4) three-dimensional film growth does not occur at potentials below a 

nucleation potential (near 290 mV vs Hg/HgO). These findings are in agreement 

with our primary layer/nucleation/Ostwald-ripening hypothesis and demonstrate 

that anodic film formation is much more complicated than the simple 

dissolution/precipitation model would indicate. 

Section g.3: Anodic Oxidation of Copper 

g.3.! Introduction 

Only two ellipsometric studies of the anodic oxidation of copper in alkaline 

media have been reported in the literature, both of which were fixed-wavelength 

measurements [Il8,Il9]. Ord et al. [Il8] investigated the oxidation and reduction 

of a film formed in a pH 12 sodium carbonate solution. They claimed that the 

film consists of an inner compact monovalent oxide covered by a outer divalent 

oxide, and that reduction takes place in three separate stages. The divalent oxide 

is first reduced to monovalent oxide via a soluble intermediate, which is followed 

by the reduction of the underlayer of monovalent oxide. Finally, the monovalent 

oxide produced by the reduction of the divalent layer is reduced. During this 

final reduction stage, the oxide was said to be reduced to copper metal at the 

film/electrolyte interface, thereby producing a duplex film whose interface moves 

inwards toward the metal/film interface. The voltammetry and optical model 

used to interpret their monochromatic ellipsometry results appears to be overly 
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complicated. 

Yamashita et al. [l1gj used fixed-wavelength ellipsometry to investigate the 

anodic film formation of copper in 0.5N KOH. They reported values for the opti­

cal properties of CU20 as (log to 2.0) - (0.3 to 0.5)i at what we believe was 546.1 

nm. (It was not explicitly stated.) In many cases, the oxidation potential was 

well within the range where we have shown that divalent oxide forms. Unfor­

tunately, Yamashita et al. consistently used a simple single Cu20 film optical 

model to interpret their results. They concluded that the passive film forms via a 

dissolution/precipitation mechanism, the oxide film has two lavers, and that light 

inhibits the oxidation of the Cu20 cation-deficie'nt semiconductor. 

In our study of the oxidation of copper in 1M KOH, no attempt was made to 

model the spectra of films formed at potentials above -200 mV (ie. where divalent 

oxide begins to form). We modeled the CU20 film as a single homogeneous film 

with wavelength-dependent optical properties. The objectives of this portion of 

our ellipsometery work were to (1) derive the optical properties of the CU20 film 

in sity, (2) determine any correlation between the Al voltammetry peak and film 

formation (ie. film growth and efficency), and (3) determine the controlling 

mechanism for film formation. Galvanostatic, potentiostatic, and potential-sweep 

voltammetry experiments were performed in tandem with spectroscopic ellip­

sometry measurements to help answer these questions. 
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Q.3.2 Potential-Sweep Experiments 

Typical potential-sweep experiments at slow sweep rates show film formation 

to begin coincident with the onset of anodic current. Here we discuss only one 

such experiment in which the potential, intiaIIy held at -600 mY, was increased 

at 0.5 mY/sec to a maximum value of -300 mY. The potential was then swept at 

the same rate in the reverse direction until it reached ·900 m V. The correspond-

ing changes in .a. and 'II are quite large (see Figure 9-12 and 9-13). The 

wavelength-dependent ~ values are observed to start a general decreasing trend 

when the potential reaches -380 m V. Anodic current continues to flow and 

accompanies continued changes in optical parameters after the sweep direction is 

changed. The reduction of the film is evident by the reversal of these changes 

during the cathodic sweep starting at around -525 m V. There is a slight offset in 

the optical properties that is not recov.ered, even at the lowest potential. 

A comparison of some measured and best-fit model-predicted spectral ellip-

sometry data of Figure 9-12 and 9-13 is presented in Figure 9-14. The results 
• 0 

demonstrate that the simple single-film model with wavelength-dependent but 

I 
thickness-independent optical properties reproduces the observed data remark-

ably well. Large peaks and troughs in the measurements are predicted accurately 

by the model. The film thickness is greater at one of the more negative pot en-

tials in Figure 9-14 because anodic current flows during a portion of the cathodic 

potential sweep. 

The current corresponding to the ellipsometry discussed above is shown in 

Figure 9-15A. The current density starts to increase at around -425 mY, reaches 
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a maximum of 0.18 mA/cm-2 at -375 mV (the Al peak), and then falls. Upon 

changing sweep direction, the current actually increases slightly with decreasing 

potential, achieving another maximum at around -375 mY. It is interesting to 

note that at potentials lower than -450 m V, the anodic current is actually greater 

on the cathodic sweep than on the anodic sweep. This phenomenon could be 

associated with a general roughening of the surface at potentials anodic to the Al 

peak (as discussed in Chapter 7), leading to a greater rate of monovalent oxide 

dissolution and/or film formation. Cathodic current is observed at voltages more 

negative than -475 m V, only 50 m V cathodic of the onset of anodic current dur­

ing the anodic potential sweep. The maximum cathodic current occurs at -600 

mY. 

The CU20 film thickness as a function of potential derived from the optical 

model is presented in Figure 9-15B. When compared with the current results of 

Figure 9-15A, it is evident that film formation begins with the onset of anodic 

current. The film continues to grow during the early portion of the. cathodic 

sweep where anodic current is still observed. The film reaches a maximum thick­

ness of 138 A. Reduction of the film starts at about -490 m V, coincident with 

the onset of cathodic current. The film is completely reduced at -700 mY, where 

the tail end of the reduction peak is found. The negative film thicknesses, 

derived from the optical model, are not physically real and are caused by a forced 

interpretation of a roughened copper surface as a film of CU20 on a copper sub­

strate. The fact that the optical parameters and the interpreted film thicknesses 

do not change at potentials cathodic of -700 m V leads to the conclusion that the 
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residual cathodic current (0.015 mAl cm-1) at these potentials is due to the reduc­

tion of a small amount of residual oxygen. 

Integration of the digital current data of Figure 9-15A to determine the 

charge passed is shown in Figure 9-16. The shape of the curve is similar to that 

of the thickness-versus-potential data (Figure 9-15B). The linearly decreasing 

total charge at more negative potentials is associated with the reduction of resi­

dual dissolved oxygen. A comparison of the thickness derived from our ellip­

sometry measurements with that based on the charge balance of Figure 9-16 indi­

cates that the current efficiency for film formation is only about 50%. This 

finding is consistent with that of Miller [120j, whose ring/disk measurements also 

demonstrated that only a fraction of the total charge was used to form the CUzO 

film. The balance of the oxidation produccts dissolve into the electrolyte. One 

might be surprised by this finding, since the monovalent oxide is highly insoluble 

in the electrolyte and therefore shouldn't contribute significantly to the overall 

charge balance. However, only a small amount of material (equivalent to about 

140 A of a compact layer of oxide) is dissolved into 400 ml of electrolyte 

(equivalent to a 5xl0-7M solution). This concentration of cuprous ion is three 

orders of magnitude lower than that of the arganate ion, which is known to be 

very "insoluble." 

In another experiment, rather than change the direction of the sweep at -300 

mY, we continued to increase the potential 0.5 mY/sec up to -150 mY. This 

experiment is analogous to the scattering experiment whose results are shown in 

Figures 7-33 through 7-35. At potentials above the Al peak (located at -360 mV 
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III Figure 9-17), the current falls. Between -300 and -200 m V a small anodic 

current continues to flow. Above -200 mY, a sharp rise in the current density is 

observed that is associated with the rising portion of the A2 process and Cu( OH)2 

formation (Figure 9-17). The spectroscopic ellipsometry results obtained during 

the experiment are shown in Figure 9-18. Significant changes in optical proper­

ties are found at potentials between -300 and -400 m V, and above -200 m V. 

The corresponding spectroscopic-ellipsometry-interpreted film thicknesses as 

a function of potential are shown in Figure 9-19A. As with the ellipsometry 

results discussed above, film growth begins at a potential where anodic current is 

first observed. The integrat~d current (i.e., charge) vs potential corresponding to 

the data given in Figure 9-17 is shown in Figure 9-19B. As the potential is 

increased beyond the Al peak-potential maximum, film growth stops despite the 

fact that current continues to flow. The current efficiency for film growth at -350 

mV is only about 44% and decreases to about 25% at -200 mY. This finding 

indicates that, in the potential regime between -350 and -200 mY, the rate of film 

growth is equal to the rate of film dissolution and/or electrochemical reaction (to 

form CU02-2). While our scattering measurements showed that the film becomes 

microscopically rough due to this dissolution (cf. Figure 7-35), the ellipsometer is 

sensitive only to light collected in the forward propagating direction. Therefore, 

ellipsometry is less sensitive to film breakup than are elastic-scattering measure­

ments. Further significant film growth does not begin until the potential reaches 

-200 m V, where the onset of divalent film formation begins. The increase in film 

thickness at potentials slightly anodic of this value could be due to an increase in 
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CU20 film thickness prior to Cu(OH)2 film formation. This conclusion is con­

sistent with that of our Raman results, which showed an increase in the cuprous 

oxide peak intensity accompanying cupric hydroxide formation. 

Errors in the theoretical fits of the observed spectra using the single 

homogeneous-film model become large at potentials anodic of -175 mY, and indi­

cate that the model no longer represents the surface morphology. This is not 

surprising since, as indicated by our scattering and SEM results, a "porous" film 

of small Cu(OHh needle-like crystals forms at this potential by the precipitation 

of soluble divalent copper from the solution. 

9.3.3 Constant Current Experiments 

An understanding of film growth under galvanostatic (constant-current) con­

ditions is often more complicated than that under potentiostatic conditions. In 

general, both the potential and surface concentration vary with time. Typical 

constant-current charging curves show a potential that rises to -400 to -325 m V 

(depending on the current density), and then remains relatively constant. Later, 

the potential increases to a second plateau near -50 m V as the divalent oxidic 

film is formed. At sufficiently long anodization times, the potential increases 

again as oxygen evolution occurs . 

..6. and W spectra taken during the galvanostatic anodic oxidation of copper 

in 1M KOH at 22 p,A/cm2 are shown in Figure 9-20. This small current density 

was chosen to study slow film growth and to allow four-zone averaged data to be 

taken over an extended time. The charge passed in a 0.5 m V /sec potential-sweep 
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experiment up to the Al peak maximum potential is about 35 mC/cm2• We 

stopped the galvanostatic anodization at a significantly smaller total charge than 

this value (11 mC/cm2, 500 sec). During the anodization, a plateau potential of 

-385 m V was observed. The.6. values followed a general decreasing trend during 

anodization. The total change in .6. after 500 sec is about 25 o. Changes in W 

occur primarily at shorter wavelengths «550 nm),· where the extinction 

coefficient of CU20 is larger (see Figure 9-24). As the film thickens, .. ~ hump in 
\"""-" 

the W spectrum is observed. 

After 500 seconds of anodization, the film was reduced at the same current 

density (22 ItA/ cm2) for 400 sec. The .6. and W spectra reverse the changes that 

occured during the anodization (Figure 9-21). For example, the hump in the W 

spectrum is removed first, followed by continued spectral changes that approach 

that of the substrate. 

The change in the film thickness as a function of time for this experiment as 

interpreted by the ellipsometric model is shown in Figure 9-22. The film thickness 

increases and decreases linearly with time during anodizatioh and reduction, 

respectively. The film growth and reduction rates are approximately the same 

(about 0.27 A/sec). This value is equal to the calculated growth rate, assuming 

that all the charge passed goes to film formation (0.28 A/sec). This finding shows 

that at very low current densities, the current efficiency for film formation is 

large because (at the correspondingly low potential) little soluble divalent product 

is formed. Likewise, at higher potentials (or currents), the current efficiency 

decreases. 
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g.3.4 Potential-Step Experiments 

Following the application of a potential-step change from a noble values to 

where CU20 film formation occurs, both the current density and the rate of 

change in ellipsometer parameters decrease monotonically with time. The film 

thickness, derived from our ellipsometry optical model, is plotted as both a func-

tion of time and the square root of time in Figure 9-23 for a potential step experi-

ment from -600 to -350 m V. The parabolic dependence of film thickness with 

time demonstrates that film growth is controlled by a diffusion and/or migration 

process [121]. The cuprous oxide film growth could be limited by the migration of 

the Cu+ ion to the surface. The cuprous ion has a smaller ionic radius than oxy-

gen (0.96 vs 1.32 A [122]). However the species whose diffusion/migration is rate-

controlling cannot be determined based on our results alone. 

g.3.S Cuprous Oxide Optical Properties 

In addition to film thickness, the optical properties of the CU20 film were 

derived from ellipsometry measurements. The real and imaginary components of 

CU20 films formed by anodic oxidation in 1M KOH are shown in Figure 9-24 and 

are the average of all our copper ellipsometry measurements. An average value 

of the refractive index over the spectral range studied is about 3.2. It exhibits a 

o 0 

general increasing trend from 2.8 at 3700 A to 3.6 at 7200 A, with a trough at 

around 5500 A. The extinction coefficient initially decreases linearly with increas-

ing wavelength from 1.0 at 3700 A to about 0.5 at around 5500 A. An absorp-

o 

tion band between 5500 and 6000 A is evident, as the extinction coefficient 
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o 

increases 50% in this range. At wavelengths above 6000 A, the extinction 

coefficient decreases in an approximately linear manner. 

The real and imaginary components of the dielectric constants are related to 

the real and imaginary components of the refractive index by [15-17] 

9.12 

and 

f2 = 2nk , 9.13 

where fl is the real component and f2 is the imaginary comp0I?-ent of the dielec-

tric constants. The dielectric constants of CU20 are shown in Figure 9-25. The 

increase in the imaginary component of the dielectric constant from 5500 to 6000 

A is associated with the excitation of electrons from the valance to the conduc-

tion band across the band gap. As discussed before (Chapter 1, Section 6), the 

absorption peak is not sharp because exciton-hole pairi~g allows indirect inter-

band transitions to occur. However, the local maximum in the absorption spec-

trum occurs at 6000 A, which corresponds well with the reported direct transition 

bandgap of CU20 of 2.1 eV. The results shown in Figures 9-24 and 9-25 demon-

strate that a material's wavelength-dependent optical properties can be deter-

mined by spectroscopic ellipsometry using an appropriate calculation procedure 

and that these properties can be useful in identifying the composition of the film. 
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Section g.4: Anodic Oxidation of Zinc 

Because zinc is a metal with a standard potential cathodic of the 

hydrogen/water couple, the metal corrodes spontaneously when placed in an 

alkaline solution (see Chapter 3, Section 1). Furthermore, the interpretation of 

ellipsometric observations of anodic film-formation on zinc is difficult because of 

the complicated film structure as well as the optical effect due to the diffusion 

boundary layer. 

A previous ellipsometry study concluded that only qualitative aspects of anodic 

film formation process on zinc could be determined [123]. In this work, we made 

spectroscopic ellipsometry measurements of film growth only under corrosion con­

ditions, thereby eliminating ~he complications described above. 

A Zn (1000) single crystal was placed in a, deoxygenated, ZnO-saturated 

solution of 1M KOH. Prior to the experiment, distilled water was placed in the 

ellipsometry cell. (This procedure allowed the electrode to be aligned and the 

manual azimuths to be set without corrosion of the electrode.) The water was 

then removed from the chamber, and the cell was purged with nitrogen. As soon 

as the KOH solution was introduced into the chamber (through the fitting in the 

bottom of the cell) and reached the level of the electrode, the ellipsometer was 

turned on, and four-zone measurements were taken. 

Since ZnO is white and €-Zn(OH)2 is colorless, the model used to interpret 

the data assumed that the optical properties of the (homogeneous) film were 

wavelength-independent. The real component of the refractive index of the film 
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derived from our measurements was determined to be 2.1-0.02i, nearly identical 

to that of ZnO (2.0-0.0i) [122]. Figure 9-26 shows the thickness of the layer as a 

function of time after the introduction of the electrolyte. Following a period of 

approximately linear growth (0 to 200 sec), the film thickness approaches a limit-

ing thickness asymptotically. Therefore, film growth obeys a limiting-thickness 

growth law. However, the exact form of the law is uncertain. Figure 9-26 shows 

two best-fit exponential equations to the data: 

9.14 

and 

9.15 

The simple exponential equation (9.14) (best-fit parameters Too=128, 

a=172 sec-I) represents the data better than equation 9.15 (best fit parameters 

T 00=138, a=377 sec-I). However, equation 9.14 has a theoretical basis, whereas 

to the best of our knowledge, the simple exponential relationship does not. Lim-

ited film-thickness growth indicates a process controlled by the internal electric 

field generated in a space-charge region [121]. 

If the transport of a single species is rate-controlling, the overall rate of film 

growth can be obtained by solving the linear diffusion/migration equation: 

-dT dC 
m dt = D dx + JLoE(x)C . 9.16 

In equation 9.16, m is the molar volume of the oxide, T is the film thickness, t is 
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the time, D is the diffusion coefficient (in the solid), C is the concentration of 

diffusing/migrating species, x is the position within the film, J.l is the ionic mobil-

ity, and E(x) is the electric field-strength. In general, the solution of this equa-

tion requires the simultaneous solution of the Poisson equation. If the transport 

of more than one species is rate-limiting, an equation similar to equation 9.16 

must be solved simultaneously for each species. 

To decouple the problem, one often approximates the distribution of charge 

in the space-charge region so that the field can be calculated directly and then 

inserted into equation 9.16. Perturbation techniques are often used to solve this 

problem in the limit of low space-charge fields. Field-averaging techniques (intra-

duced by Fromhold [121]) allow one to obtain approximate (and often closed-

form) solutions to film-growth problems by decoupling the two partial differential 

equations .. An example of this procedure follows. 

If one assumes that, during film growth, charged defects are trapped in the 

film in a uniform concentration Co (in moles/ cm3), the corresponding electric field 

E(x) can be obtained from Poisson's equation. The result is 

9.17 

where ~ is the amount of charge (eZ) on the diffusing/migrating species. In 

obtaining equation 9.17, we have assumed that the field at the metal/film inter-

face is zero (an assumption that doesn't affect the form of our results). The aver-

age electric field in the film is then 
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9.18 

Let us further assume that the oxidation occurs under pseudo-steady-state condi-

tions, so that the concentration profile is linear with position in the film. (This 

type of profile would be found in the absence of any field effect.) Therefore, we 

can write 

and 

dC C(O)-C(L) 
dx = - L(t) 

so that the average concentration in the film is simply 

<C> = C(O)+C(L) 
2 

9.19 

9.20 

9.21 

Finally, we assume that the concentrations at the two interfaces do not vary with 

time. Using equations 9.18, 9.20, and 9.21 in equation 9.16 yields 

-dL (3 () 
m dt = L(t) + '/'L t , 9.22 

with 

(3 = -D [C(O)-C(L)] 9.23 

and 
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,= 9.24 
€ 

Integration of equation 9.22 yields 

Fromhold has referred to this result as the "first order" limiting-film growth 

equation [121]. 

The assumptions made to derive equation 9.25 don't warrent the calculation 

of film-growth parameters from the model. However, the development is useful 

in understanding the effect that space-charge layers have on surface-layer forma-

tion. The migration of species in the film due to the field established by the 

space-charge layer eventually balances the diffusion of these species in the oppo-

site direction. A comparision of "the theoretical results of rigorous numerical solu-

tions to the space-charge problem by Fromhold [121] shows that the exact solu-

tions would not fit the data shown in Figure 9-26 better than the approximate 

solution. (The "exact" result rises more rapidly to the limiting thickness.) Furth-

ermore, the intial Zn oxide film growth occurs more slowly than that predicted by 

either the "first order" or simple exponential model. The "first order" best fit 

limiting thickness is about 10 A greater than that observed, and therefore the 

optimization forces both the time constant a and the limiting thickness Too to be 

artificially large. 

The most likely explanation for these discrepancies is associated with the 

simultaneous dissolution of the film into the electrolyte as it forms. This 
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suggestion could also explain why there is a slight decrease in film thickness after 

the maximum is reached. (This decrease could be attributed to the local etching 

of the film, thereby roughening it and making the optical-model fit less accurate.) 

Such a process would increase the time for the balance between migration and 

diffusion (in the film) to be established. If we assume that the dissolution of the 

film into the semi-infinite electrolyte can be expressed using the Cottrell equation 

[I24],t the equation to be solved for film growth would be modified to 

9.26 

where Do is the diffusion coefficient of dissolved ZnO in the electrolyte. The first 

term on the right-hand side of the equation is associated with the transport of 

material though the film by diffusion. The second term corresponds to the migra-

tion of the ion in the film due to the space charge se~ up in the film. The last 

term represents the rate of dissolution of the film in the electrolyte. No attempt 

was made to curve-fit our data using this equation because of the large number of 
" 

simplifying assumptions used to obtain it. 

Section g.5: Conclusion 

In this chapter we have discussed the instrument used in this study, some 

principles of ellipsometry, and the application of these principles to optical 

modeling. The Fresnel reflection coefficients and the results obtained by Drude 

t Note that this assumption implies that there is a step change in the (dissolved) ZnO surface concentration at time 
zero from 0 the saturation concentration. 



Chapter 9-Spectroscopic Ellipsometry 424 

[113] for the reflection from a flat layer of material placed between two semi­

infinite media are used in all our optical models. The optical properties of compo­

site materials are derived using an effective-media approximation (EMA). The 

reflection coefficients from "island films" are determined using the coherent 

superposition principle. Combinations of the equation corresponding to these 

principles allow the prediction of a large number of surface film structures, 

including roughness layers, diffusion-boundary layers, and homogeneous, porous, 

island, and multilayered films. 

Physical parameters are derived from the optical model using a Simplex 

algorithm. This optimization method is inherently stable and robust but is 

slower than linear optimization techniques near the solution (e.g., Newton­

Raphson). For future work, we suggest the use of a techniques that combines 

these two methods. 

We have shown that the wavelength-dependent anisotropic optical properties 

of a film and the film thickness can be derived simultaneously from ellipsometric 

measurements if (1) the optical properties of the film are thickness-independent 

and (2) spectra are gathered at more than one film thickness. This model was 

used for films that did not undergo three-dimensional nucleation. A two-layer 

island-film model, consisting of a homogeneous underlayer and a hydrated island 

overlayer, was used to model the observed spectra of nucleated films. 

We have previously reported spectroscopic ellipsometry results on the anodic 

oxidation of silver in 1M KOH [110,116]. The present findings are consistent and 

complementary to our earlier work. There are three distinct periods of film 
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growth. During the first phase, a compact underlayer (also refered to as the pri­

mary layer) forms whose growth is controlled by a diffusion process. The 

wavelength-dependent optical properties of this layer have been derived. At a 

sufficiently large potential (above about 290 mV vs Hg/HgO in 1M KOH) and 

time (which depends on the potential), three-dimensional crystals form out of and 

on top of the underlayer. Even at large overpotential, nucleation does not occur 

until the primary layer has reached a critical thickness. We have shown that 

both the nucleation and growth of these crystals require a potential greater than 

about 290 m V vs Hg/HgO in 1M KOH. Thin nucleated films tend to dissolve 

into the electrolyte rapidly, while thin unnucleated films and thicker nucleated 

ones are relatively more stable. These findings are in agreement with our pri­

mary layer/nucleation/~stwald-ripening hypothesis and show that the for~ation 

of anodic films on silver is more' complicated than the simple 

dissolution/precipitation model would indicate. 

The rate of oxidation and reduction of copper in 1M KOH to form CU20 run 

parallel to the overall charge passed. Film formation begins with the onset of 

anodic current. Cuprous oxide film growth follows a parabolic growth law, indi­

cating that the process is controlled by the diffusion of the Cu+ ion in the layer. 

During a potential-sweep experiment, the thickness of the film is about 140 A at 

the Al peak potential. 

The efficiency for cuprous oxide film formation is generally low. At poten­

tials between the Al and A2 peaks, the film does not grow despite the fact that 

current continues to pass. This finding is associated with the reaction of the 
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CU20 film to form the divalent CuOiz ion. The rate of film formation is equal to 

the rate of film dissolution in this potential range. At very low current densities 

(or overpotentials), where this reaction does not occur at an appreciable rate, 

current efficiencies for film formation approach 100%. 

The optical properties of CuzO films formed by anodic oxidation in 1M KOH 

have been derived from our spectroscopic ellipsometry results. An observed 

adsorption band, located at 6000 A (2.1 eV), is consistent with the compounds 

reported direct interband transition band gap. The absorption peak is broad 

because of the presence of exciton-hole indirect transition. 

A study of anodic film formation of Zn using ellipsometry is difficult because 

of the optical effects of a complicated film structure and the diffusion boundary 

layer. Therefore, spectroscopic ellipsometry measurements were made of Zn only 

under corrosion conditions in a deoxygenated,zincate-saturated 1M KOB solu­

tion. 

A single-film model with wavelength- and thickness-independent optical pro­

perties was used to model our observed Zn corrosion data. The derived optical 

constants (2.0-0.02i) are consistent with those reported for ZnO [122]. Film 

growth follows a limiting-thickness growth law whose exact form is unknown. 

We suggest that film formation is controlled by simultaneous diffusion and migra­

tion in the film and the dissolution of the film into the electrolyte. An electric 

field set up by a space charge within the film causes the migration of ions in the 

film to be in the direction opposite to that of the diffusion process, thereby 

balancing the growth rate. The dissolution process increases the time for this 
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equilibrium to be achieved. 
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FIGURE CAPTIONS FOR CHAPTER g 

Figure 9-1. Ellipsometer derived primary layer film thickness versus potential for 

a 0.04 mV /sec potential sweep of silver anodized in 1M KOH. The 

potential was initially step from -50 m V to 250 m V vs Hg/HgO in 1M 

KOH prior to the potential sweep. Optical model used is a homogene-

ous compact film with thickness independent and wavelength depen-

dent optical properties (c.f., Figure 9-2). 

Figure 9-2. Optical constants of a thin Ag20 film formed and derived from ellip-

sometry measurements as described above. 

Figure 9-3., A) Change in W for Ag in 1M KOH at various times after going to 

open circuit following a 60 sec potential step to 290 m V. B) Change 

in W for Ag in 1M KOH immediately after and 3 minutes after open 

circuit following a 120 sec potential step to 290 m V. 

Figure 9-4. Current versus time for a double potential step experiment for Ag in 
~ 

1M KOH. The first potential step (from -50 to 320 m V) was applied 

for 10 sec, followed by a decrease in potential to ,270 m V. 

Figure 9-5. Change in W after going to open circuit following a double E-step 

experiment. First potential step- -320 m V, 10 sec. Second potential 

step-270 m V, 60 sec. 

Figure 9-6. 3-dimensional plots of Ll vs time for the anodization of Ag in 1M 
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KOH. Potential stepped from ·50 to 295 m V at time zero. Potential 

held at 295 m V from 0 to 60 sec. From 60 to 360 sec, potential held 

at 250 m V. After 360 sec, potential increased at 0.5 m V /sec. 

Figure 9·7. 3-dimensional plots of 'II vs time corresponding to A. results shown in 

Figure 9·6. 

Figure 9-8. Primary layer film thickness vs time corresponding to experiment 

described in Figure 9·6. Dual layer optical model includes a homo-
c. 

geneous compact layer (primary layer) adjacent to the substrate with 

a porous island film (secondary layer) on top. 

Figure 9·9. Optical model derived second.ary layer film coverage vs time derived 

from ellipsometer measurements for the experiment described in Fig· 

ure 9·6. 

Figure 9·10. Measured and dual layer optical model predictions of 'II for a Ag20 

film formed after 60 seconds of anodization as described in Figure 9-6. 

0- Substrate spectrum. 

Figure 9-11. Measured and dual layer optica.l model predictions of A. for a Ag20 

film formed after 60 seconds of anodization as described in Figure 9-6. 

0- Substrate spectrum. 

Figure 9·12. Measured changes in .6. during a 0.5 mV /sec potential sweep of 

copper in 1M KOH. Initial potential -600 m V. Peak anodic potential 
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-300 mY. Peak cathodic potential -600 mY. 

Figure 9-13. Measured changes in \II during a 0.5 mV /sec potential sweep of 

copper in 1M KOH. Initial potential -600 m V. Peak anodic potential 

-300 m V. Peak cathodic potential -600 m V. 

Figure 9-14. Comparison of measured and best-fit model-predicted ellipsometry 

data corresponding to data shown in Figure 9-12 and 9-13. Optical 

model consists of a single film with thickness independent and 

wavelength dependent optical properties. 

Figure 9-15. A) Current vs potential during a 0.5 m V /sec potential sweep exper­

iment corresponding to ellipsometry measurements presented in Figure 

9-12 and 9-13. B) Optical model interpreted film thickness vs poten­

tial using model described above. 

Figure 9-16. Total integrated charge vs potential during experiment described 

above (Figure 9-12). 

Figure 9-17. Current vs potential during a 0.5 m V /sec anodic potential sweep of 

Cu in 1M KOH. 

Figure 9-18. Spectroscopic ellipsometry measurement vs potential during a 0.5 

m V /sec potential sweep experiment. 

Figure 9-19. A) Single-film optical-model interpreted CU20 film thickness vs 
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potential for 0.5 mV /sec anodic potential sweep experiment. B) 

Integrated charge vs potential. 

Figure 9-20. Four-zone averaged ~ and 'II spectra taken during galvanostatic 

oxidation of copper in 1M KOH. Current density 22 p,A/cm2. 

Figure 9-20. Four-zone averaged ~ and \II spectra taken during galvanostatic 

oxidation of copper in 1M KOH. Current density 22 p,A/cm2. 

Figure 9-21. Four-zone averaged ~ and \II spectra taken during galvanostatic 

reduction of a CU20 film formed o.n copper in 1M KOH as discussed 

above. Current density 22 p,A/cm2. 

Figure 9-22. Film thickness vs time derived from ellipsometry measurement from 

a galvanostatic oxidation and reduction of copper using a single film 

model with optical properties which are thickness independent and 

wavelength dependent (selected spectra are shown in Figure 9-20 and 

9-21). 

Figure 9-23. Thickness vs time of Cu20 film formed by potentiostatic oxidation 

of copper in 1M KOH at -350 mV vs Hg/HgO in 1M KOH. (Optical 

model discussed above and in text). 

Figure 9-24. Real and imaginary components of the refractive index of CU20 film 

formed by potentiostatic oxidation of copper in 1M KOH at -350 m V. 
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. (Optical model discussed above and in text). 

Figure 9-25. Real and imaginary components of the dielectic constants of a CU20 

film formed by potentiostatic oxidation of copper in 1M KOH at -350 

mY. (Optical model discussed above and in text). 

Figure 9-26. Single-film model (with wavelength independent optical constants) 

interpreted ZnO layer film thickness vs time formed by corrosion of Zn 

in an oxygenated ZnO saturated 1M KOH solution. 
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CHAPTER 10 

EX SITU MEASURMENTS OF ANODIC 

F~MS FORMED IN ALKALINE MEDIA 

Section 10.1: Introduction 

463 

Several ex situ measurements of the films formed by anodic oxidation of Ag, 

eu, and Zn were performed to complement our in situ measurements. These 

include x-ray diffraction (XRD), scanning electron microscopy (SEM), and scan­

ning tunneling microscopy (STM). For both the x-ray and SEM measurements, 

the electrode was rinsed in distilled water and placed in a desiccator after having 

undergone an electrochemical treatment. Preparation of the surfaces for STM 

study is discussed later. 

Section 10.2: Scanning Electron Microscopy of Anodic Films 

10.2.1 Introduction 

An lSI DS-130 scanning electron microscope was used to examine the mor­

phology of. anodic films formed in alkaline media. Because of the relatively large 

size of our electrodes, we were limited to observations using only the second stage 

of the instrument. The maximum image magnification that we could obtain 

using this stage was about 50,OOOx, though generally we made measurements at a 

lower magnification. 
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Microscopists often sputter a thin metal film on surfaces to improve the 

SEM image. All the surfaces shown are of native metal and/or oxide only. We 

did not want to introduce any changes in morphology caused by the heating of 

the surface or the irregular deposition of the metal from the sputterer. 

10.2.2 SEM of Silver 

Scanning electron micrographs of silver anodized in 1M KOH have been 

reported before [J1-J4]. We interrupted the anodization process at various times 

during potential-step experiments to observe changes in the surface-film proper­

ties with time. 

At low overpotentials or short anodization times, no changes in surface mor­

phology can be observed. At the minimum in the potentiostatic current transient, 

a large number of small crystals appear to form, but the poor quality of these 

images makes their interpretation difficult. STM images are more sensitive to 

surface morphology on this small scale than SEM images (see Section 10.4). 

As the oxidation proceeds, the crystals undergo the processes of redistribu­

tion and growth, as discussed in earlier chapters. Figure 10-1 shows a surface 

anodized at 290 m V vs Hg/HgO in 1M KOHfor 285 seconds. Crystals of various 

sizes are distributed unevenly over the surface. Continued oxidation results in an 

increase in the coverage of the surface with crystals without a significant change 

in number density (cf. Figure 10-2,375 sec at 290 mY). Single-crystal (111) faces 

of the oxide are also observed. (Note the crystal planes that form at 60° angles.) 

Crystal coverages are moderate «20%). The average "secondary" crystal diam-
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eter is about 2500 A, although some smaller crystals (300 A) can also be seen in 

regions away from the larger ones. Figures 10-3 and 10-4 are SEM images of a 

Ag surface anodized by a series of three small potential steps. A very small 

number of large (secondary) crystals are observed, though many smaller crystals 

(200 A) are seen between these larger crystals. Since these crystal appear to form 

from the primary layer, we refer to them as primary crystals. The surface cover­

age by small crystals is high. 

10.2.3 SEM of Copper 

Copper electrodes were removed from the electrolyte at various times and 

potentials during ,the oxidation/reduction voltammetry in 1M KOH, and then 

observed using SEM. During an anodic potential sweep', no discernible surface 

features can be observed at potentials cathodic of the A2 voltammetry peak. 

This finding is consistent with our ellipsometry and light-scattering results, which 

show that the CUzO layer is very thin and dissolves at grain boundaries above 

-350 m V. If the electrode is repeatedly cycled between -1.2 V and 0.6 V, and the 

potential sweep is then halted around -0.7 to -0.8 V during the cathodic sweep, 

an ex situ Raman spectrum shows the presence of CUzO, and SEM photographs 

indicate that the electrode is rough (RMS roughness about 5000 A) but that the 

film is compact (Figure 10-5). Figure 10-6 shows a surface of Cu anodized to -50 

mV vs Hg/HgO in 1M KOH using a 1 mY/sec potential sweep. This value coin­

cides with the A2 peak current maximum. A large number of needle-like 

Cu( OHh crystals covers the entire surface. The crystals are perhaps 5 11m in 
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length but only 600-800 A in diameter. The finely-matted porous structure of the 

film m~kes it particularly well suited for energy storage, as was discussed in 

Chapter 5. With increasing potential (and charge passed), the voids between the 

crystals are filled due to crystal growth. This growth is primarily by an increase 

in the width of the crystals, though some limited continued nucleation does 

occur. 

10.2.4 SEM of Zinc 

As was discussed in Section 8.7, the anodic films formed on zinc during 

active dissolution are primarily €-Zn(OH}2' At higher potentials, only ZnO is 

observed. Both of these materials are soluble in the electrolyte. Therefore, the 

solution was rapidly drained from the cell while the surface was held at the 

anodic potential. We believe that this procedure diminished the rate of film disso­

lution, thereby enabling us to observe its structure. The solutions used were 

deoxygenated and saturated with ZnO. 

An SEM photograph of zinc anodized at -1.1 V for 50 seconds is shown in 

Figure 10-7. Is is difficult to know what fraction remains of the total amount of 

hydroxide originally present on the surface. The Zn(OH}2 film structure is similar 

to that of Cu(OHh formed on Cu electrodes, although the film's surface coverage 

is significantly lower than that shown in Figure 10-6. Fine needle-like crystals, 

whose average diameter is about 800 A and average length is about 8000 A, are 

formed. Unlike the Cu(OHh layer, the €-Zn(OHh crystals branch more often. 

Futhermore, these crystals tend to be found in bunches rather than in a uniform 
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distribution. 

SEM photographs of passive films on zinc show that the needle-like Zn(OHh 

crystals are no longer present. Rather, a layer of nonporous ZnO is observed 

(Figures 10-8 and 10-9). Regions of the surface are clearly etched. The etched 

pits form both in a direction normal to the (1110) surface and at another in deter­

minate direction. 

Section 10.3: X-Ray Diffraction Measurements of Anodic Films 

10.3.1 Introduction 

The Siemens D500 x-ray diffractometer used in this study· has a maximum 

resolution of greater than 0.01°. However, the major factor limiting the Use of x­

ray diffraction to study thin films is the small signal involved. By using a beam 

that strikes the surface at a grazing angle, the diffracted intensity from a thin 

film can be increased greatly [J5]. Unfortunately, the Siemens D500 instrument 

does not have grazing-angle measurement capabilities. Therefore, simple 0-20 

measurements were made using large integration times (usually 20 sec/point). 

Typically, scans were made over a range of about 30° and at a resolution of 0.1°. 

(Total time for the measurement was 1 hr 40 min.). 

10.3.2 XRD of Copper 

X-ray diffraction measurements of copper films were undertaken to help ver­

ify the results obtained by Raman spectroscopy and ellipsometry. At potentials 

between -450 and -200 m V, XRD data show a small peak at 29.54° and a much 
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larger one at 36.45° (Figure 10-10). These values should be compared to the 

XRD spectrum of CUzO powder (Figure 10-11), and they indicate that only CUzO 

is present on the surface in this potential range. 

At potentials near and above the A2 voltammetry peak, the XRD spectrum 

shows peaks at 16.74°, 23.80°, 34.04°, and 39.81°, in addition to those due to the 

presence of CUzO (Figure 10-12). These peaks are associated with a Cu(OH)z film 

[n.b., powder diffraction pattern of Cu(OH)z, Figure 10-11]. The XRD hydroxide 

peaks are much smaller than those from the cuprous oxide layer, but we attribute 

this difference largely to the inherently lower scattering intensity of the hydroxide 

(see Figure 10-11). The peak at around 21-22° in Figure 10-12 is associated with 

the copper substrate. In all of our other copper XRD spectra, XRD scattering 

from the substrate was removed by subtracting out a pattern obtained from the 

polished metal. 

We have suggested that, at long times and at potentials anodic of the A2 

peak, the CUzO film might react to form CuO (see Section 8.6.4.2). To confirm 

this hypothesis an XRD spectrum of a surface held at 0.6 V fo. 1 hr was taken 

(Figure 10-13). Though the signal is weak, several peaks can be identified. In 

agreement with our Raman results, CUzO is not present, and peaks associated 

with both Cu(OH)z and CuO (32.60°, 35.52°, and 38.17°) are observed. The rise 

in intensity at the far end of the spectrum is associated with the leading edge of 

the copper metal peak located at 43.30°. 
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10.3.3 XRD of Zinc 

Raman spectra of the film formed on zinc indicate that, while bands associ­

ated with the presence of ZnO are present, the relative sizes of these bands are 

different from those of powdered ZnO (see Section 8.7.1). A Zn electrode was ano­

dized via aIm V /sec potential sweep out to -0.4 V and held at this potential 

while the electrolyte was removed from the cell (to minimize the dissolution of 

the layer). Mterwards, the electrode was rinsed in distilled water. The XRD 

spectrum of the electrode shows all the. characteristic peaks associated with both 

Zn metal and ZnO (Figure 10-14A). The XRD spectrum of ZnO powder is 

shown for comparison (Figure 10-14B). Vve therefore conclude that, while the 

relative intensities of the ZnO-film Raman peaks are different from those of the 

ZnO powder, on a global scale the film is ZnO. The effect of an oxygen 

deficiency in the ZnO crystal on Raman-band peak sizes needs to be examined in 

more detail. This information cou~,d lead to a better understanding of the nature 

of the ZnO layer and the associated changes that occur in the film during the 

anodic process. 

Section 10.4: Scanning Tunneling Microscopy of Ag20 Nucleation 

A Digital Instruments, Inc., Nanoscope 1 scanning tunneling microscope has 

been used to study the deposition of Pb on Ag by this author before [J6l. Here 

we discuss STM observations of the anodic film formation on Ag in 1M KOH. 

The objective of this work was to examine the nucleation and growth of AgzO at 

sizes (early times) that are not accessible to SEM. 
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Attempts to use STM as an in situ technique for this system turn out to be 

difficult. The bias of the scanning tunneling microscope tip was set to -100 mV 

with respect to the surface. During anodization at potentials where the primary 

layer forms, the surface features observed at a lower potential are lost, and the 

surface profile becomes very fiat. It is uncertain whether this observation is asso­

ciated with (1) the growth of the primary layer, (2) an effect of dissolved silver 

species on the tunneling probe, (3) the limited conductivity of the layer while it is 

in an electrolytic solution, or (4) a combination of these factors. Further work is 

needed to discriminate the processes occuring before any in situ results can be 

reported for this system. 

The scanning tunneling microscope with a 6.O-pm scanner was interfaced 

with an AST personal computer (IBM, PC clone). Both digital-to-analog (x/y 

position control) and analog-to-digital (z height data) converter were employed. 

A 320x200-point array was used to store the data. Details of the hardware and 

so.£tware will be published in the near future [J7]. 

Smooth silver surfaces were prepared by sputtering silver (VCR Group, Inc., 

Model 705/TM170s) onto a freshly cleaved mica substrate. Approximately 3000 

A of metal was sputtered onto the mica surface. The film layer was totally 

refiecting, and the resistivity of the layer was small. Several samples were made 

from a single mica sheet by cutting it into many smaller sections. (Each sample 

was approximately 1 cm x 3 cm.) This procedure minimized the differences in 

metal film thickness and in the level of contamination between sputtered sam­

ples. The samples were then placed in 1M KOH and anodized at 290 m V vs 
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Hg/HgO in 1M KOH for different times. After the anodization was completed, 

the sample was quickly removed from the solution and carefully rinsed with dis­

tilled water before being examined by the scanning tunneling microscope 

Figure 10-15 shows the current transient of the silver/mica sample anodized 

for 120 seconds. Points corresponding to times at which other samples were 

removed from the solution are indicated in the figure (and should be compared 

with the STM Ii,ne drawing shown in Figure 10-14). The current transient is 

similar to that reported before and shows a typical current minimum and max­

imum associated with the nucleation and growth of the crystalline Ag20 layer 

(see Section 9.2 and References J3 and J4). The change in shape of the curve 

beyond the current maximum (Le., at times greater than 80 sec) may be due to 

the limited supply of silver in the sputtered metal film. The oxide crystals are 

approximately equivalent in size to the initial metal film thickness at these times 

(cf. Figure 10-16F). 

The initial substrate is fiat to within 100 A over a distance of one micron 

(Figure 10-16A). A change in the height of the film on the right of the image is 

most likely due to the termination of a plane in the underlying mica substrate. 

At early anodization times (Figures 10-16B and 10-16C), the film remains 

fairly fiat, although a large number of small "ripples" appear on the surface. 

Further oxidation results in the formation of a large number of small crystals 

(Figure 10-16D) whose size increases but whose number density decreases with 

time (Figures 10-16E and 10-16F). We estimate the number density at 75 sec to 

be 5.7x109 cm-2 and at 120 sec to be 2.8x108 cm-2• These values compare very 
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favorably with those previously derived from ellipsometric and SEM measure-

ments [J3,J4j. 

The amplitude-density function (ADF)t of the images shown in Figures 10-

16A through 10-16F are given in Figures 10-l7A through 10-17F. The initial 

very sharp peak of the ADF widens slightly as the primary layer is formed. This 

is not surprising, since small variations in the local growth rate of the layer 

should be expected. Coincident with secondary-layer film nucleation, the ADF 

becomes bimodal. A small, very broad peak is observed under a sharper, larger 

peak (Figures 10-17E and 10-17F). The small, broad component of the ADF is 

most likely due to the large variations in height introduced by the secondary 

crystals, which cover only a fraction of the total surface. The sharp peak is asso-

ciated with the still relatively smooth regions between the crystals. 

Calculations of the autocorrelation functions (ACF, see section 7.6) from the 

STM data are shown in Figure 10-18. The value of the ACF at zero shift lag dis-

tance (Le., at x origin) is equal to the ,square of the RMS roughness. For random 

surfaces like those studied here, the correlation length is a useful parameter to 

quantify the distance over which surface features (eg. crystal formation) are 

related though processes that occured during their formation. 

The correlation length is generally defined as the lag distance at which the 

ACF falls to e-1 of its zero shifted value. The initial substrate has an RMS 

roughness of around 35 A and a correlation length of about 4000 A. These values 

t The amplitude density function is defined as the relative frequency that a particular height value is found in II. 

given profile. 
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are characteristic of a surface which is extremly smooth. The average change in 

surface height varies by only a few monolayers in thickness over a distance of 

approximatley the wavelength of light. Another way of describing the extreme 

smoothness of the surface is to note that the magnitude of the height variations 

is only one percent of the correlation length. 

Initially, as the surface is anodized, the RMS roughness increases slightly 

and the correlation length decreases (0 to 30 seconds). Further oxidation leads to 

an increase in the roughness with little change in the correlation length (30 to 45 

sec). At the time where 3-dimensional nucleation has been reported to occur 

before [J3, J4j, the correlation length decreases dramatically (n. b. 60 sec). 

Beyond the time for nucleation the correlation length does not change 

significantly, but the RMS roughness does decreases after 75 seconds. 

This interesting behavior can be understood in terms of our primary 

layer/nucleation/Ostwald ripening hypothesis and the discussion of the relation 

between RMS roughness, particle size, and number density (see Section 7.6). As 

the primary layer forms, small lateral variations in the film growth Orate cause the 

surface to roughen slightly. This causes the correlation length to decrease and 

the roughness to increases. Not surprisingly, the correlation length of primary 

layer film growth is shorter than that of the Ag sputtering process. 

Further primary layer growth (30 to 60 seconds) causes an increase in RMS 

roughness with little change in the correlation length. The formation of small 

nuclei from the primary "seed" layer may occur as the layer becomes unstable to 

further planar growth. If we assume that the primary layer's roughness is of the 



Chapter lO-Ex Situ Measurements 474 

same order of magnitude as its thickness, the film should start to nucleate (Le., 

exhibit 3-dimensional growth via diffusion from the solution) sometime after the 

average thickness is about 7 times the critical nucletion radius (see Section 4.6 

and 4.7). After nucleation occurs the diffusion fields for crystal growth can over­

lap. During this phase of crystal growth, the roughness and correlation length 

should increase due to Ostwald ripening (e.g. after 60 seconds). AB the remaining 

crystals grow they eventually will tend to decrease the surface roughness (c.f. Fig­

ures 7-28 and 7-29). This may account for the smaller roughness of image 10-16F 

vs 10-16E. 

Section 10.5: Conclusions 

Several ex situ measurements of the films formed by anodic oxidation of Ag, Cu, 

and Zn have been discussed. SEM photographs of anodized silver support our 

primary layer/nucleation/Ostwald rippening hypothesis for this system. The 

crystals formed under the conditions of this study preferentially show (111) index 

planes. A large number of small crystals appear to form from the primary layer 

("primary crystals"). Our SEM data shows that anodically formed cuprous oxide 

exists as a compact film but that Cu(OHh is formed as a highly porous film con­

sisting of needle-like crystals. Zn(OHh, which is formed at active potential on Zn 

in alkaline media, also exhibits a needle-like crystaline structure. The passive 

ZnO layer is compact. Regions where the Zn single crystal electrode is etched are 

clearly observed. 
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Ex situ X-ray diffraction measurements have confirmed our in situ Raman 

finding that cuprous oxide film formation is followed by the formation of a ther­

modynamically less stable Cu(OHh layer. Some evidence has been presented 

which suggests that the compact CUzO film may be converted to CuO at higher 

potentials. Our Zn X-ray data confirms our Raman finding that ZnO is the most 

prevalent surface species on the passive Zn electrode. Also, we have shown that 

E-Zn(OH)z scatters light primarily by fluorescence. 

STM measurement of anodized silver in alkaline media support our nuclea­

tion and growth model for the silver system. Analysis of STM data using ampli­

tude sensitive (ADF) and wavelength sensitive (ACF) parameters are shown to be 

useful in interpreting digitized STM images. 
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FIGURE CAPTIONS FOR CHAPTER 10 

Figure 10-1. Scanning electron micrograph of a silver (111) surface anodized at 

290 m V vs. Hg/HgO in 1M KOH for 285 seconds. Bar at bottom 

center equal to 943 nm in length. 

Figure 10-2. Scanning electron micrograph of a silver (111) surface anodized at 

290 m V vs. Hg/HgO in 1M KOH for 285 seconds. Bar at bottom 

center equal to 283 nm in length. 

Figure 10-3., Scanning electron micrograph of a silver surface anodized by a 

series of three potential pulses. The first two potential pulses were for 

10 minutes (50 m V to 290 m V and 290 to 310 m V). A third potential 

pulse from 310 to 330 m V was applied for approximately 3 minutes. 

Total charge passed was 41.7 ~C/cm2. Bar at bottom center is_equal 

to 272 nm in length. 

Figure 10-4. Scanning electron micrograph of a Ag surface anodized as described 0 

for Figure 10-3. Bar at bottom center is equal to 182 nm in length. 

Figure 10-5. Scanning electron micrograph of a copper surface following oxida­

tion and then reduction of the surface layers by a potential sweep of 

1/2 m V /sec in 1M KOH. Maximum anodic potential 500 m V vs 

Hg/HgO in 1M KOH. Cathodic potential sweep halted at -750 mV 

(near the end of the major cathodic reduction process). Bar at bottom 
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center is equal to 518 nm in length. 

Figure 10-6. Scanning electron micrograph of a copper surface oxidized in 1M 

KOH by a 1/2 m V /sec potential sweep. Maximum anodic potential 

100 m V vs Hg/HgO in 1M KOH. Bar at bottom center is equal to 

6.45 pm in length and corresponding to left half of figure. Area inside 

white box in left shown in detail in right half of the figure (blown up 

10 time). 

Figure 10-7. Scanning electron micrograph of Zinc (1000) surface anodized at 

-1.1 V vs Hg/HgO in 1M KOH for 50 sec (an active potential). Bar at 

bottom center is equal to 870 nm in length. 

Figure 10-8. Scanning electron micrograph of Zinc (1000) surface anodized at 

-0.8 V V vs Hg/HgO in 1M KOH for 4 min (a passive potential). Bar 

at bottom center is equal to 85.5 pm in length. 

Figure 10-9. Scanning electron micrograph of Zinc (1000) anodized as in Figure 

10-8. Bar at bottom center is equal to 6.06 pm and corresponds to the 

left half of the figure. Area within white box is blown up lOx in right 

half of figure. 

Figure 10-10. X-ray diffraction spectrum of copper anodized in 1M KOH by a 1/2 

m V /sec potential sweep to a peak potential of -250 m V. 

Figure 10-11. X-ray diffraction spectrum of CUzO and Cu(OH)z powders. 
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Intensity of scattering form the largest peak of CU20 is 7.5 time 

greater than that of Cu(OHh in the spectral range observed. 

Figure 10-12. X-ray diffraction spectrum of copper anodized in 1M KOH by a 1/2 

mV /sec potential sweep to a peak potential of 100 mV vs Hg/HgO in 

1M KOH. 

Figure 10-13. X-ray diffraction spectrum of copper anodized in 1M KOH by a 1/2 

m V /sec potential sweep to a peak potential of 600 m V vs Hg/HgO in 

1M KOH. The potential was then held at this value for 1 hr. Solid 

lines -Cu(OHb Dashed lines - CuO. 

Figure 10-13. X-ray diffraction spectrum of copper anodized in 1M KOH by a 1/2 

m V /sec potential sweep to a peak potential of 600 m V ~s Hg/HgO in 

1M KOH. The petential was then held at this value for 1 hr. 

Figure 10-14. A) X-ray diffraction spectrum of zinc anodized in 1M KOH by a 1 

m V /sec potential sweep 'to a peak potential of -400 m V vs Hg/HgO in 

1M KOH. The potential was held at this value as the electrolyte was 

removed. B) X-ray diffraction spectrum of ZnO powder. 

Figure 10-15. Current transient following a potential step of a Ag thin film sput­

tered on mica in 1M KOH to 290 m V vs Hg/HgO in 1M KOH. Points 

corresponding to times at which other samples were removed from the 

solution for ex ex situ STM study are indicated and correspond to the 
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images shown in Figure 10-16. 

Figure 10-16. Scanning tunneling micrographs of sputtered Ag oxidized in 1M 

KOH for various lengths of times at 290 m V vs Hg/HgO in 1M KOH. 

Scale for all images and for all three dimensions shown on top of 

·d'igure .. 
" : 

Figure 10-17. Amplitude density functions (ADF) of the STM images shown in 

Figure 10-16 and oxidized· at times corresponding to Figure 10-15. B) 

30 sec. C) 45 sec. D) 60 sec. E. 75 sec. F) 120 sec. 

Figure 10-18. Autocorrelation Function (ACF) of the STM images shown in Fig-

ure 10-16. 
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