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Preface

This meeting is the sixth in a series of Workshops on Nuclear Dynamics
that began in 1980 at Granlibakken in California. The goal of these Work-
shops is to bring together researchers with a wide variety of backgrounds in
nucleus-nucleus collisions, each representing a frontier of knowledge in the
dynamics of nuclear matter. These frontiers range from the compressibility
of ground-state nuclei to the hydrodynamics of ultrarelativistic collisions. By
bringing these seemingly distant subjects together at a Workshop on Nuclear
Dynamics, the participants have been able to gain insights from those work-
ing on problems in different energy ranges than their own.

This document forms the proceeding for the Workshop which consisted
of fortyfour presentations organized into ten sessions. The atmosphere of the
meeting was enhanced by housing the participants, the scientific sessions,
and the Workshop dinners in the same building. This arrangement allowed
a large amount of informal interaction in addition to the formal talks.

During the Workshop, the Steering Committee held its regular business
meeting. As usual, there was some rotation of the membership and the new
Steering Committee will consist of Birger Bo Back, Wolfgang Bauer, John
R. Huizenga, J. Rayford Nix, Joseph I. Kapusta, and Jgrgen Randrup. It
was decided to hold the next meeting during the last week of January, 1991
in Key West, Florida; the Workshop Chairman will be Joe Kapusta. In two
years time, February 1992, this meeting will again be held at Jackson Hole,
Wyoming, and Wolfgang Bauer will be the Workshop Chairman.

I wish to thank all the participants for helping to make this meeting a
success. Special thanks are due to Dan Cebra for serving as the Workshop
Secretary.

Gary D. Westfall
Chairman of the Sixth Winter Workshop on Nuclear Dynamics
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THE SURFACE ENERGY AND THE
COMPRESSIBILITY !

W.D. Myers
Nuclear Science Division
Lawrence Berkeley Laboratory
1 Cyclotron Road
Berkeley, California 94720

The surface energy and the compressibility are closely related since, after all, the
surface energy arises in part from the fact that there is a loss of binding associated
with reduced density, and the compressibility coefficient K, is the quantity that gov-
erns this effect for small density deviations. In fact, we find in our work ) (which is
the continuation of a series of Thomas-Fermi calculations using the Seyler-Blanchard

‘interaction)? that the value of K., is determined by the combined requirement that
- the surface diffuseness correspond to the one measured in electron scattering and the
surface energy is the one that corresponds to a fit of the model to nuclear masses.
The effect on the surface energy of varying the diffuseness b or the compressibility
K, can be seen in fig. 1.

Even though K, has been determined, the effective value of the compressibility
Keﬁ" for a finite nucleus can be quite a bit smaller because the resistance of the
nucleus to changes in scale consists not only of a bulk effect but depends also on
surface, curvature and higher order effects. In fig. 2 the calculated values for the
binding energy per particle E/A and the effective stiffness K eff for a wide range of

N = Z nuclei (without Coulomb energy) are compared. In both cases the values are
plotted versus A~1/3 so that a curve through the points will intersect the ordinate
at the nuclear matter value of the quantity in question. The slope of the line gives
the dependence on surface area and the other terms are associated with higher order
.effects. It is interesting to note that in both parts of this figure the higher order
terms in the power series expansion tend to cancel. What this means for the quantity
E/A is that a simple Liquid Drop Model consisting only of a volume and surface
term can be expected to work very well. For the quantity K, i it means that there
is probably little point in trying to go beyond a simple two term description of the
effective stiffness in terms of volume and surface effects.

tThis work was supported by the Director, Office of Energy Research, Office of High Energy
and Nuclear Physics, Nuclear Physics Division of the US Department of Energy under Contract
DE - AC03 - 76SF00098.
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Fig. 1 The value of the surface energy coefficient a; is plotted against K,
for three different values of the nuclear diffuseness b. The point corresponding
to our choice of parameters is in the circle in the center of the figure.
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Fig. 2 A plot of the calculated energy per particle E/A versus A~1/3 for

finite N = Z nuclei (without Coulomb energy) is compared with a similar
plot for the quantity K, Yii



The effective compressibility depends not only on the size of the nucleus but also
on its cémposition. In fig. 3 the calculated value of K.ss for a number of nuclei has
been plotted versus the mass number A for three different cases. The open triangles
correspond to values similar to those in fig. 2 with N = Z and no Coulomb energy.
The circles correspond to the K,;; values that would result if the composition of
each nucleus was changed to the neutron-proton ratio holding at S-stability. The
square symbols correspond to also including the effect of the Coulomb energy. The
effect of the neutron excess and the Coulomb repulsion can be clearly seen.
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Fig. 3 The effective value of the compressibility K, g for a number of nuclei
is plotted versus their mass numberA. The triangles correspond to N = Z
and have the same values as in fig. 2. The circles show the reduction that
occurs when the N, Zratio is changed to correspond to f stability. The effect
of adding the Coulomb repulsion is indicated by the square symbols.
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Fig. 4 The solid line corresponds to our estimate of the energy of the Giant
Monopole Resonance using the hydrodynamical expression above. The circles

correspond to measured values®) whose errors are claimed to be smaller than
the size of the symbols.



In addition, in fig. 4 we show our prediction for the energy of the Giant Monopole
Resonance based on these values of K eff and the simple hydrodynamical expression

Ecur = h?%\/l(eﬂ/B’ where B = m(r?), (r?) = 2R? 4+ 3b%, R = 1.13AY*fm
and b = 1fm.® This expression was derived from eq. (6A-50) in ref.5), which is
w = wu./R,, where u, = \/5{%. To arrive at our expression, which includes a

diffuseness correction, we replaced R, by /2(r?) .

The author wishes to acknowledge discussions with W.J. Swiatecki who was
responsible for a number of the ideas presented here. He also wants to acknowledge
the important contribution made by P. Maller.
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Experimental Constraints on Binary Collision
Cross Sections in the Nuclear Medium

Jinghua Jiang, John Cogar and Declan Keane
Department of Physics, Kent State University, Kent, Ohio }4242

Christoph Hartnack and Horst Stocker
Institut fiir Theoretische Physik, Goethe-Universitat, D-6000 Frankfurt am Main, Germany

Although a significant fraction of the relativistic heavy ion research effort over the past
ten years has been directed towards understanding the nuclear equation of state (EOS) in the
hadron gas phase, a consensus has yet to be reached on the more limited question of whether the
evidence favors the so-called “stiff” or “soft” EOS. A number of difficulties — both theoretical and
experimental — have contributed to this situation; this paper focuses on one of these difficulties,
z.e., on the topic of determining the cross section for nucleon-nucleon collisions in the nuclear

medium, ajv‘-f{,.

A crucial feature of microscopic transport theories like the Boltzmann-Uehling-Uhlenbeck?
(BUU) and Vlasov-Uehling-Uhlenbeck? (VUU) models, and the more recent Quantum Molecular

Dyna,mic:;’4 (QMD) approach, is the assumption that the nucleus-nucleus collision process can be
described in part by a classical sequence of 2-body collisions according to a%l{v — the experimental
scattering cross sections for free particles corrected for Pauli blocking of occupied final states, as
per the Uehling-Uhlenbeck equation.Calculations by ter Haar and Malfliet® have since indicated

that an additional in-medium correction is needed: a = aifﬁ,/o‘%}({, ~ 0.7 rather than 1, while
Cugnon et al.’ have argued that o might be strongly dependent on momentum, density and
temperature. Clearly, there is a need to directly resolve these theoretical uncertainties with the
help of experimental data, and in order to test the assumption that a constant value of a can be
used, the widest possible range of experimental conditions should be studied.

The transport models incorporate the effect of the EOS through a mean field interaction
that influences the trajectories of particles between the hard binary scatterings. Collective flow
observables such as p*(y), the mean component of transverse momentum per nucleon in the
event reaction plane as a function of 1'a,pidity,7 are found to be sensitive to both the EOS and

0;\{1{,.8’9’4 These findings cover various projectile and target masses, bombarding energies and

impact parameters, and can be summarized by noting that a decrease in dfvfj(, in BUU/VUU
or QMD simulations by a factor of ~ ﬁ typically changes the predicted flow by an amount

equivalent to changing the EOS. from stiff to soft; likewise, a ~ /2 increase in 0';\{1{, is equivalent
to changing the EOS from soft to stiff. Thus, a minimal requirement for distinguishing between
these two standard parametrizations of the EOS is that the total uncertainty in ajevf]{, should be
less than a few tens of percent.

The models indicate that observables averaged over all reaction planes, such as momentum
eff 10,4
NN

Measurements of both flow and reaction-plane-averaged parameters thus offer the possibility of

or rapidity spectra, are independent of the EOS while retaining some sensitivity to o

simultaneously constraining the EOS and cri,f}{,.

A previously reported 10 rapidity spectrum for high multiplicity 1.2 A GeV Ar + Balj events
in the Bevalac streamer chamber favors VUU predictions with a ~ 1. Experimental rapidity
spectra are strongly dependent on multiplicity, and predicted spectra are likewise very sensitive to
impact parameter; consequently, particular attention was devoted to simulating the experimental
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multiplicity selection as realistically as possible. Nevertheless, systematic uncertainties associated
with the multiplicity simulation remain, and provide a motivation for further comparisons using
inclusive data.

Aichelin et al.”’ have recently compared predictions of several microscopic transport models
to inclusive p-like momentum spectra at 6y, = 20°, 40° and 60° for 0.8 A GeV La + La, as
measured at the Bevalac B30 spectrometer by Hayashi et al.®  The term p-like signifies that
the contribution from protons in all fragments (up to *He) is included, and so the comparison
should be negligibly affected by the fact that final state clustering is difficult to predict and is
not implemented in most models. Aichelin et al. found good agreement among four independent
transport models,l 2313 ot reported that the codes overpredicted the invariant cross sections
or = (E/p?) d*a/dp dQ at 20° by a factor of 1.5 to 2 for psp > 1 GeV/c (see Figure 1). This
discrepancy has been interpreted as a possible failure of the models to adequately incorporate all
the effects of the nuclear medium. However, the present work demonstrates that an interpretation
in terms of @ =~ 1 is favored, and the discrepancy can be explained by the fact that the models

were not filtered to simulate the experimental conditions.

In the experiment of Hayashi et al, the kinetic energy of the partially-stripped beam ions in
the Bevatron was 800 A MeV. We estimate an energy loss of 20 to 30 A MeV up to the mean
interaction point in the target; moreover, projectile-target symmetry requires that contours of
o1 plotted in the plane of rapidity and transverse momentum be symmetric about mid-rapidity,
and an assumed bombarding energy of about 0.77 A GeV at the target improves the overall
symmetry. The kinematic region 8,5 = 20°, pip > 1 GeV/c corresponds to rapidities near that
of the projectile, and in this region, o7(p.3) is strongly dependent on the beam energy. Figure 1
demonstrates that lowering the VUU beam energy from 0.80 A GeV to 0.77 A GeV reduces the
discrepancy in o7(pisp) between VUU and experiment at 654, = 20°.

0.8 A GeV La+La -> p-like 0.8 A GeV La+La —-> p-like

e ———— —
6 = 20° i 10% 6 = 40° 60°, 89°|
s experiment ] s experiment g
077 A GeV VUU[

— 10 7 T
C’)O : L _ .
~ =2 [
o
% 4 ‘
O 10 E -
< ] _
R i
DN . o |
'g 10 A - \\
: vuuU T I
E - 0.80 A GeV :
b 1 ——— 0.77 A GeV
1 — 0.77 A GeV CM N
? §
103 i x n " | n n 1 4 /] N " " 4 " 1 " " 1 \ " n n N N
0.5 1.0 1.5 2.0 0.5 1.0 1.5
Lab Momentum (GeV/c) Lab Momentum (GeV/c)
FIG. 1: Inclusive proton-like cross section at 6;,;, = 20°, FIG. 2: As Fig. 1, except at three angles cov-
in 0.8 A GeV La + La collisions. The experimental data ering mid-rapidity to target rapidity. The two
of Hayashi et al. are compared with the Vlasov-Uehling- curves show the sensitivity to a doubling of the

Uhlenbeck transport model. in-medium binary collision cross sections in VUU.
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There are also distortions associated with evaluating oy = (E/p?) d%o/dp dQ in bins of finite
Ap and AQ, which can be seen as systematic shifts in oy calculated in different Lorentz frames.
Except where noted otherwise, all oy predictions in this paper were evaluated in the lab frame
using the same Ap and A as the experiment. The solid line in Figure 1 shows o as calculated
in the center-of-mass frame, using the same Ap and A6 as in the lab frame. The c.m. calculation
satisfies the requirement for symmetry about mid-rapidity, whereas the lab frame calculation

does not.

Overall, there is little evidence for a discrepancy at 20° that can be attributed to a funda-
mental shortcoming in the VUU model. We emphasize that both the beam energy loss and the
oy distortion in the lab frame are of diminishing importance at the larger polar angles, and are
within statistical uncertainties for the kinematic region spanning mid-rapidity back to the target
rapidity. Accordingly, it is most appropriate to use this region for detailed comparisons between
transport models and experiment.

Figure 2 shows the data of Hayashi et al. at three angles spanning rapidities y;q, = 0 through
~ %ybeam. The error bars give the total systematic uncertainty; statistical errors are not included,
but are negligible when averaged over many points. The VUU predictions corrresponding to a = 1
are in excellent overall agreement with experiment, and a = 1 is favored over o = 2. However, it
is clear that the sensitivity to a and the systematic uncertainties in the data are such that the
previously-discussed goal of constraining a to within a few tens of percent is out of reach in this
case.

Figure 3 shows data for Ar + KCl at 0.8 A GeV, also measured at the Bevalac B30 spec-
trometer by Nagamiya et al.™ The VUU calculations are again in excellent agreement with
experiment and still favor a ~ 1, albeit at a rather low level of sensitivity. The effects of beam
energy loss are negligible in the case of a Z = 18 projectile.

0.8 A GeV Ar+KCl —> p-like The fact that the above comparisoné for
La + La and Ar + KCI both favor a ~ 1,

\ T T T in conjunction with a similar finding for the
1 6 = 30° 60° 90° | high multiplicity Ar + Balj streamer chamber
e * experiment F data of ref 10, sets limits to the possible de-
——« A1 pendence of a on details of the medium. To
0.7 | illustrate this point, we have calculated the

Q
nnn
-

density in a volume surrounding each nucleon-
nucleon collision point (not counting the two
colliding nucleons), and averaged over all NN
collisions in all events. This quantity reflects

mb/(sr.GeV?/c?)

the average density of the nuclear medium,
- and would be zero for collisions between free
E nucleons. The results for the three systems of
interest are shown in Table I. It can be seen
that the average in-medium density may in-

inv

Y PR

05 1.0 15 2.0 25
Lab Momentum (GeV/c)

FIG. 3: Inclusive proton-like cross sections for a lighter

crease as much as ~ 30% between inclusive
Ar 4+ KCl and moderately central Ar + Bal,
events. Further comparisons of momentum

spectra are in progress in an effort to infer

mass-symmetric system, Ar + KCL. values of a over a wider range of conditions.
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TABLE I: Mean density < p/po > in & spherical volume of radius 2 fin centered on each NN collision, based

on a VUU simulation.

Epeam (A GeV) hard soft

Ar + KCI (all b) 0.8 0.95 1.13
La + La (alld) 0.8 1.08 1.18
Ar + Baly (b < 6 fm) 1.2 1.25 1.38

In summary, we conclude that the VUU model can reproduce momentum/rapidity spectra
— both inclusive and high-multiplicity selected — within current experimental uncertainties.
These uncertainties are generally too large to constrain the cross section for binary collisions in

the nuclear medium, af\f]{,, at the level of precision needed in order that transport models might

f

be used with confidence to infer properties of the nuclear equation of state. If ofva depends
on in-medium effects that are neglected in the current transport models, the available evidence
suggests that the additional correction factor is within the range % to 2, and cannot be strongly
dependent on details of the medium, such as density. Finally, our findings reinforce the need for
new, more precise measurements of cross sections for the various fragment species for a wide range
of projectile/target masses and bombarding energies, preferably in conjunction with information
about the event reaction plane and multiplicity.

This work has been supported in part by the U.S. Department of Energy under Grant DE-
FG02-89ER40531. We acknowledge computing facilities provided by the Ohio Supercomputer
Center.
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ABSTRACT: Fission fragment angular distri-
butions have been measured for the reaction
1604232Th at beam energies of 78.2, 82.2, 86.6,
and 100.6 MeV. In this experiment, it was possi-
ble to determine the relative contributions of frag-
ments from both the fission decay of the 248Cf
compound nuclei, formed in complete fusion re-
actions between the target and the projectile, and
the sequential fission decay of nuclei in the Th
region, populated in inelastic scattering and/or
transfer reactions on the Th target. This separa-
tion was made possible by using flight-time mea-
surements. It was found that fragments from fis-
sion of 248Cf showed a somewhat smaller angular
anisotropy as compared with earlier measurements
in which the sequential fission component was not
excluded. The anisotropies found in the present
experiment are, however, even with this correc-
tion, somewhat larger than expected on the basis
of theoretical models.

I. INTRODUCTION

The distribution of partial waves leading to com-
plete fusion between heavy ions has been the sub-
ject of intense studies in recent years. Theo-
retically, this subject is strongly related to the
understanding of the many observations of en-
hanced sub-barrier fusion cross sections. Sev-
eral effects responsible for this enhancement have
been identified, such as deformation [1], zero-
point shape vibrations (2], and coupled-channel

effects [3,4]. It now appears that the bulk of
sub-barrier fusion data can be explained quite
well within this theoretical framework, when cer-
tain allowances are made for parameter optimiza-
tion. It has been pointed out [5] that under
certain assumptions there is a direct correspon-
dence between the fusion cross section at sub-
barrier energies and the partial-wave distribution
of the fusion system. One would therefore ex-
pect that the partial-wave distribution should be
rather accurately described by a model calcula-
tion which adequately reproduces the sub-barrier
part of the fusion excitation function. Several ex-
perimental measurements [6,7] indicate, however,
that there is a stronger population of higher par-
tial waves over that expected on the basis of model
calculations which succesfully reproduce the sub-
barrier fusion cross section. The most spectacu-
lar discrepancy of this type has recently been re-
ported in the results of experiments, where the
mean square spin in sub-barrier fusion reactions
was derived from measurements of fission angular
distributions[8,9]. Neither of these experiments
attempted, however, to discriminate against pos-
sible contributions from sequential fission, leaving
the question of the effects of this process on the ob-
served anisotropies unanswered. In the present ex-
periment, we have succeeded in separating the two
contributions and find that the component arising
from compound fission alone shows a somewhat
smaller angular anisotropy, correspondiong to a
reduced mean-square spin of the fissioning system.
These anisotropies are, however, still larger than
expected theoretically. Thus, despite the recent
substantial improvements in the understanding of
sub-barrier fusion processes, there still seems to
be room for further work in this area.

II. EXPERIMENT

The experiments were carried out with 160 beams
of energies 78.2, 82.2, 86.6, and 100.6 MeV from
the ATLAS superconducting linac at Argonne.
Singles fission fragments were registered in an ar-
ray of ten 400 mm? Si- detectors in the angular
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Figure 1: Time-of-flight vs. energy spectrum

range from 85° to 175°. The flight time of the
'fragments over the 40 cm distance from the target
to the detector was measured by utilizing the time
structure (At = 300ps) of the beam. A typical
spectrum of the time-of-flight vs. energy is shown
in Fig. 1. We have drawn a curve labeled 4 = 250
through the main component of fission fragments
assuming that this component arise chiefly from
the fission of #48Cf nuclei formed in complete fu-
sion reactions. The other curves in the figure are
derived from this, assuming that the time-of-flight
of fragments from other sources (e.g. sequential
fission) scales with At « v/Acwn, Acny being the
mass of the fissioning system. In addition, we
observe a second component approximately cen-
tered around the curve labeled Agny = 200. This
component is associated with the group of light
fragments emitted in fission of Th-like nuclei at
low excitation energy. Such fragment have masses
centered around Ay = 100 and may therefore very
well be expected to fall on the curve for fission
of a nucleus with mass Agy ~ 200. In the mass
asymmetric fission decay of Th nuclei, the heavy
fragments are centered at Ay ~ 130, and they
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Figure 2: Pseudo-mass spectra

are therefore expected to overlap strongly with the
fragments in the heavy end of the symmetric mass
distribution for 248Cf fission. The fact that the
fission decay of the target-like nuclei at low ex-
citation energy is strongly asymmetric therefore
enables us to isolate this component.

ITII. SEQUENTIAL FISSION

In the further analysis, the data have been pro-
jected along the curves indicated in Fig. 1 and
binned by a factor of six to obtain one-dimensional
pseudo-mass spectra. Such spectra are shown in
Fig. 2. The solid curves represents the best fits
to the distributions using two gaussians. The
individual gaussian peaks are indicated by the
dashed curves. Both the automatic fitting pro-
cedure and a visual inspection of the pseudo-mass
spectra clearly indicate that they are composed
of two components, namely a component centered
at channel ~ 34, which contains light fragments
from the sequential fission of the target-like nu-
clei, and a component centered at channel ~ 42,
which contains both compound fission fragments
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and the heavy fragment group from fission of the
target-like nuclei.

IV. DATA ANALYSIS

The angular distributions for compound nucleus
fission derived from decomposition of the pseudo-
mass spectra are shown in Fig. 3 as solid points.
The solid curves represent optimal fits to the data
using the standard expression based on the saddle
point model for fission angular distributions [10],
namely

oo I
W(6) o Y (21 + 1)Tr Y pr(K) | dik(6) |,
. I=0 K=-1

where I is the nuclear spin, Ty is the transmission
coefficient for fusion of the partial wave £ = I, K

is the axial component of the spin, and df(6) is a
d-function. The distribution of K-values is gaus-
sian with a variance of K2, which, in the saddle
point model, is given by the nuclear temperature
T and the moments of inertia of the nucleus at
the saddle point. In practice, W(0) is essentially
determined by the ratio K2/(I?%), which allows for
the determination of the mean square spin (I?)
from the angular distribution of fission fragments,
if the variance, K2, is known from other measure-
ments or theory.

In the present work, we have taken the par-
tial wave distributions for fusion from a fit to
the presently available experimental fusion-fission
cross sections [10,8,9]- assuming that the evapo-
ration residue cross section is negligible - using
a fusion model based on the proximity potential
and which includes the effects of target deforma-
tion, zero-point vibrations, and barrier penetra-
tion. The fits are obtained by varying the value of
K2, the variance of the distribution of spin projec-
tions onto the nuclear symmetry axis. The angu-
lar anisotropies, W(180°)/W(90°) for the present
work (e) are compared with previous measure-
ments (¢ Back et al. [10], o Vandenbosch et al.
[8] , and O Zhang et al. [9]) in Fig. 4. Despite the
large error bars of the present data, which origi-
nate partly from the limited statistics and partly
from the decomposition of the data, we see that
the anisotropy in the E., = 73 — 80 MeV region
is somewhat reduced when the sequential fission
component is subtracted. The solid curve in Fig.
4 is based on saddle point shapes given by the ro-
tating liquid drop model [11] and the partial wave
distribution from the model calculations, which
reproduce the fusion-fission excitation function.
From a study of the a + ?**Cm reactions, which
also forms the 248Cf compound system with spins
in the same range as the presently studied reac-
tion, it is known that the fission decay of 248Cf is
well described by the saddle point model of fission.
The observed - albeit somewhat reduced - discrep-
ancy between theory and experiment is therefore
ascribed to an incomplete description of the par-
tial wave distribution in sub-barrier heavy ion fu-
sion reactions.
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V. CONCLUSION

Provided that the variance, K2, of the total
spin projection onto the nuclear symmetry axis
is known from other sources (light ion induced ex-
periments and/or theory), measurements of fission
angular distributions provide accurate informa-
tion on the mean square spin of the fission system.
One difficulty in utilizing this technique at sub-
barrier energies stems from the fact that a sub-
stantial fraction of the fragments originate from
fission decay of target-like nuclei, which have been
excited in quasi-elastic reactions. This compo-
nent increases in relative strength with decreasing
beam energy. In the present work we have shown
that it is possible to determine the relative con-
tribution of fission fragments from sequential and
compound fission by measuring the flight time as

well as the energy of singles fission fragments as a
function of scattering angle. Isolating the compo-
nent from compound fission decay, we find that the
earlier discrepancy between experimental and the-
oretical angular anisotropies is reduced, although
not quite enough to show agreement with theory.
We therefore conclude that the mean square spin
of the fused system is larger than predicted by the
model calcuations which reproduce the sub-barrier
excitation function. It therefore appears that fur-
ther theoretical work is needed in order to obtain
a better understanding of the fusion process for
heavy ions at sub-barrier energies.

This work was performed under the auspices of
the U.S. Department of Energy under Contract
No. W-31-109-ENG-38.
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The random phase approximation (RPA) has been widely used in nuclear
physics. Two different forms have been employed:— one sums the particle-hole
correlations which we refer to as the ph RPA and the other sums particle-particle
and hole-hole correlations, 1.e., pairing-type correlations and we refer to this as
the pp RPA (for recent work, see Ref. !2) and references therein). Kuo and
coworkers?) have shown that the pp RPA has the important effect of decreasing
the saturation density of nuclear matter towards the experimental value.

The energy diagrams which are summed by the RPA technique are illus-
trated in fig. 1, where we have used Hugenholtz notation so that the heavy dot
indicates an antisymmetrized two-body interaction. The two diagram series are
completely distinct except for the second order diagram which is common to
both. This is rather like doing a shell model calculation, but only including the
pp or the ph interactions, which few would advocate. Our purpose therefore
is to investigate an approach in which the pp and ph interactions are summed
simultaneously, thus allowing “cross-ring” diagrams which have both types of
interaction. We also wish to allow all ph interactions within a propagating 2p2h
state, thus including “exchange” diagrams additional to the standard ph RPA.
The lowest order diagrams of these two types are shown in fig. 2.

In order to sum this set of diagrams, we use standard pertubation theory
for a non-degenerate system, see e.g. Ref. 3). Writing the approximate true
wavefunction as
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Figure 1: Energy diagrams for the standard ph and pp RPA.
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Figure 2: Examples of “cross-ring” and “exchange” diagrams.

[6) = exp[ 3 capapalalaganiéo) | M

abaf

where |¢,) is the unperturbed wavefunction, we then set up a multiple-scattering
series for the coefficients ¢. Using, for simplicity, an uncoupled basis and la-
belling particles (holes) by latin (greek) letters, we obtain

1

1 1 1
_fabaﬁ {ZBabap + 3AusedCedap T 3CabysAysap

cabaﬁ =

—Aa'yca (ccb-yﬁ — Cebpy — Chenp + cbcﬁ'y) + cab‘y&B'yéef Cefap

+ (caca’y ~ Cacya T Ceaay + CCG'Y")
x %B"/bcd (cbdﬁa = Cyasp — Capps T cdbéﬁ)} , (2)

where repeated indices within the braces are to be summed and the energy
denominator € gives the energy of the holes minus that of the particles. Here
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the first term produces the 2p2h state and then the second and third terms allow
pairs of particles and holes, respectively, to scatter. The fourth term gives the
ph scattering for the four possible ph pairs. The fifth and sixth terms include
the backward-going vertices, the former for 2h scattering to 2p and the latter
for ph scattering to ph.

Various approximations can be obtained by restricting the terms on the right
hand side of eq. (2). Including only terms 1,2 and 4 yields the pp RPA, see
Ref. %). Including terms 1,3 and 5 yields a new antisymmetrized form of the ph
RPA— the standard ph RPA is obtained by restricting the terms with a single
interchange of indices to lowest order e.g., ¢35, = B.yg,/4€5,- Then setting
Cabap t Coapa = Cavap — Bavap/4€abap, the equation for ¢’ is schematically

= -i-{B —Ad - A+ B} . (3)

These equations are of standard form®) and display the lowest order correction
required when antisymmetrized matrix elements are used. Finally including
terms 1,2 and 3 is equivalent to carrying out a shell model diagonalization in
the 2p2h space and coupling it to a single B-vertex!).

From the coefficients ¢ the correlation energy can easily be obtained

AE = Z Baﬁabcabaﬁ g (4)
abaf
Although we shall not give them here, equations can also be given for the norm
of the wavefunction and the single particle occupation probabilities. We solve
eq. (2) by iteration in an angular momentum coupled basis and then deduce
the correlation energy from eq. (4).

For the moment we have only a rather limited set of results. We shall discuss
2hw excitations from the Op to 1s0d shell in 190 in a harmonic oscillator basis.
We shall give results obtained with the interaction 0.5Vg .., Which we have
used basically for checking our code against results for the correlation energy
obtained with independent methods!. The Sussex interaction® is probably not
very realistic and we have arbitrarily reduced its strength to avoid imaginary ph
RPA eigenvalues. We shall also give results obtained with G-matrix elements
calculated from the Reid soft-core potential?). Here we use a doubly-partitioned
space to avoid double counting of the ladder diagrams and adopt average starting
energies (see Ref. 1) for details).

In the table, the first row gives the second order results and the other rows
give the results from third order onwards in various approximations. The la-
bel TDA refers to the case where the diagram contains only two B-vertices,
whereas in RPA any number is allowed. For the reduced Sussex interaction it
is not surprising that there is little difference between TDA and RPA. The pp
correlations are larger than the ph ones and the latter are further reduced when
the exchange diagrams are included. This reduction is offset by including the
cross-ring diagrams in the complete result (from eqs. (2) and (4)) which is very
close to the sum of the standard pp and ph RPA results in this case.
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0'E)‘/Sussex VReid
29 order -2.78 -10.73
TDA pp -0.53 -0.79
ph -0.37 —1.23
ph+exchange -0.20 -0.75
complete —0.87 -1.69
RPA PP —0.56 —0.98
ph —0.47 —1.99
ph+exchange —0.26 —1.16
complete -1.03 —2.51

Turning to the Reid potential, the RPA shows significant enhancement over
the TDA. The ph result here is larger than the pp case, but it becomes compa-
rable when the exchange diagrams are incorporated. The inclusion of the cross-
ring diagrams in the complete result enhances the correlation energy. Thus the
diagrams from third order onwards increase the second order result by roughly
25%. Naively adding the pp and ph results is not a good approximation here,
since it overestimates the correlation energy by about 20%. Thus there is a
rather delicate interplay between the various correlations and this is likely to be
sensitive to the interaction employed.

Ultimately we hope to consider excitations through the 2s1d0g shell in 160,
and a more restricted range in *°Ca, employing both the Reid and the Bonn
potentials and Hartree-Fock as well as oscillator bases. As well as the correlation
energy, it will be important to study the occupation probabilities and the ground
state density.
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‘ Abstract .
Multifragment events from 35 and 40 MeV/N 139La + 12¢, 271, 40Ca and 51V reactions can be assigned to
sources characterized by their energy and mass through the incomplete fusion model kinematics. Excitation functions
for the various multifragment channels appear to be nearly independent of the system and bombarding energy.

Intermediate energy heavy ion reactions have focused experimentall’2 and theoretical3»*4 attention on
multifragmentation and its possible association with the formation and decay of very hot nucleid . A proper
description of multifragment decay of hot nuclei requires the characterization of the source in terms of its size (mass,
charge) and excitation energy, as well as of its branching ratios for the binary, ternary, etc. decay channels.
Excitation functions for the various channels may provide the interpretative key to understanding whether the
underlying decay mechanism is statistical or otherwise. Such functions have been predicted by several theoretical
models, such as sequential compound nucleus decay6 or prompt multifragment decay3’4.

In order to study multifragment events 1391 3 beams from the Lawrence Berkeley Laboratory Bevalac were used
to bombard 12¢, 2741, 40Ca, and 51v targets at an incident energy of 35 MeV/N, and 40Ca and 31V at 40 MeV/N.
In such reverse kinematics reactions, the fragments have high kinetic energies and are emitted within a narrow cone
around the beam direction. Thus, a satisfactory detection efficiency (~40% for 1 fragment) was obtained by using two
close-packed square arrays of 9 Si(0.3 mm)-Si(5 mm)-plastic position sensitive telescopes placed on either side of the
beam. The AE-E measurements yielded unit charge resolution up to Z = 57 for most telescopes. The energy
calibrations were performed by running several low intensity beams with different atomic numbers directly into all
the detectors and the error on these calibrations is less than 2%. The velocities of the fragments were inferred from
their kinetic energy and charge, using the mass parametrization of ref. 7.

In the incomplete fusion regime a strong correlation is expected between the velocity of the hot nucleus and its
mass and excitation energy. Such a correlation was recently established for the 18 MeV/N La + Ni reactionS. By
relating the center-of-mass velocity of binary events to the mass and excitation energy of the product nucleus, it was
possible to study at one bombarding energy the decay properties of hot nuclei over an excitation energy range

2 On leave from Institut de Physique Nucleaire, Orsay, France

b On leave from Institute of Atomic Energy, Beijing, China
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Fig. 1 : a-d) Distributions of the sum of the measured

charges for 2-fold events for the 35MeV/N 139La +

12¢, 2741, 40Ca, and 51V reactions. e-h)

Distributions of source velocities expressed as a ratio of

the source to beam velocity for the same reactions. The Fig. 2 : Same as fig. 1 for 2-, 3-, and 4-fold events
dotted line indicates the beam velocity and the dashed from the 139La + 40Ca reaction at Efab = 35MeVIN.
lines the source velocities expected for complete fusion.

The horizontal bars indicate the expected broadening of

the source velocity distribution due to light particle

evaporation for the mean excitation energy.

extending up to 4 MeV/N. In this talk we wish to show that, in a similar manner, ternary and quaternary can be
associated with specific sources formed through incomplete fusion processes.

A prerequisite to such an analysis is to detect for each event a large part of the initial charge. Figure 1 (a-d)
presents the distributions of the sum of the measured charges for 2-fold events at E]ap = 35 MeV/N. (An n-fold
event is defined as an event where n fragments of charge Z>3 were detected.) For the 12¢ target a narrow peak is
observed. This peak broadens for heavier targets,reflecting the wider range of excitation energies resulting from the
larger range of mass transfers, which gives rise to increasing amounts of light particle evaporation. With increasing
target mass, the tailing to low Z values increases. This tail is due to 3- or 4-body events where only two bodies were
detected, and shows the increasing importance of multibody reactions for the heavier targets. The same distributions
for 3- and 4-fold events (figs. 2b,c for 13912 + 40Ca) exhibit a peak at approximately the same total charge as the 2-
fold events, but with a reduced low Z continuum, showing that a high percentage of these multi-fold events are
essentially complete.
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The following analysis is restricted to events where the total measured charge is at least 30, in order to insure a
reasonable representation of the kinematical skeleton of the reaction. If the fragments originate from the decay of a
single source, then its velocity is determined by

Vs = 3 mjVi/Z; m;. In the incomplete fusion pictured, the excitation energy E” is approximately related to the

parallel source velocity Vg by E*= Ep(1-Vg/Vp), where Ep is the bombarding energy and Vp, the beam velocity.

Source velocity distributions for the 12¢, 27 a1, 40Ca, and S1v targets are presented in fig.1 (e-h) for the 35
MeV/N bombarding energy. The peak of the distribution shifts downwards with increasing target mass showing that,
on average,more mass is picked up from the heavier targets. The peak also broadens considerably when going from
the 12C to S1v target. Part of this width is due to the actual range of source velocities, arising presumably from
different impact parameters, and part to the perturbation introduced by light particle evaporation prior and subsequent
to heavy fragment emission. This "noise" has been estimated with the statistical decay code GEMINI/, filtered by
the appropriate detector geometry, and is represented by the horizontal bars on fig.1 (e-h). In the case of 12¢C the
width can be explained almost entirely by light particle evaporation, showing that, due to the interplay between the
incomplete fusion mechanism and the complex fragment decay probability, a very limited range of excitation
energies contributes to complex fragment emission. However, this is no longer the case for the heavier targets,
where a large range of excitation energies is indeed observed.

When the events are separated according to the fragment multiplicity (see fig.2 (d-t)), the requirement of a larger
multlphcxty of complex fragments selects out events with lower source velocities, i.e. higher excitation energies.

For the 40Ca target at Ejap = 35 MeV/N, the estimated

1 00 Y r . most probable excitation energies are 530, 660, and 750
2-fold n 0 o g p MeYV for 2-, 3-, and 4-fold events, respectively. The same

®3 trend is observed for all targets. A similar result was
10'1 E/A = 35 MeV g B 8 ° recently observed in the 20Ne+ 197 Au reaction at 60
8 8 A MeV/N, but only for 2- and 3- body final states?.
-2 @ < To investigate the behavior of nuclei as their
10 8 8 8 excitation energy increases,excitation functions for the
3-fold & o & multi-fold events have been constructed from the results
o ] ° obtained for the various source velocities. The cross
10'3 a 4 oC section for multibody events at a given excitation energy
g & Al depends on the probability of producing nuclei-with this
4-fold o0Ca excitation energy via the incomplete fusion process. In
= 10'4 g oV order to remove this dependence, we have plotted the
— t } i proportion of n-fold events with respect to the total
o 2-fold o <] o @ B number of coincidence events:

-1 E/A = 40 MeV P(n) = N(n)/(N(2)+N(3)+N(4)+ .._..),.where N(n) is the
10 o a number of n-fold events. These excitation fun-cuons (fig.3)
have not been corrected for the detection efficiency. Such a
3-fold @ correction requires knowledge of the precise kinematical
10 a nature of the events, such as mass distributions and relative
n velocities of the fragments and will not be attempted here.
Nevertheless, several remarkable features can be noted.
10'3 & First, the probabilities for 3- and 4-fold events
4-fold : increase substantially with the excitation energy of the
BCa source up to the highest energies observed (~1000 MeV or
-4 oV 6 MeV/N). Such behavior would be expected from any
10 1 4 1 | statistical model and is an a posteriori verification of the
relation between source velocity and excitation energy over
o) 2 4 6 the entire source velocity range studied. This energy
* dependence also confirms that the width of the velocity
E /A (MeV) distribution originates mostly in the incomplete fusion
Fig 3. : P . £ 3 d 4-fold . process, and is only partly due to sequential light particle
ig.3. : Proportion of 2-, 3-, and 4-fold events as a  gecqy.
function of excitation energy per nucleon for the Y
targets studied at Ejap = 35 MeV/N (top) and 40
MeV/N (bottom). The estimated masses of the hot Second, the relative proportions of multi-fold events
nuclei vary from 145 at 2 MeV/N to 175 at 6 for the three heaviest targets and the two bombarding
MeV/N
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energies are very similar, suggesting that the sources produced in these reactions depend mainly on how much mass
is picked up by the projectile from the target and relatively little on the actual nature of the target. This is precisely
what constitutes the essence of the incomplete fusion model! A closer look at fig.3 shows a slight decrease of the
multi-fold probability for lighter targets, as wellas for the lower bombarding energy for a given target. The transition
state model of statistical decay6 predicts a strong decrease of the complex fragment decay probability with decreasing
angular momentum10- Thus an additional source of the differences could be that the hot nuclei are formed in the
various reactions with slightly different angular momenta.

Finally, the proportion of multi-fold events increases smoothly with excitation energy up to approximately
6MeV/N. The statistical multifragmentation calculations of Bondorf et al3 predict a sudden rise in the multibody
probability at ~3 MeV/N for a nucleus of mass 100. Gross et al4 predict a similar transition towards nuclear
cracking at an excitation energy of ~5 MeV/N for a 131Xe nucleus. Experimentally we see no evidence for such
phase transitions, and the data suggest that the decay of the hot nuclei under study (A~160) is governed by the same
mechanism up to an excitation energy approaching the total binding energy of these nuclei.

In this talk we have demonstrated a technique which permits the characterization of hot nuclei and of their decay
over a wide range of excitation energies using a single bombarding energy. The source velocity technique was
extended to multibody events and employed in conjunctionwith the incomplete fusion model to estimate the
excitation energy on an event-by-event basis. This, in turn, has allowed us to present excitation functions for
multifragment events. These excitation functions are largely independent of target-projectile combination and of
bombarding energy, lending support to the incomplete fusion picture and to the idea of an intermediate system whose
decay properties depend only on its excitation energy and angular momentum. Up to an excitation energy of 1000
MeV (~6 MeV/N) no evidence for a phase transition towards nuclear cracking was found.

This work was supported by the Director, Office of Energy Research, Office of High Energy and Nuclear Physics,
Division of Nuclear Physics, of the U.S. Department of Energy under Contract No. DE-AC03-76SF00098.
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Sequential Emission and Multi-Fragmentation at Intermediate Energy

D.A. Cebra, S. Howden, J. Karn, A. Nadasen®, C.A. Ogilvie®, A. Vander Molen, G.D. Westfall, W.K. Wilson, J.S. Winfield

National Superconducting Cyclotron Laboratory and
Department of Physics and Astronomy
Michigan State University, East Lansing, MI {8824-1321, USA

E. Norbeck

Department of Physics
University of Iowa, Iowa City, 1A 52242 USA

Multi-fragmentation is a reaction process that has been
proposed to occur on short time-scales and is expected
to become the dominant form of nuclear disassembly for
excitation energies above 4 MeV/nucleon’:2. The main
fealure ihat distinguishes this process [rom other disas-
sembly mechanisms is the copivus production of inter-
mediate mass fragments (IMFs). As the excitation en-
ergy of the nuclear system is increased, the magnitude of
the internal pressure and density fluctuations increases
rapidly. These fluctuations tear the nucleus apart when
the energy contained within them exceeds the binding
energy of the system. Information about the growth rate
of the fluctuations will provide insights on the equation
of state of nuclear matter. The most direct measurement
is a determination of the threshold for the onset of multi-
fragmentation.

Simple observation of exit channels containing mul-
tiple IMFs has been demonstrated not to be sufficient
to conclusively identify a multi-fragmentation process.
Several recent studies have probed the question of the
time-scale of the disassembly process using observables
that are sensitive to of the disassembly process?:5:8:7.
These studies span a range of excitation energies from 1
MeV /nucleon up to 6 MeV/nucleon. All the studies have
been able to reproduce the studied observables with mod-
els that assume a form of sequential decay leading to a
multi-particle final state. Thus no conclusive evidence
of the existence of the multi-fragmentation process has
been presented prior to this workshop.

This line of analysis which addresses the delermination
of the disassembly mechanisimn was introduced in a study
of the event shape distributions produced from the reac-
tion Ar + V at 35 MeV/n®. At that energy, which corre-
sponds to 8 MeV /n of excitation energy for the combined
systemn if one assumes complete slopping of the projec-
tile participants by the target participants, the measured
event shape distribution was best reproduced by a sumu-
lation modeling a sequential decay process. This conclu-
sion is in agreement with previous studies which had ex-
plored lower excitation energies. 1In follow up experiment,
the same system was studied for bombarding energies
up Lo 85 MeV/nucleon. An early report on the results

at these higher incident energies suggested that the se-
quential model failed to reproduce the experimental event
shape distributions for energies above 35 MeV /nucleon®.
This paper presents the final results of the event shape
analysis for the higher energy dala. As the incident en-
ergy is increased, the predictions from a model of a si-
multaneous multi-fragmentation process, which assumes
isotropic emission of fragments, approach the experimen-
tal distributions.

The data were acquired using the MSU 47 Array!®.
Argon beams of 45, 55, 65, 75, and 85 MeV /nucleon
were provided by the K1200 cyclotron. These data com-
pliment an earlier set which was acquired using a 35
MeV /nucleon beam which was produced by the K500 cy-
clotron. For these experiments, the 4r Array consisted
of 215 phoswich detectors and covered approximately {1
steradians solid angle. The detectors provided charge,
mass and energy information for light charged particles
(A from 1 to 12). The low energy threshold for detec-
tion of charged particles was 4 MeV /nucleon, however
20 MeV/nucleon was required to properly identify the
fragments.

An estimate of the impact parameter was made for
every evenl and only those from the most central colli-
sions were used for this analysis. The estiinate was made
based on the charge detected with center of mass rapid-
ity greater than 75% of that of the target and less than
75% of that of the projectile. This observable ostensibly
measures the mass in the interaction region, which is di-
rectly proportional to the impact parameter. Spectator
matter from either the target or the projectile should be
rejected by the rapidity requirements. The distribution
of impact parameters contained within the central bin is
expected to range from 0 to 0.5 B,,. and to be peaked
around 0.3 Dpq.!!, where Byq. is defined as Ry, +
Ry. This distribution of impact parameters produces an
interaction region that contain 70 -+/— 20 participants.
The additional nucleons are assumed to be spectators
and therefore are ignored for this analysis.

The data were analyzed using a sphericity/coplanarity
analysis which was introduced by Fai? and applied to
this problem by Lopez and Randrup®. In this analysis
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technique, one first defines a kinetic flow tensor

N
Fij=

n=1

2
2my,

(1)

The normalized and ordered eigenvalues (q1.492,¢3) of
used to define two shape param-
3(1 — ¢a)) and Coplanarity

this tensor are then
eters: Sphericity (S
(C = ‘/—(qz — ¢1)). The data presented in this contri-
bution are in the form of sphericity versus coplanarity
distribulions or their centroids.

A simulation that models a sequential decay process
was developed. The primary consiraint upon this simu-
lation was that it reproduce the basic observables of the

1 2 3 4 50 100200 300 400

Energy (MeV)

experimental data. The shape analysisis very sensitive to

changes in these basic observables and a failure to match
at this level would invalidate the more detailed analy-
sis. TFig. 1 displays a comparison of the experimental
data to the predictions of the simulation. The observ-
ables compared are a) multiplicity of identified particles,
b) the total charged particle multiplicity, c) mass dis-
tributions, d) charge distributions, e) proton kinetic en-
ergy spectra, and f) helium kinetic energy spectra. The
circles represent the simulation while the X’s represent
the experimental data. The figure presents data at 65
MeV /unucleon, the quality of the fit was similar for all of
the other energies studied.
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Fig. 2 displays contour plots of the shape distributions
at 65 MeV/nucleon for a) the sequential simulation, b)
the experimental data, and c) the simultaneous simula-
tion. Events for the simnultaneous simulation were gen-
erated from events from the sequential simulation. This
constrained the basic observables of the two simulations
to be identical.

Fig. 3 displays the centroids of the sphericity distri-
butions for the experimental data and for the simula-
tions as a function of incident enetgy. The diamonds
represent the sequential simulation, the squares repre-
sent the experimental data, and the circles represent the
simultaneous simulation. One can see from this plot that
the data are reproduced extremely well by the sequential
simulation at 35 MeV/nucleon. As the incident energy
is increased, the data fall between the two predictions.
Clearly between 35 MeV /nucleon and 65 MeV/nucleon

Sphericity
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there is a progression {rom the sequential extreme to the
simultaneous extreme. The data never reach the predic-
tions of the simultaneous simulation, this may be because
there are other effects that induce some elongations in
the experimental data. For the purposes of this analy-
sis, the definition of simnultaneous has corresponded to
complctely isotropic emission, which is an unrealistic re-
quirement.

The data described in this work suggest that the onset
of siinultaneous multi-fragmentation may occur at exci-
tation energies above eight MeV/nucleon, which is the
highest excitaiion energy for which a sequential model
can still successfully reproduce the experimental data.
The region from eight up to twenty MeV/nucleon may
be a transition region where there is either a mixing of
reaction processes, a mixing of events representing the
alternate processes, or a transitory process. For the 35
MeV/nucleon case, the velocities are below the Fermi ve-
locity in the center of mass. For this case one expects
mean field effects to be strong and suggests thal sequen-
tial decay may play an important role in the disassembly
process.

This work was supported in part by the Natinal Sci-
ence Foundation under grant No. PHY-86-11210. The
collaboration with Dr. Norbeck was supported by a grant
from the Research Corporation.

a. Permanent address, University of Michigan, 4901 Ev-
ergreen Road, Dearborn MI, {8128.

b. Current address, GSI KPIII, Postfach 11 05 52,
Planckstr 1, D-6100 Darmstadt 11, West Germany.
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Sequential Binary Decay and Multifragmentation in
Light Projectile Breakup

Jorge Alberto Lopez
Physics Dept., California Polytechnic State University,
San Luis Obispo, CA 93407

Among the possible mechanisms that lead to the production of frag-
ments in intermediate energy reactions, binary sequential decay

- (BSD) and simultaneous production of fragments, or multifragmen-
tation (MF), correspond to two viable extremes. Based on the fact
that the Coulomb repulsion is drastically different for these two
modes of nuclear decay, it was suggested [1] to use the kinematical
signatures to distinguish between these two mechanisms. In this
work we compare some. kinematical properties of these two decays
with those observed by Pouliout et al. [2] in the decay of 160 at 32.5
MeV/A and of 20Ne at 26.5 MeV/A. This work has been fuilly de-
scribed elsewhere [3].

In the experiment, the projectiles (160, and 20Ne) were excited pe-
ripherally by 197Au, 27A1, 12C and 9Be targets. The decay products
were detected by an array of 34 phoswish detectors [3] that allowed
determination, in some events, of energy, charge and direction of
emission of all the particles. The resulting data were then compared
to computer simulated results.

To simulate a sequential binary decay of an excited nucleus, a
Montecarlio method based on an iterated Bohr-Wheeler treatment was
used. The calculation was done as discussed in [1] except for the
parametrization of the fission barriers [3]. This method produced
mass distributions and velocity distributions characteristic of the
SBD mechanism.
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To produce multifragmentation events suitable for comparison, we
again followed the prescription given in [1] that results in events
with the same mass distribution and total energy as those of the
SBD method. Briefly, in each event, we used the same particles ob-
tained by the sequential decay, re-arrange them randomly in a vol-
ume at half the nuclear density, divided the total energy as Coulomb
and kinetic energies and let the particles emerge along their Cou-
lomb trajectories. Additionally, in both of these simulations we
used the experimentally observed excitation energies for the de-
caying nucleus and the results were filtered through the experi-
mental apparatus.

For comparison between the calculations and experimental data we
look at the distribution of relative angles between emitted
particles. Fig. 1 shows the filtered caiculations for the two methods
of decay used, normalized by the ratio of calculated events to
experimental events (after filtering), as well as the experimental
distribution for the case 160 -> 4 He. The sequential decay appears
to reproduce the observed distribution better than multifragmen-
tation. Fig. 2 shows, not the mean angle between any two particles
which is found not to be too relevant, but the standard deviation of
the angle distribution for the experimental and calculated data for
other various channels. Again, the sequential decay gives a
somewhat better description of the experimental data.

As a second test, a sphericity-coplanarity analysis was used. Table
I shows the average values of these coordinates for each channel.
Again we observe a better agreement with the sequential decay
calculation than with multifragmentation. The exception being the
B-He-H Channel, presumably due to the small amount of particles
present in that channel. Given these comparisons we conclude that
the present exercise does not provide any evidence for
multifragmentation of the projectile.
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Table 1.
B-He-H He-He-He-He He-He-He-H-H

Sph Cop ~ Sph Cop Sph Cop

MF .138+.002 .068%x.001 .291+£.003 .14+£.001 .231+.004 .094%+.002

SD .07+£.002 .033%.001 .19+.003 .097+.002 .163+.005 .075%+.003

EX .122+.003 .055+.001 .191+.004 .101+£.002 .168+.006 .08%+.003

Fig. 1 Relative angle distribution for the 160 -> 4 He channel

He-He-He-He
200 ]
. — sEQ ]
L ME B |
_— \ J—
150 ], pata AN |
I / ]
e i / ]
Z 100 — / \ —
D 3 / \ .
S I / \ :
I / \ ]
- \ .
50 i A‘ . . ]
L \ i
- / \ 4
() j [ st | J// I I 1 i ! l 1 1 1 4 J 1 i \ 1 |
0 50 100 150 200

XBL 899-3291



28

Fig. 2 Standard deviations for the relative angle distribution of the
decay of 160 into several channels. The solid line represents the
experimental results and the dashed lines the two calculations.
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. Towards a
theoretical analysis of Ne on Ne at 45 MeV per nucleon

J. Gallego
Department of Physics, McGill University, Montréal, PQ, Canada, H3A 2T§8

I. Introduction

In the present work we address the problem of solving the BUU equation

of(7pit) |

5 - — — - -
51 —T;V, f(#&p,t) = Ve U(F )V f(7P,t) = e, (1)

where f(7,p,t) is the classical phase space density, U(7,t) is the self-consistent nuclear potential
and L. is the Boltzmann collision integral

; o
I = (2n)° / d’psd’ps dQ g;z" viz 8 (1 + P2 — Ps — B)

X [fifa(1 = fs)(1 = fa) = fafa(1 = f1)(1 - f2)] (2)

where the indices 1 and 2 refer to the incoming nucleons, 3 and 4 to the outgoing ones, onn is
the total nucleon-nucleon cross-section, v,, is the relative velocity of the incoming nucleons and
fi is the Pauli occupation factor around nucleon 1.

The solution of (1) is often implemented by the test particle method (TPM),' and for many
observables it gives very good results. In this paper we present a version that corrects some of its
numerical inaccuracies. We are now investigating how well it can reproduce nuclear fragmentation.
Even though this study is at present incomplete, we have some preliminary results for >*°Ne on
>*Ne at 45 MeV per nucleon, which we can compare with experimental data available.

I1. Energy conservation - The Lattice Hamiltonian approach

We follow here the method of Lenk and Pandharipande ? which guarantees energy conservation.
Their approach is known as the Lattice Hamiltonian Method. The basic assumption is that
test particles have finite density distributions p;(7) = S(¥ — 7:). The density at a lattice site a
centered at 7y of volume (6z)° is

NTA

pa = p(7) = ) S(Fa = 7). (3)

i
One can then define an ezact lattice Hamiltonian as

Nt A 2

H = ZQ—T‘:JrNT(ax)"Ze(,, (4)
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where ¢, is the energy density computed at the center of the cell site. From (4) one can compute
the equations of motion

. O _ pt . _ OH _ s 3 pa
M= =m0 B= g = N8 YU G (5)

The only constraint that the folding function S(7s — 7;) must satisfy at all times is

(82)° S S(Fa = 7) = o= (6)

which guarantees that the sum of p, over cell sites is equal to the number of nucleons. In our
calculations we have used

S(Fa— ) = No [l 01 - 1A%, (7)

with A%, = (rs — 1)/ b.

We stress once again the fact that energy conservation is built into the definition of the lattice
Hamiltonian. Indeed, in numerical tests done with *H and *°Ca moving through the lattice with
beam energies of 4, 20 and 100 MeV per nucleon for 100 fmc™!, energy was conserved to 1 part
in 10* in single precision calculations, and to 1 part in 10° in double precision. Furthermore, for
the *H system, no more than 20 test particles (of a total of 2000) escaped from the nucleus, with
an even lower proportion for *°Ca.

III. Fluctuations and the collision integral

The role of fluctuations in f(7,5,t) as seeds for the onset of fragmentation was recognized long
ago. In BUU codes, the collision integral is solved by cascade-type algorithms, where one considers
the Nt A test particles as representing Nt ensembles of A nucleons, which suffer intra-ensemble
two-body collisions. Considered separately, each ensemble gives rise to fluctuations, but the sum
over all the ensembles produces averaged quantities, and the fluctuations are washed out.
Bauer, Bertsch and Das Gupta * reformulate the problem differently: they argue that fluctu-
ations result from collisions between physical two nucleons, and thus each collision should change
the momenta of 2Nt test nucleons, not just those of the two that collided. Summing over all
the collisions no longer washes out the fluctuations, and so each simulations represents a physical
event.* Of course, one must now simulate many runs to calculate any physical observable.

IV. Some further considerations

In peripheral and grazing collisions, the nuclear surface plays an important role. If Yukawa-
type interactions are included in the potential the stationary solutions naturally develop smooth
surfaces. These solutions can be calculated using the Thomas-Fermi approximation® adjusting the
depth and range of the Yukawa interaction to reproduce the surface depths and binding energies
of intermediate-sized nuclei.

Since Coulomb forces play an important role in final state interactions between the emerging
clusters, we have also included them in our calculation. Both the Yukawa and the Coulomb fields



are calculated at each time step by solving numerically the respective differential equations, with
appropriate boundary conditions.

A final point about the code: statistical fluctpations in the Monte-Carlo sampling of the initial
states gives rise to monopole and quadrupole oscillations of the nuclei. To reduce the effects of
such oscillations, the sampling must be done carefully. Moreover, the discreteness of the grid
gives rise to some initial deformation of the nuclei, resulting again in damped oscillations, so all
the collision simulations started with the nuclei separated by 10 fm along the beam direction to
allow these oscillations to die down before the nuclei collide.

V. Preliminary results

A collaboration between Michigan State, Toronto and Laval universities and Atomic Energy of
Canada Ltd. is studying the fragmentation of medium-sized systems at intermediate energies. In
the experiment they use a 47 detector, whose major components:

¢ TASCC forward array, with angular coverage from 2.5 to 17 degrees for the measuring
charged fragments (for £ > 15 MeV per nucleon).

e MSU 4nr array, with angular coverage from 19 to 161 degrees, measuring charged fragment
multiplicities and energies (for E > 17 MeV per nucleon).

e Si stack telescope located a 47 degrees, measuring the mass, charge and energy of charged
fragments (for £ > 4 MeV per nucleon).

As mentioned, we are studying *°Ne on *°Ne at 45 MeV per nucleon. In the code we have set
Ny = 100, (6z)° = 1 fm®, b = 1 fm, onn = 55 mb, and the potential parameters A = —250.18
"~ MeV, B = 330.71 MeV and ¢ = % for the Skyrme interaction and Vy = —106.98 MeV and
a = 0.45979 fm for the Yukawa interaction.” The collisions were stopped after 200 fme™*, when
clusters have stopped fragmenting. At the moment we have 650 simulations at impact parameters
ranging from 0.1 to 6 fm.

One of our major problems we still have is the cluster identification. We have tried different
approaches, but none of them are yet satisfactory. For the results presented in figures 1 and 2,
we have used a rather simple algorithm: the test nucleons are grouped into nucleons according to
their relative distances in phase-space, and we consider two nucleons to be bound if the distance
between their average positions is less than 2 fm. This method has the advantage that it produces
clusters with integer mass and charge.

V1. Conclusion

We believe that the code presented here is an improvement over traditional BUU codes, and
that it is appropriate for the study of fragmentations since fluctuations are correctly put in. Our
preliminary results we have are encouraging, but it is also clear that more work has to be put into
the clustering analysis. Further extensions of the code, such as including momentum-dependent
interactions, should allow us to study a wider variety of observables.
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A ONE-BODY TRANSPORT MODEL OF FLUCTUATION
PROCESSES IN NUCLEAR COLLISIONS

S. Ayik*
Tennessee Technological University, Cookeville, TN 38505, USA

and
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1. INTRODUCTION

Many aspects of a many-body system can be described in terms of one-body
transport models in which the system at any time is characterized by its single-particle
density rather than by the full many-body information. In these one-body models,
evaluation of the single-particle density is determined by a transport equation which
contains the self—consistent mean-field potential and a collision term due to binary two-
body collisions. Recently, this approach in a semi-classical limit with a Boltzmann-
Uehling-Uhlenbeck (BUUS form of a collision term has been applied to nuclear collisions at
intermediate energies [1]. Common to all one-body models, only the average effects of two-
body collisions are retained in the equation of motion and higher order correlations are
entirely neglected. This approximation corresponds to an ensemble averaging which is
evident, for example, from the "molecular chaos assumption" introduced in derivation of
Boltzmann equation. As a result, these one-body models determine the ensemble averaged
single-particle density and cannot provide a description for the fluctuation processes in
nuclear collisions. On the other hand, at low and intermediate energies dynamical
fluctuations are substantial due to large available phase space for decay into many final
states. Therefore, it is of great interest to improve one-body transport models by
incorporating dynamical fluctuations due to high order correlations into the equation of
motion.

2. STOCHASTIC BUU EQUATION

Recently, we proposed an extension of one-body transport theory by incorporating
fluctuations into the equation of motion in a statistical approximation f2]. In a dilute
system, dynamics is mainly determined by two-body collisions, which (i) produce
dissipation by randomizing the single-particle momentum distribution and (ii) induce
fluctuation by propagating correlations in phase-space. These two effects can be
incorporated into the equation of motion for the single-particle density. This yields in
semi-classical limit a stochastic BUU equation, or Langevin-Boltzmann equation, for the
fluctuating single-particle density,

[za;f + B V= VU - Vp] f(r,p,t) = K(f) + 6K(r,p,t). (2.1)
Here, K(f) has the form of the usual collision term in terms of fluctuating density,

K(fl) = (2—7?%)—! fdpgdp3dp4W(12;34)[f3f4f1f2 - f3f4f1f2] ' (2.2)

where g is the degeneracy factor, f; = f(rj,p;,t), f; = 1 —f; and the spin-isospin averaged

*Work is supported in part by US—DOE grant DE—-FG05—89ER40350.
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transition rates are given in terms of N-N cross-section by
W(12;34) = 2—1152%&5@1 + p2—Pp3 —Pa)b(€ + €2 — €3 — €4). (2.3)

The additional term 8K in eq. (2.1) arises from correlations not accounted by the collision
term K(f), and it is referred to as a fluctuating collision term. The fluctuating collision
term varies rapidly in time with a characteristic time in the order of duration time of a
two-body collision, and it is nearly impossible to calculate it explicitly. Therefore, it is
assumed that eq. (2.1) describes a stochastic process in which the entire single-particle
density is a stochastic variable and K acts like a random force. The fluctuating collision
term is characterized by a correlation function,

8K {(r,p,t)oK(rp"t7) = C(p,p’) &(r — ") é(t —t*) (2-4)

which is local in spatial coordinates due to localized two-body collisions. In a weak-
coupling limit, the correlation function C(p,p’) is explicitly evaluated and given by

Clp,p’) = [ apsdpaW(117;30)[fify Eafy + F1F 1 fuf]
2 [ dpodpsW(1217 4)[fifoT )’ E4 + Tif o' 14] (2.5)

+8(p — 1) f dpadpsdpaW(127;34)[foF s + Fiffof]
where W is the same transition rate which enters into the collision term K(f).

The correlation function C(p,p’) is entirely determined by the average properties of
the single-particle density. The parameters such as the mean-field potential and N—N
cross-section determining the average properties also describe the fluctuations in the
framework of the stochastic BUU model. This result can be regarded as a consequence of a
"fluctuation-dissipation theorem" which relates the fluctuation and dissipation properties
locally in phase-space. The stochastic BUU equation describes the dynamical evolution as
a diffusion process for the trajectories of single-particle density in an abstract space of all
single-particle densities. This description is equivalent to a generalized FP equation in
infinite dimensions for the probability distribution function of the single-particle density.
In some situations, instead of the full probability distribution of the single- particle density,
we may consider its first moment and second moment, i.e., variance and co-variances of
density. For small fluctuations, the equation for the first moment is just the BUU
equation describing the mean trajectory, and the equation for the second moment can
easily be deduced from the stochastic BUU eq. (2.1) [2]. A similar equation for the second
moment of density is derived using a somewhat different approach in reference [3].

3. APPLICATION TO NUCLEAR COLLISIONS

The stochastic BUU model summarized in the previous section provides an extended
one-body transport description of many-body dynamics by incorporating dynamical
fluctuations in a theoretically sound basis. It opens up a possibility for a dynamical
description of multifragmentation processes in nuclear collisions at intermediate energies.
By employing standard methods for solving a typical Langevin equation, we can obtain the
numerical solutions of eq. (2.1) iteratively over short time intervals 14] Starting with a
definite density f(t) at time t, eq. (2.1) generates a set of densities {i(t+At)} at time
t+At. For the next step, we choose one of such possible states as the initial state, and eq.
(2.1) generates a new set of states at the next time step, and so on. At each step the
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generated states are randomly distributed around the initial state and their spread is
determined by the correlation function C(p,p’). In order to make this simulation
numerically tractable, we project the fluctuations on a collective property Q(p) and

determine the spread of trajectories in terms of the collective variable, Q= ﬁpQ(p)f(p,r,t).
The reduced correlation function corresponding to the collective variable is given by

2 ~ o~
Cy(t) = [ dpidpadpsdpa(AQ)” W(12;34)fif 1514 (3.1)

where AQ=Q(p1)+Q(pP2)—Q(p3)—Q(p4). CQ is proportional to the diffusion coefficient for

the collective variable and it determines the rate of change of fluctuations in Q. Now, we
can easily solve the Langevin process associated with Q by modifying it at each time step
according to

t+At

Q-Q+w | f dt'Cy(t’) (3.2)
t

where w is a normally distributed random variable. Once the fluctuations are inserted in
Q, we can generate an event by renormalizing the momentum distribution to the new value
of Q at each time step.

We performed numerical calculations based on the scheme presented here, in which
the collective variable is chosen at the z—component of the quadrupole moment of the local

momentum distribution along the beam axis, Q(p)=2pz—p:—p2. Each event of eq. (2.1) is
simulated with the help of the so-called Landau-Vlasov algoritim [5]. Fig. 1 shows the
time evolution of the diffusion term together with the time evolution of the mean value of
Q in a head-on collision of 12C+12C system at various energies. From Fig. 1, we can see
that the fluctuations are large and peaked in time. There is a well-defined narrow peak
just after touching. The peak in the fluctuations is an order of magnitude larger than the
background which consists of numerical and thermal fluctuations. Consequently, large
dynamical fluctuations are introduced during the early stages of the collision. As a first
application, we study 4°Ca+40Ca collision at bombarding energies E=20 and 60

MeV /nucleon. The collision at 20 MeV /nucleon is a typical low energy, incomplete fusion
reaction. Fig. 2 shows the mass spectra obtained in both the BUU and the stochastic BUU
approaches. Both calculations lead to a similar result, namely an incomplete fusion residue
of mass A~45 together with a large number of nucleons and a few very small fragments,
A~2-3. This result is very interesting for two reasons: (i) at low energies, the fluctuating
theory does indeed lead to a fusion residue and not to an uncontrolled break-up of the
nuclear system, (ii) as expected at low energies, the fluctuating theory gives essentially the
same result as the average result of the BUU description. At higher energies, E/nucleon >
50 MeV, multifragmentation is expected to occur. As can be seen from Fig. 3, the
stochastic BUU calculations lead to a very reasonable mass spectrum of the produced
fragments. The mass spectrum is an inclusive quantity which hardly discriminates between
available theoretical descriptions. However, it provides a check on the reliability of our
calculations. Investigation of more specific and sensitive observables is currently being
performed.

1. G. F. Bertsch and S. Das Gupta, Phys. Rep. 160 (1988) 190.
2. i (Ayik )and C. Gregoire, Phys. Lett. B212 (1988) 269, and submitted to Nucl. Phys.
1989).
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Intermediate energy nucleus-nucleus collisions can pro-
vide inforination concerning the nuclear equation of state
al excitations and densities not too far from the nuclear
ground state.! In these collisions densities up to twice
normal densities and excitations up to 50 MeV/nucleon
can be produced.

Using the MSU 4x Array? we have measured interac-
tions between Ar and V nuclei at energies ranging from
35 to 100 MeV /nucleon. We observe the disappearance of
directed transverse momentum near an incident energy of
80 MeV/nucleon.®* This disappearance corresponds to
the balancing of the attractive and repulsive interaction
and is generally reproduced by BUU calculations. We
term the incident energy at which the attractive and re-
pulsive interactions balance as Eggiance. This observable
is much less sensitive to the details of the experimental
apparatus and the model calculations.

At Bevalac energies (above 200 MeV/nucleon), the
iuteraction between two nuclei is dominantly repulsive.
The interaction results mostly from nucleon-nucleon col-
lisions. At low energies (around 10 MeV/nucleon), the
two nuclei interact mainly through their mean fields.
During the collision, the nuclei orbit or partially orbit
each other. By convention, repulsive interactions are
termed positive angle scattering and attractive interac-
tions are called negative angle scattering. The observ-
able used to study these interactions, the slope of the
fraction of average transverse momentum in-plane versus
the rapidity, is always a positive quantity when the re-
action plane is determined from the dats and is termed
collective flow or directed transverse momentum. The
experimental signature of the change-over from positive
to negative angle scattering is that, as a function of inci-
dent energy, the slope decreases to zero and then begins
increasing again. In a model calculation where the re-
action plane is known, the collective flow changes sign.
In both cases, the cross-over point is well defined. For
models such as BUU that predict nucleon spectra exclu-
sively, the problem of filtering the predictions through
the acceptance of the apparatus is avoided. For the ex-
perimental data, the task of correcting the absolute value
of the observed collective flow for the imprecise determi-

nation of the reaction plane is also not necessary.

The data presenled in this paper were taken with the
MSU 4r Array? using the K500 and K1200 Supercon-
ducting Cyclotrons at the National Superconducting Cy-
clotron Laboratory. In its current configuration, the
MSU 4r Array consists of a main ball of counters and
a forward array. The main ball is made up of 170 close-
packed plastic phoswich detectors with 3 mm thick fast
plastic AE and 25 cm thick slow plastic E scintillators.?
The forward array consists of 456 phoswich counters simi-
lar to the ball counters but with 1.6 mm thick AE and 15
cm thick E scintillators. For the data presented here, the
event trigger is one or more particles in the entire system
which provides minimum bias data. The phoswich coun-
ters are capable of mass resolution for Z=1 fragments and
provide Z resolution up to Z=4 in the main ball and up
to Z=18 in the forward array at the higher energies. Im-
pact parameter selection was accomplished by selecting
on mid-rapidity charge and four impact parameter bins
were selected.” The reaction plane was determined using
a new method given by Wilson et. al.® which uses any
kind of in-plene motion to determine the reaction plane.

Results for directed transverse momentum for five dif-
ferent fragment types (p,d,t,Z=2, and Z=3) and three
impact parameter bins from Ar+V were produced for
each of the energies of 35, 45, 55, 65, 75, 85, and 100
MeV/nucleon as function of the rapidity in the center-
of-mnss frame, ym, versus < p®/pt > for midcentral
collisions.* The use of the ratio < p®/p* > rather than
< p®/A > minimizes detector biases and reflects the frac-
tion of observed transverse momentum that is in the re-
action plane. The directed transverse momentum, or col-
lective flow, is extracted by taking the slope of this curve
as shown by the solid line in Fig. 1. The region is chosen
to extend from y.n=0 to about 76% of the projectile ra-
pidity for all incident energies. In Fig. 1 the results for
protons observed in mid-central collisions are shown. The
values for the directed transverse momentum at different
beam energies are compared in Fig. 2 for various ob-
served particles from midcentral collisions of Ar+V. Note
that the transverse momentum values decrease with in-
creasing incident energy and reach a value of zero around
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80 MeV/nucleon and then increase slightly. This disap-
pearance of flow has previously been observed in La-tTa
collisions to occur at or below 50 MeV /nucleon.® This
decrease and reemergence with incident energy is inter-
preted to be the transition from negative scattering to
positive scattering. ‘LI'his interpretation is reinforced by
BUU calculations that reproduce this gero directed trans-
verse momentum at energies around this value. Note that
BUU calculations predict negative scattering angles at
energies below 70 MeV /nucleon and positive angle scat-
tering at energies above 90 MeV /nucleon.

The Epgtance predicted by BUU is sensitive to the pa-

rameters of the nuclear equation of state. In Fig. 3, BUU
calculations are shown for Ar+V with two different val-
ues of the incompressibility, K, of 200 MeV and 380 MeV
which correspond to soft and stiff equations of state re-
spectively. For K=200 MeV, Epqiance i8 predicted to be
80 MeV/nucleon while for K=380 MeV, Ej1anc. is about
88 MeV/nucleon.

However, the nucleon-nucleon cross sections used in
BUU are those for free scattering and it is possible that
in-medium effects could alter these cross sections. To
demonstrate the sensitivity of the BUU predictions to the
nucleon-nucleon cross sections, we present calculations in
Fig. 4 where the cross sections have been lowered by a
constant fraction. If the in-medium cross sections are
80% of the free cross sections, Epaiance is predicted to
be 108 MeV/nucleon while keeping the same parameters
of the nuclear equation of state. If the in-medium cross
sections are 70% of the free cross sections, Epgiance i9
predicted to be 122 MeV/nucleon. Thus the predictions
of BUU for Epgpance are more sensitive to the assumed
nucleon-nucleon cross sections than to parameters of the
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equation of state. Note that if the collisions are com-
pletely suppressed, then the scattering is always attrac-
tive.

If information concerning the nuclear equation of state
is tu be extracted from Epgiance, then systematic data
concerning the mass dependeunce of this obscrvable is re-
quired. We have carried out the first steps in this direc-
tion by studying the disappearance of flow for Ar+V and
La+La. We expect that there will be a mass dependence
in Epgtance because the collisions should be proportional
to the mass number of the one of the nuclei, A, while
the mean field portion of the interaction scales with A2/3
thus giving a dominance of the repulsive interaction in
heavier systems. llowever, complete systematics will be
needed to help determine the variables in BUU and en-
able the extraction of informaltion concerning the nuclear
equation of state.

This work was supported in part by the National Sci-
ence Foundation under Grant No. PHY-89-13813.
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1- Introduction:

Collective hydrodynamical behaviour of nuclear matter compressed in relativistic nuclear
collisions has been the topic of many theoretical and experimental works in these last years; a recent
review has been written by K.H. Kampert '. First hints have been found in the ‘shoulder arm’ shape of
the energy spectra®? and the charged particle semi-inclusive angular distributions® . However these
observations could be explained by more trivial effects; in particular, Coulomb effects may be partly
responsible for the observed forward suppression of charged particles as this feature was not observed
in neutron angular distributions*. These results stimulated the construction of 4n detectors, for studying
emission patterns and event shapes could be studied as a function of the charged multiplicity of the
event, which characterizes the centrality of the collision®. It has then been proposed to analyze these
data with the sphericity tensor method®: after diagonilalisation, the event shape is characterized by the
direction of the principal axis (flow angle) and two aspect ratios . Such an analyses has been carried out
first for data taken by the Plastic -Ball group for symmetrical nucleus-nucleus collisions 7; it exhibited a
peak in the jacobian-free weighted flow angle distribution dN/d (cos 6) for the most the rsults are quite
sensitive to finite particle-number distortions ®. To overcome these difficulties, P. Danielewicz and
G. Odyniec® proposed a new method: the transverse momentum analysis.

In this method, a vector Q; , which characterizes the reaction plane for each particle i is
constructed as:

M
Q=Y wjp}

i#j

where w;is a weighting factor taken as positive for particles emitted in the forward hemisphere of the
center-of-mass system and negative for particles emitted in the backward hemisphere. Fragment i is
removed from the summation in order to eliminate auto-correlations. Then, the tranverse momentum
of each particle is projected onto this approximated reaction plane yielding the in-plane transverse
momentum per unit mass p,./m. The * superscript indicates values obtained in the estimated reaction
plane. Reflecting event by event fluctuations due to finite number effects , the estimated and true
reaction planes differin azimuth by A¢°®; typical values of <cos A¢> are 0.4-0.5" in our measurements.
The quantities corrected for this effect are noted without the ° superscript. This method was first
applied to Streamer-Chamber data, for the Ar + KCI system at E/A=1.8 GeV. The experimental values are
much larger than the cascade predictions while fairly good agreement was claimed for VUU calculations
with a stiff equation of state'’. The dependence of <p, /m> as a function of the rapidity y has been studied
for a wide variety of systems®. For symmetric systems the slope around the c.m. rapidity has frequently
been used as a measure of the flow F. Its systematic study shows that F peaks for semi-central collisions
and scales roughly as Al/3 between Nb and Au. As far as the energy dependence is concerned , it increases



41

up to E/A=400 MeV and saturates for higher bombarding energies. It has also been shown from Au + Au
system that F increases with the mass of the detected fragment'. For asymmetric systems, such an
analysis has been done for Ar + Bal, at E/A=1.2 GeV* . INC model predicts too low values , VUU
predictions agree with the data, slightly favouring a stiff EOS. However, no error bars are put on the
theoretical calculations, so that such conclusions are highly questionable’ . The present paper deals
with a summary of the DIOGENE results on the baryon and pion flows. For detailed reviews see refs. ¢ "
181920 yn addition to the theses 5 10,

11-Flow for DIOGENE :

Triple differential cross-sections of pions and light fragments ( p, d, t, 3He and 4He) have been
measured with high statistics using the large solid angle detector DIOGENE® installed at LNS (Saturne
National Laboratory). The DIOGENE central chamber acceptance allows to detect particles emitted in
the angular range 20°<6<132° with energies larger than 15 MeV for pions and 25 A MeV for baryons. The
heavy ion reactions studied are given in the following table:

Projectile target E/A (GeV) Projectile target E/A (GeV)

Ne NaF 2 to 1. Ar Ca 2 to 6
Nb 2 to 1. Nb 2 to .6
Pb 2 to 1. Pb 2 to 4

To characterize the centrality of the collision, the multiplicity of the pseudo-protons (free
protons and those bound in light nuclei ) have been used to calculate a reduced impact parameter b,
defined as : b, =b/(R,; + R, ) where R, and R, are the projectile and target radii (R = r,A1/3, 1y = 1.12 fm)*.

As we were mainly dealing with asymmetric systems , for which the center of mass is not
known a priori, the Danielewicz and Odyniec method has been slightly adapted : for each baryon of
charge Z,, mass mp and rapidity yp, the weight used in the determination of the reaction plane is taken
as : (Zu / my .(yu - <y>) where <y> is the Z/m weighted average rapidity of all baryons of the event. Fig.1
displays an example of the dependence of <p,. /m> as a function of the rapidity y for the pseudo-protons
measured in Ar + Pb collisions at E/A=400 MeV and for different b_. The flow parameter F defined as
the slope of the straight line at the c.m. rapidity divided by <cos A¢> has been studied versus b, . target
and projectile mass and incident energy. It displays a slight maximum at intermediate impact
parameter, it is slightly higher for the heavier fragments. For Ne + NaF at a given b,the pseudo-proton
value decreases by 15% from E/A=400 to 800 MeV. It slightly increases as a function of the target or
projectile mass. However, all these variations of F are quite small 10 - 25%. In addition, these values are
overestimated by about a factor 2 as compared to those derived from the method described below (which
allows to get rid of the influence of the acceptance geometry ). With the same procedure INC calculations
predict flow parameter Fip, = (0.5-0.7). Foyr,.
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on Flow from sian fi le differential cross-sections **

The method 10.17. 23 consists in fitting the ( p, /m, p./m) and (p,/m, p;./m) two-dimensional
cross-sections with two-dimensional Gaussian distributions. For each multiplicity cut, providing an
estimated impact parameter, the cross-sections are evaluated in the center-of mass frame, p, is the
longitudinal momentum in this frame, and m is the proton mass.

The parameters given by the fits are 6 and two standard deviations 65 and o, for the in-plane
cross-sections ( p, /m, p,/m) , one angle 6 and standard deviations ¢, and ¢ for the out-of-plane
cross-sections (p, /m, p,-/m) . These values are related as follows:

62=03 cos20 + o7 sin0

0’=0° (ifoy <o) or 90° (if oy > ©)
After corrections for finite number effects , one can deduce from these parameters the true flow
angle ®; and the true variances 6,2, 06,2and 6;32. On Fig. 2, are displayed the ellipses representing the

1/e contours of the Gaussian fits to the in-plane cross-sections for different impact parameters. The
flow angle ©p increases when the impact parameter decreases to reach values as high as 60° for Ar + Pb

at E/A=400 MeV. The size of the ellipses decreases when the impact parameter decreases; in agreement
with the fact that the energy available per participant nucleon decreases. The variation of the flow angle
O and aspect ratios :

7»%1 =03/0? l%2= o3/ 63
have been studied as a function of the centrality of the collision.

Except for Ne + NaF, 6 increases when the impact parameter decreases . The other trends of @
are to increase with the target and projectile masses, all other conditions being the same; for Ne +
(Nb,Pb) collisions @y slightly increases between 400 and 800 MeV per nucleon.The squares of the aspect
ratios vary linearly with the square of the reduced impact parameter, A23, varies more rapidly than
A24,. These aspect ratios are closer to 1, when the collisions become more centrals and for the heaviest
targets; which just reflects that the systems become more equilibrated. These aspect ratios vary weakly
with the incident energy. A2, is always larger than A2;,. In the plane:

Br,1=20%/(0%+0%)

our results display the same behavior as the streamer chamber data group (Fig.3)s.

T T T T T T L AN IR B R B S SR R B S AR R
Ar + Ca Ar + Nb r T
0.4 - E/A=400MeV 4 E/A=400MeV - 60 & Ar + Pb 5
' ' ~ A A Ar + Nb .
LOE & o Ar + Ca -]
0 ro E/A=400MeV
— ]
-0.4 b2/1 ,.R,F:{: o — ]
E ] I/R l‘1 g) 1 L] 1 l [l 4 1 ]
O>-< Ar . IPb T 'O . | ¥ T T T T M T ]
0.4 LE/A=L00OMeV — 60r s Ar + Pb -
. - o r OlLa+Lla ]
B / g Lok - o Ar + kCl i
0 :,}7"/ A ! L . E/A =800MeV ]
i i - a = Ar + KCl -
TN\ L 201 o g E/A=1800MeV +
_0.4 [ 1 ) a 1
: b?/(R+R7 = | - — o ° —
[ R T Lo ]
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Fig. 2: Ellipses representing two-dimensional Fig. 3: O versus r defined in the text; DIOGENE
Gaussian fits to the in-plane cross-sections as results for pseudo-protons (top); Streamer chamber
a function of reduced impact parameter. data for deuterons?® { bottom).
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A nice feature of the method described above is that the results seems independent of the
DIOGENE acceptance cuts; indeed, it has been checked that introducing acceptance cuts more restrictive
eliminating one third to half of the event statistics change the flow angle and aspect ratios respectively
by less than 2°and 1%.

The theoretical flow angles derived with the same method from the intranuclear cascade
calculations® are much too small (at least by a factor 2 for central collisions) as compared to the
present experimental values.

Pion Flow measured in DIOGENE ?°

Pions play an important role in nucleus-nucleus collisions at relativistic energies: theoretical

calculations *? , predict that their multiplicity is determined at the stage of high density and
temperature. This property was first used to extract an equation of state from the difference between
theoretical and experimental pion multiplicities, assuming the difference results from the lack of
compression energy in the models® . However, different sources of diminution of the pion number have
been suggested , like pion absorption®, nuclear medium effects on the elementary cross-sections®* ; in
addition, more elaborated models like BUU® / VUU*, which include the mean field in addition to the
two body collisions, claimed that the sensitivity of the pion multiplicity is not so obvious, especially,
when momentum dependent forces are taken into account. As the theoretical situation, for the pion
multiplicity is far from being clear, it is interesting to investigate another global observable like the
pion flow.

Once the reaction plane is determined from the baryons, a transverse momentum analysis can
be achieved for the pions as well as for the light fragments. The rapidity dependence of <p,./m> is
diplayed in Fig.4 for protons and =+ emitted in central collisions ( b,2= 0.18 ) of Ne + Pb collisions at
E/A= 800 MeV. The center of mass rapidity y,is given by the value where the average proton transverse
momentum goes through zero. The protons exhibit the usual behaviour of positive transverse
momentum values for rapidities larger than y, and negative values for rapidities smaller than y,. In
contrast, to the protons the pions have always positive average in-plane transverse momentum values.
The Intra-Nuclear-Cascade (INC) calculations predicts values compatible with zero over the whole range
of rapidity.

0.4 F1 T T T T3
0.2 | . ++ -
[ L
0.0 I
+ * Fig. 4: Average value of <p,./m> for protons
A ozt - (top), and =+ (bottom) for Ne + Pb system at
E i } f f } E/A= 800 MeV, for a value of the reduced
~ %8 * T impact parameter of about 0.32; the open
M symbols correspond to INC predictions.
Q O t ]
M 0.2 F o ° . =
¢
+ 8 WL
0.0 4
AR
_O 2 N ll I 1 1 1 i

Y

The experimental results can be summarized with two parameters: the flow parameter F taken
as the slope of the rapidity (y) dependence of the average in-plane transverse momentum <p,/m>, (fairly
well fitted by a straight line), and <q,>, the mean value of <p,/m> averaged over y. The dependence of F
and <q,> has been studied systematically as a function of impact parameter, projectile and target mass,
and incident energies, has been studied systematically . The results can be summarized as follows :
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The pion flow F

- Its value is much smaller for than for the baryons: F = 56 MeV/c for pions as compared to 375
MeV/c for protons for the exemple given in Fig. 4.

- For asymmetric systems at 600 and 800 MeV per nucleon, F increases when b decreases, at
E/A=400 MeV with a slight maximum at intermediate impact parameters.

- INC calculations predicts F = O in contradiction with the experimental observations.

The pion asymmetry <q,>

-Its value is compatible with zero for Ne + NaF and Ar + Ca symmetric systems; for asymmetric
systems its value is always positive, without systematic impact parameter dependence.

- <q,> is larger for n* than for xn -, all other conditions being the same.

-The fact that the azimuthal anisotropy of pion emission increases with the asymmetry of the
system is clearly seen on Fig. 5, where <q,> is plotted as a function of A./A, for the same range of
reduced impact parameter (0 < b,2 < 0.25). These observations are consistent with an absorption effect
since for non zero impact parameters and asymmetric systems, pions emitted from the participant
zone have more matter to go through the heavy target than through the light projectile.

- QMD calculations * of <q,> (Fig.6) indicate that the introduction of the mean-field describes
some of the experimental effect. The differences between n*and = -is well described by the model which
includes isospin dependence and Coulomb interaction. However, the model predicts less asymmetry
than observed experimentally.

Q4F T, T T T
n* 1+
0.2k *¢+ ® 800 MeV Ne | ' ' ' ' '
’ ®m 600 MeV Ne 0.4 | P ¢ + -1
| A 400 MeV Ne |
0600 MeV Ar ¢ ) )
A 0__@ A 400 MeV Ar 0.2 F o :
X e S e T B B W
O O.lo — _ ] ! -1 A o)
v 7 o 0.0 At
L 4 Vv
x+ Ooq [~ b
0.2’_ 4 7 ° ® | [ ) ¢
B 4 i 0-2 o o (o) o -
0 | °
O __& : 0.0 1 L 1 A Il
| 1 ) L | 1 L ) L 1 A c.0 0.1 0.2 0.3 0.4 0.5
0 5 10

b?/ (R,+R,)?
Ac/ Ap b

Fig.5: Pion average in-plane transverse momentum as a FIg.6 Experimental results (filled symbols)
function of the system asymmetry at small impact para- and QMD predictions for n* (top) and =~
meter {0< b2 <0.25). (bottomn) for Ne + Pb at E/A = 800 MeV.
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- To be convinced that pion anisotropy is 'compatlble with absorption, a simple semi-classical
model has been derived . It assumes that the pions are emitted from the center of the participant zone
and travel through average distances <d,> and <d,> in the projectile and target with an absorption mean

free path A.Assuming for the pion azimuthal distribution dN/d®=a, + a; cos®, the ratio Q is:

o-(axd_ 1 th[<dt> - fdp}]
@) 2 21

The experimental ratio Q is plotted versus mass assymetry on Fig. 6; within the error bars, it
is compatible with the calculations performed with a mean free path value of 4-6 fm. Such results are
consitent with what is known from pion absorption cross-sections® and from phenomenological
analysis of pion production in nucleon-nucleus collisions® .

T H
0.3 | -~
A .
o 2T B Fig. 7: Experimental values of <q,>/<q,> for n*
\4 (open symbols) and n- (closed symbols) at E/A=400
k (circles), 600 (squares) and 800 (losanges) MeV .
o The curves correspond to different A.
V o} -
4
0.0
0.
Conclusions:

For the baryons, an original method of fitting the in-plane and out-of-plane cross-sections by
two- dimensional Gaussian distributions, provides flow angles and aspect ratios independent of
geometrical detector biases. For asymmetric systems and the most central collisions investigated here,
the flow angle raises up to 60°. Intra Nuclear Cascade calculations are unable to reproduce such large
experimental values. Comparisons with more elaborated models are upon request.

For the pion flow, the preferential emission towards the projectile side is compatible with the
absorption hypothesis, according to which the pions escape the participant region more easily towards
the projectile side than on the target side. The pion mean free path extracted from a simple geometrical
model varies between 4 to 6 fm; in agreement with the known pion absorption cross-sections. Intra
Nuclear Cascade calculations predicts that the average in plane transverse momentum <q,> is roughly

zero. QMDcalculations provide positive values, but too small as compared to the experimental data.

From this systematic study of observables for different systems on a wide range of incident
energies and impact parameters, theoreticians have a lot of informations available to test their models
in quite different regions of densities and temperatures. Obviously, the models have to be sophisticated
enough to include not only the equation of state but also the modifications of the particle properties
when they travel through a dense and hot medium. Enough statistics are necessary in order to get
relevant comparaison to the experimental data; this clearly calls for error bars on the calculated values,
taking into account that often the theoretical observable is computed at one fixed impact parameter
while the experimental data average on a certain range of impact parameters.
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Hydrodynamic Modeling of Heavy Ion Collisions

J.R. Wilson, C.T. Alonso, T.L. McAbee, and R. Vogt
Lawrence Livermore National Laboratory,
Livermore, California 94550

We are modeling heavy ion collisions treating the nucleons as a fluid described by an
equation of state augmented by a Boltzmann equation for thermally produced particles such
as pions. These calculations are fully dynamic (i.e. space- and time-dependent) and do not
need to assume equilibrium, which is arrived at in a natural equilibration process. The
particle-nucleon interactions are described by an absorption cross section and either a
scattering cross section or a mean field. The goal of this project is to see if by matching
experiments we can deduce some information about the nuclear equation of state.

We will first describe the results of calculations modeling the CERN 200 GeV/N 160
+197 A4 experiments [1]. The pion-nucleon interaction for these calculations occurs via
absorption and scattering cross sections. The cross sections, functions of baryon density
and momentum, are fitted to data from nt + A (with A > 12) experiments and extrapolated to
above nuclear densities. For brevity we present here only on-axis two-dimensional
collision calculations, though we have a full 3D capability.

Results of Dynamical 200 GeV/N Collision Calculations

We now present some of our results. Figure 1 shows the peak density, pmax, and the
mean density paye (averaged over the region above nuclear density) as a function of time.

We also plot the number of pions produced as a function of time. Note that pions are
produced well after the peak high density, i.e. most pions are produced during the
expansion phase. In fact, the pions that escape the nuclear fluid are produced at near normal
nuclear density.

Figure 2 shows the total perpendicular energy Er vs. pseudorapidity n. The Ep
distribution resembles the measured distribution except that the calculated peak is atn = 1.9
while the observed peak is at = 2.2. Near n| = 0 our calculations agree well with the
plastic ball data (we do see the observed bump at zero rapidity y ). In Table I our
calculations and experimental data are compared in more detail. While there is reasonable
agreement between our model and the experimental calorimetry data, a principle
discrepancy is that we calculate too few pions with too great an energy per particle. The
total calculated pion energy agrees with the experimental results.
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To investigate this pion discrepancy, we are modeling the pion interactions with the
mean field model described by Ramona Vogt later in these proceedings.
We have also investigated internucleus penetration using a three fluid 1D
hydrodynamical model. Our intent is to see if there is a possible justification for
hydrodynamic modeling of heavy ion collisions. The results are presented in the next

section.

Three-Fluid Hydr ical Model

The three fluids in this calculation are a left-moving nuclear fluid, a right-moving
nuclear fluid, and what we will call an "energy fluid". The primary source of the energy
fluid is the energy lost in the center of mass of a nucleon-nucleon collision. To calculate
this process we use experimentally measured parameters. A secondary source for this
energy fluid is its further interaction with the nuclear fluids. No experimental results or
fundamental theories are available for this latter process, so we have parameterized it
simply using a cross section and an energy exchange per collision. First we made a
calculation with nucleon-nucleon interactions only. For this case Figure 3 shows the
densities of the left- and right-moving nuclear fluids (solid curves) and the energy fluid
(dashed) at a time after the nuclei have passed through each other. The density profiles of
the nuclei are almost unchanged. The nuclei are slightly slowed down.

Figure 4 compares our energy fluid's energy density (solid curve) with the expected
density from a one-fluid perfect gas calculation (adiabatic index = 4/3). Note that ninety
percent stopping (meaning that 90% of the total energy in the center of mass frame is
converted into the energy fluid) is achieved for the nuclei if the nucleon-energy fluid
interaction is parameterized by a cross section per nucleon mass of the energy fluid equal to
0.6 fm? and an associated energy per collision of 1.5 GeV. If the energy fluid is treated as
a gas of massless particles characterized by a temperature T, a cross section of 0.02 / T2
fm2 (where T is in GeV) is sufficient to also produce 90% stopping.

The use of cross sections for the nuclear energy fluid interactions should be viewed
only as a convenient parameterization of the interaction time scale and not as cross sections
as usually measured or calculated. What we see, then, is the important point that a modest
amount of interaction of the matter produced by nucleon-nucleon collisions, with nucleons
following behind, is sufficient to mimic hydrodynamic behavior.

This research was performed at Lawrence Livermore National Laboratory under the
auspices of the United States Department of Energy, contract No. W-7405-Eng-48. One of
us (J.R.W.) is supported by NSF grant PHY 89-20710.
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TABLE 1

Comparison of experimental data with our model for 200 A GeV 160 + 197 Ay

Quantity n Range Experiment Theory Reference
Calorimetry:

ZDC - 0-100 GeV 52 GeV WASO [3,7]
Spectators:

E /proton  0.6<m<]1 175 - 225 MeV 280 MeV WAS0 [4]
E, -0.1<n <29 125 GeV 215 GeV HELIOS [5]
Participants: '

E, 24<m<5.5 80 - 100 GeV 117 GeV WAS0 [3,7]
E, 2.28 <M <3.94 115 GeV 115 GeV NA35 [6]
E, 2.25 <M < 3.83 75 GeV 115 GeV NA35 [2]
E; (mean) - 0.62 + .09 GeV 0.61 GeV NA35[2]
Charged particles: :

pnt (mean) 2.07<y <3.85 0.35GeV/c 0.63 GeV/c NA35([8]
NCP -1.7<m <42 360 250 WASO0 [9]
NCP 2<n <42 200 112 WASO [9]
NP 2.65<n <3.15 120 34 WAS0 [9]
E, (mean) 2<mn<42 0.55 GeV 0.71GeV ~ WAS0[10]
n (peak =-) - 2.2 1.9 NA35 [8]
NT— 0.45 <M < 4.55 125 80 NA35 [8]
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Transverse momentum in high energy heavy ion collisions
and the nuclear equation of state”

Charles Gale!
Physics Department, McGill University, 3600 University St.,
Montréal, Qué., Canada, H3A 2T8

We discuss the mechanism for the production of transverse momentum in high energy nucleus-
nucleus collisions. We argue that the transverse momentum observed experimentally reflects
the nuclear equation of state indirectly only. It appears that the final state at high energies
is mainly a consequence of the dynamics, in turn driven by the momentum dependent optical
potential.

I. INTRODUCTION

In an effort to single out eventual signatures of the nuclear equation of state, several ex-
perimental observables have been proposed in high energy heavy ion collisions. Especially
well known examples are flow angle distributions, obtained by adapting the thrust and
sphericity analyses used in high energy physics to the heavy ion case!, and transverse mo-
mentum distributions?. We will conduct a quantitative investigation of the latter variable
for high energy heavy ion collision data obtained at the LBL Streamer Chamber.

II. THE BUU MODEL OF NUCLEAR REACTIONS
AND MEAN FIELD PARAMETRIZATIONS

The BUU model has enjoyed some popularity over the recent years. One reason for this
is that this medel yields solutions of the Boltzmann equation through numerical techniques
within reach of present day computers. These solution techniques are conceptually simple
and appealing, even though the computational effort might be important. This approach
has the desirable features a transport theory for nucleons in the nuclear medium should
possess:

¢ Nucleons move on curved trajectories in the nuclear environment, owing to the in-
teraction with the mean field (one-body scattering).

o Nucleons can undergo two-body scattering with suitable candidates.

o The Pauli blocking of final states is explicitly incorporated.

We do not give details on the Boltzmann—Uehling-Uehlenbeck equation. The interested
reader is referred to the literature®%. It suffices to say that the one-body phase space
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density f is a solution of

95 (7, p)

ot + {H,f} = Ic[f] ’ | (1)

where I.[f] is a collision integral which depends on the nucleon-nucleon scattering cross—
section, {a,b} is the classical Poisson bracket and H is the single-particle energy. In
principle, oy n and the single particle potential U should be derived from a single interac-
tion. Since the dense medium can modify the free cross sections in many ways, we adopt
the attitude that our BUU model may be regarded as a “testing ground” for the effects
of such modifications on experimental observables. In the discussions that follow, we have
chosen onny = aj{fﬁf.

A determinant fraction of the physics in this scenario then enters in the choice of the
mean field interaction that will be used. We have chosen a density—dependent interaction
of the Skyrme type for the nuclear mean field, augmented by a momentum-dependent
term. The features of our parametrization are described in detail in the literature®:®
and we do not repeat them here. In a determinantal theory, the functional form of our
momentum-—dependent term would be obtained from the exchange term of a Yukawa force.
Consequently, we refer to this interaction as the momentum-dependent Yukawa interaction
(MDYT). It is quite pertinent to enquire if results of more microscopic calculations are
reproduced by MDYI. Wiringa' has calculated the single particle potential in nuclear
matter with the UV14 4 TNI and UV14 + UVII interactions. Comparing with MDY]I,
we find the agreement quite good over a wide range of densities and momenta®. Similarly,
the agreement with optical potential data is very good, both at low and high energies®.

III. THE NUCLEAR EQUATION OF STATE
AND TRANSVERSE MOMENTUM DATA

It is established that the transverse momentum technique proposed by Danielewicz

2 is sensitive to the flow characteristics of the nuclear system. It had been

and Odyniec
hoped early on that this experimental observable would be linked directly to the nuclear
equation of state. This argument originates from the simple idea that, for a system in
thermal equilibrium, one can simply relate the transverse momentum to the time integral
of the pressure. However, this reasoning does not consider the possible nonequilibrium
effects for which the relaxation times may be long on the time scales of nuclear collisions.
Consequently, we have set out to investigate the sensitivity of the transverse momentum
variable to the nuclear equation of state in the framework of the BUU model. It is a
simple exercise in statistical mechanics to relate our MDY interaction to its corresponding
equation of state®.

Comparing with data obtained by the Streamer Chamber collaboration for 800 MeV/n
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nuclear collisions®, we see that the agreement is quite impressive (Fig. 1).
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FIG. 1. Transverse momentum per nucleon as a function of rapidity in reactions of 800
MeV/n. Results of BUU simulations with the MDYT interaction (open squares) are compared
with Streamer Chamber data (solid circles).

We can then ask the legitimate question: is this agreement sufficient to single out a possible
nuclear equation of state, as characterized by its compressibility coeflicient? The answer
is: not quite. We in fact observe definite manifestations of nonequilibrium effects in the
rapid rise of transverse momentum and we attribute this to the strong dynamical influence
of the optical potential at these energies®. It is then clear that the transverse momentum
generated need not reflect the equation of state directly at all, this being an equilibrium
concept. To carry this argument to its logical conclusion, we display the effect of changing
K from 215 MeV to 380 MeV (Fig. 2). The data clearly has little sensitivity to the precise
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value of K.
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FIG. 2. Effect of the nuclear compressibility coefficient on transverse momentum generation.

. Effects of K = 215 MeV (solid circles) and K = 380 MeV (open squares) are shown.

IV. CONCLUSIONS

We have used the momentum-dependent BUU model to compare with streamer chamber
measurements of the transverse momentum, and we have found that this observable is
largely dependent on the nuclear mean field, not so much on the equation of state.This
finding is in fact in accord with simulations in the relativistic Vlasov model’!. Studies
at lower energies will also be done, were the optical potential is smaller in magnitude.
However smaller compressions will partly cancel this advantage for differentiating between
equations of state. We plan to investigate the large body of data studied by the Plastic
Ball as well as to study other observable such as azimuthal asymmetry® and out of plane
squeeze—out1 0,

It is a pleasure to acknowledge that much of the results discussed above were obtained

in collaboration with S. Das Gupta, S. J. Lee, M. Prakash and G. M. Welke.
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Critical Pion Opacity

Wolfgang Bauer
National Superconducting Cyclotron Laboratory
and Michigan State University
East Lansing, MI 48824-1321, USA

Abstract: The new effect of critical pion opacity is proposed. It is a
reduction of the emission probability for central-rapidity pions in the vicinity
of the critical point of the nuclear “liquid-gas” phase diagram. We show in a
strongly simplified model how this effect can arise, and we discuss how it could
be measured.

The classical phenomenon of critical opalescence is an increased scattering of electro-
magnetic radiation near to the critical point of a substance [1]. A particularly instructive
example is found in Ref. [2] for the case of cyclohexane-aniline. Far away {rom T, there
is no appreciable light scattering. As T, is approached, however, the sample takes on a
milky appearance. This is due to the scattering of light off the density fluctuations.

The density fluctuations are usually characterized by introducing the density-density

correlation function
C(F— ) = (p(7)p(¥)) — p*. (1)

Its relation to the isothermal compressibility is given by
,, KT
[arew =r%, )
kr

where the isothermal compressibility is defined as sy = —V~!.(8V/0P)r n and its
value for the ideal gas is k% = (pkpT)~1. Since xr diverges at the critical point, the
range of the correlation function has to increase near the critical point. Sufficiently close
to T,, the correlation length becomes as large as the wavelength of light. In this case,
the density fluctuations scatter light strongly. This leads to the phenomenon of critical
opalescence which was first explained in the classical theory of Ornstein and Zernicke [3].
The scattering intensity is given by '

() = 1%(,—"’7- / dire= 7" O (), 3)

where ¢ is the momentum transfer, and I°(g) is the intensity for noninteracting particles.

We expect nuclear matter to have a phase diagram similar to a Van der Waals gas,
because the nuclear interaction exhibits short range repulsion and long range attraction
{4, 5]. It should be stressed at his point that there is no firm experimental evidence for
the existence of a second order phase transition and a corresponding critical point as of
vet. However, it is hoped that with the new heavy ion accelerators and 47 detectors this
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interesting point of the nuclear phase diagram will be studied in detail. In a previous
publication, we have pointed out methods to look for the critical point and to determine
the critical exponents [6].

In this paper, we propose a new effect that should occur as we approach the critical
point of nuclear matter from above as a function of the order parameter. It is the decrease
of transparency of nuclear matter near the critical point for pions traversing it, and we
have therefore dubbed it “Critical Pion Opacity”.

We start out by noting that pion absorption is (at least) a two-nucleon process. The
absorption of a pion on one nucleon is forbidden for simple kinematical reasons. The
dominant channel for pion absorption is the so-called Delta process, in which a nucleon is
excited to the isospin 3/2 Delta resonance state by the incoming pion. This A can then
interact with a second nucleon via A+ N — N + N to complete the process of the pion
absorption. This process has to take place at short inter-particle distances between the
two nucleons of the order of [7]

d= ————~ 0.5 fm. 4
IR m | (4)

Thus the pion absorption cross section exhibits a dependence of o3, x p*, with X > 2,
and is therefore sensitive to the fluctuations in the density. If we could irradiate nuclear
matter at its critical point with pions, we should see the effects of the density fluctuations
in the pion absorption cross section. The following simple illustrative model is meant to
demonstrate this effect.

We consider a system of nuclear matter at an average density of (p} = po/« contained
in a sphere of radius R = rg A% o3 where A is the total number of baryons, the radius
constant 7 is given by 1.2 fm, and pg is the nuclear matter density. The constant .« is in
the range 2-4, such that the average density is at the critical value.

We take 2 limiting cases: One which contains no fluctuations in the density, p(¥) =
po/, and one which contains maximum fluctuation, p(r,Q;) = po, where Q; is an arbitrary
solid angle with the constraint ). €; = 47/a, and 0 otherwise (for the sake of analytical
simplicity). In the homogeneous case, we obtain for the average absorption cross section
for a pion escaping from the center of the distribution (A = 2)

1 4 R ,00 2
Chom X yp ; dQ/(; dr (-CT)
= 7 A% p(z, a_%, (5)

whereas the case with fluctuations yields
1 4 R
Oinhom O "—/ dQ/ dT’pz(T, Q)
4 0 0
2

= T A% pga_3. (6)

We therefore obtain the result ¢inhom/0hom = @, an increase in the absorption cross section
by a factor of 2-4. For a general value of A > 2, we obtain oighom/0hom = o>~ 1.
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We now discuss if and how this effect could be observed in experiment. It is generally
believed that there are in principle two ways in which the nuclear matter critical point can
be reached. One would be in very asymmetric systems (proton + heavy target), in which
for sufficiently high bombarding energies ( Epeam > 5 GeV) the spectator matter could be
heated up to the temperature necessary to reach the critical point. The other way would be
the central collision of symmetric heavy ion systems with Eveam & 100 MeV /nucleon. The
second one is preferred in our case, because of the simpler determination of the deposited
excitation energy [8], and because in this case thermalization predominantly proceeds via
elastic nucleon-nucleon collisions.

During the compression phase of this heavy ion collision, densities of 1.5 to 2 pgy are
reached and some pions are produced. The overall excitation function for these “sub-
threshold” pions is well understood in this beam energy domain [9]. Even though there is
a large amount of absorption during this high density phase of the collision, some pions
escape from this high density phase. To experience the effect of density fluctuations near
the critical point, the pions have to stay in the baryon matter long enough for it to expand
to the critical point. We have estimated the time interval for this expansion in a simple
manner.

We consider the case of isothermal expansion from a compressed spherically symmetric
state at a temperature T = T,.. The equation to solve for the expansion is then

d 5 .
ap_fpw, M)

where d5 is a surface element of the sphere in which the baryons are contained, and P
is the pressure. To obtain quantitative estimates for the expansion time, we chose the
equation of state of Ref. [10],

P(5,T) = 3.5 — 7°) + 1.8255% T° MeV fm~3 (8)

with the dimensionless variables 5 = p(t)/po and T = T/T., T. = 16.5 MeV.

Instead of solving the full set of hydrodynamic equations, we obtain a simple estimate
by computing the force on a circle which is obtained by cutting through the center of the
nucleus. This leads to a simple second order differential equation initial value problem for
the radius, R(t) of the sphere containing the baryons,

167
3AM,

d? 2
S R() = 5o ROP() 9)
We solve it using a standard Runge-Kutta method. For a system of A = 300 nucleons and
an initial compression of p; = 2pyp, for example, we calculated the time for the system to
reach the critical density of pe, = ling as ter = 21.4 fm/c.

A pion which was created at p = 2py, t = 0, R = 0, can therefore have a maximum
velocity of & 0.5 ¢ in the baryon center of mass frame, if it is required to be within the
baryon sphere at ¢t = tcr. This corresponds to a kinetic energy of T = 22 MeV.

Pions having less energy in the c.m. frame than this value will on average experience
this effect, whereas the faster pions should not. The way in which we propose to test our
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predictions is linked to this observation. We suggest to measure the ratio

ox(TT <TZ)

Rr(Ebeam) = or(T7 > T1)

(10)

for central collisions of symmetric heavy ion systems. We predict that this ratio will
have a dip at the beam energy which leads to an expansion which goes through the
critical point in the nuclear matter phase diagram. This dip should be superimposed on
an otherwise smoothly rising function R;(Fbeam). The exact width and depth of this
dip is not predictable within the simple framework developed here, but the experimental
detection of this effect would indicate exiting new nuclear many-body physics.

It is a pleasure to acknowledge helpful discussions with G.F. Bertsch, V. Efimov, and
P.J. Siemens.
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ABSTRACT

Calculations based upon a Quadronium phenomenology of the "e'e™ Puzzle"
are reported. Here the U+Th lines (at 809, 760, and 608 keV) arise from from
Free Annihilative Pair Emittive Decay (FAPE) of Q, and the U+Ta (e*e”) lines
(805, 748, and 620 keV), from decays of Quadronium bound to an emergent heavy
ion, presumably Uranium (Bound Annihilative Pair Emittive Decay, BAPE). A
good semi-quantitative description is obtained for the observed character-
istics of these six lines. This description also implies a new process, Sharp
Annihilative Positron Emission (SAPosE) in which the decay electron is cap-
tured, ejecting only a positron whose kinetic energy is equal to the total
decay energy plus the electron binding energy. It follows that the U+4Ta
(e*e”), which appear to follow a bound decay, must exhibit such energetic
positron lines, whose width and probability we estimate.

1. INTRODUCTION

Previously it has been noted'? that the existence of a strongly bound
state of Quadronium, (e*e’e’e”), could allow a qualitatively complete phe-
nomenology®® for the "e'e” Puzzle" posed by the data’"!! on coincident
e'e” pairs from high-Z heavy ion collisions. Our discussion is based upon
the following spontaneous-creation/mass-inflation scenariol™® consequent
to that conjecture.

In the super-Q critical field of the nuclear collision a leptonic Quadro-
niumatom (Q,) is created spontaneously by an exothermic decay of the vacuum.
This process is energetically possible because the Q, atom is so strongly
polarized by the nuclear Coulomb field that its isolated ground state energy
of (~1.5MeV) MeV is reduced to a negative value. Then as the ions separate,
and their effective Coulomb field diminishes, the Q, is depolarized, absorbing
from the ions the energy needed to attain its isolated ground (or excited)
state energy (mass inflation).

As this process develops, the Q, may be released, to decay as an isol-
ated free particle, or it may be captured by an ion to decay from its bound
state. In the latter case the decay leptons will acquire from the nuclear
Coulomb field a positive difference energy, A = E,-E.. (Indeed we propose,
and use, such a positive value of <A> as the signature of bound decays.)

2. GLOBAL ASSESSMENT
Despite the success of this description, the specific calculations
which quantify it do not depend upon any structural features of the decaying
particle itself, apart from its small radius, its capacity to bind to the nuc-
leus, and its decay into (e*e”). Therefore the question whether this decaying
object is in fact Quadronium, or something else, remains unresolved.

12,13
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On the other hand, this Quadronium deciphering of the "(e%e™)-Puzzle"
successfully encompasses the observations and suggests sharp questions for
both theory and experiment. We expect these questions to lead either to fur-
ther successful elaboration of the description or to some significant (and
hopefully, indicative) failure. One can ask no more of a good phenomenology.

3. PHENOMENOLOGICAL CALCULATIONS

Our results are summarized in Tables I, II, and III, as described in
the captions. We here note only the central physical features which determine
the implications of our description.

a) All widths arise from Lorentz transformation of the lepton energies
frog the rest frame of the Q, to the lab frame: A = yA’ + VoA’ Cosf’, where
(A,)) 1is a lepton energy-momentum 4-vector, or a sum or difference of them.

b) In the bound (BAPE) decay of Q,, the sum energy width is dominated
by the non-zero difference, (p{-p{). Also the average difference energy is
positive, and the difference width is larger than that of the corresponding
free decay due to the additional spread in the Coulomb potential energy for
various decay sites of the Q,. All of these features are due to the effect of
the Coulomb field upon the decaying Q,; also, their magnitudes are all fixed
by the extension, R,, of the Q, wave function about the nucleus, which is here
fit to the <A>- value of the 748 keV line. (The average lab velocity of the
ion is taken equal to the maximum Epos-acceptable value, vy = 1.62vq,,
yielding an over-estimate, indicated by the 2 signs in Table II.)

c) For the free (FAPE) Q, decays, there is no Coulomb field. Then
(p{-p{) vanishes, and the (now unavoidably small) sum widths are determined by
the spread of the small Q, translational kinetic energy. Also, the difference
energy is identically zero, and its width is entirely due to the Doppler
broadening. (The speed of the free Q, is assumed in our calculations to be
distributed uniformly over the interval (0, 2vgy).)

12-13

4 TABULATED THEORETICAL (& EXPERIMENTAL) RESULTS
FOR FAPE, BAPE, AND SAPosE DECAYS.

The following three tables summarize the calculations and compare them
with the corresponding experimental quantities (in parentheses) for the free,
bound, and sharp positron pair emittive decays of Q,.

Table I: The average difference energy and the widths of the sum and differ-
ence energy distributions calculated for the Free Annihilative Pair Emittive
(FAPE) decay are compared with the experimental results (in parentheses) of
Ref.10 for the U+Th collision (in keV). Good semi-quantitative agreement is
evident, although the sum widths seem systematically too small.
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TABLE I: U + Th, Free Annihilative Decays

Ky = Sum Width K.E. Diff. Diff.Width
<K, +K_)> <F;> (Exp) 7 <A> (Exp) <FZ> (Exp)
608 6.2 (23) 0 (~-10) 96 (~166)
760 6.8 (<80) 0 (~+6) 110 (~140)
809 7.0 (42) 0 (~+25) 115 (~130)

Table II: The average difference energy and the widths of the sum and differ-
ence energy distributions are calculated for Bound Annihilative Pair Emittive
(BAPE) decay and compared with the experimental data (in parentheses) of Ref.
10 for the U+Ta collision (in keV). The separate Coulomb and Doppler contri-
butions to " are indicated. Good semi-quantitative agreement is evident.
(The wvalue (*) of <AF> for the 748 keV line has been fit to experiment;
also, the = signs indicate overestimates.)

TABLE II: U + Ta, Bound Annihilative (BAPE) Decays

Ky <F;>Z(Exp) <AF> (Exp) <I*Z>=<[a§+a;]>l'2 >(Exp)

L
620 27 >(20) 114 (~30) 183=[1022+1532] " >(~230)

748 26 =(26)  *150 (~150)  239=[1662+1732]" =(~450)
805 26 >(20) 163 (~220)  265={193%+1822]° =(~280)

Ny

Ny

Table III: For each EPOS coincident (e*e”™) line from the U+Ta reaction, the
kinetic energies of the three most energetic sharp positrons are listed to-
gether with their estimated fractional (with respect to all Q, decays of the
specified total energy) intensities, f,. Also, the total positron fraction,
f;; the fraction of decays, f;, which yield pairs with electrons of kinetic
energy K. < 200 keV (therefore) rejected by the EPOS e_ detectors; the fract-
ion, f;, which yields coincident pairs acceptable to EPOS; and the ratio, F,
of (total) sharp positrons to the acceptable coincident pairs. Finally, the
distances (in fi/mc) of the Qy from the nucleus which yield electrons of ener-
gies El,Ez,...E<:O, and 200 keV, and which serve as the boundaries for
calculating the fractions, f;, are tabulated. The width of these lines are
calculated to lie in the range, 60 < T, < 160 keV, as discussed in Ref. 12.



TABLE III: SAPoskE Lines in (U,Qo) from U+Ta Reaction
Ratio:

EPOS Positron Lines Total giii;iiﬁm Posi-
(ete”) Energy (fraction) Positron trons
Summed (Distance, h/me) Fraction [Rejected Pair to
Energy Fraction  Fraction|Pairs

_ 1 2 3 _

Ky = K+(f1) K+(fz) K+(f3) f+ Efn fR fP . 5f
<K, +K_> (<r,) (<r,) (<rjy) (<r ) (<djy40) (<) +/ TP
805 keV 937(0.13) 837(0.03) 818(0.01) 0.17 0.14 0.69 0.25
Distance:' 0.648 0.798 0.833 0.861 1.71 0
748 keV 880(0.14) 780(0.03) 761(0.01) 0.18 0.17 0.65 0.28
Distance:'! 0.684 0.854 0.894 0.927 1.99 ©
620 keV 752(0.15) 652(0.04) 633(0.0D) 0.21 0.28 0.51 0.41
Distance:' 0.783 1.013 1.071 1.118 3.15 0

REFERENCES

1. J. J. Griffin, Proc. 5th Int. Conf.on Nucl.React.Mech., Varenna, Italy
(6/88), ed. E. Gadioli (Physics, U.of Milano, Italia) p. 669.

2. 3. J. Griffin, J. Phys. Soc. Jpn. 58 (1989) Suppl.ps27.
3. J. J. Griffin, "Quadronium: Spontaneous Creation ...",
(10/88), submitted to Phys.Rev.Lett.

U. Md. PP#89-053

4. J. J. Griffin, "Quadronium: Phenomenology for the e'e” Puzzle", U. of Md.
PP#89-048, DOE/ER/40322-051 (9/88), submitted to Phys. Rev. C.

5. J. J. Griffin, in Microscopic Models...", ed. M.Guidry et al. (World Sci.,
Singapore, 1989), p 409.

6. J. J. Griffin, J. Phys.G:Nucl.Part.Phys.15,925 (1989).

7. We treat here the data of the EPOS group, from Refs. 8-11. Reviews, inc-

luding the extensive work of the "Orange" group, can be found in Refs. 9,11.
8. T. Cowan, et al., Phys.Rev.Lett.54,1761(1985) and Phys. Rev. Lett. 56,
444 (1986) .

9. T. E. Cowan, "Monoenergetic Positrons and Correlated Electrons from
Superheavy Nuclear Collisions™, Ph.D. dissertation, Yale Univ. (5/88).

10. H. Bokemeyer, et al, 8" Moriond Workshop, Les Arcs,France (1/89); and
Rpt. GSI-89-49 (5/89) (GSI, Darmstadt, W. Germany).

11. In Physics of Strong Fields, ed. W. Greiner (World Science, 1987), one
finds summaries by T. Cowan and J. Greenberg (p.lll), H. Bokemeyer (p. 195),
C. Kozhuharov (p.265), and W. Koenig (p.281). See also P. Kienle, Ann. Rev.
Nucl.Part.Sci.36,605(1986).

12. J.J.Griffin and T. E. Cowan, U. of Md. PP#90-060, and PP#90-102,
published.

13. J.J.Griffin, U. of Md. PP#90-063, to be published.

to be



63

The Second Order Variation in Thomas-Fermi Theory

S. Das Gupta, S.J.Lee!, R.K. Bhaduri?, H.H. Gan® and E.D. Cooper?

Physics Dept., McGill Unwversity, Montreal, P.Q., HSA 2T8, Canada.

1. Now at Physics Dept., Rutgers University, Piscataway, NJ, USA.
2. Permanent address: Physics Dept., McMaster University, Hamilton, ON, Canada.
3. Now at Chemistry Dept., McGill University, Montreal, P.Q., Canada.

4. Now at Physics Department, Ohio State University, Columbus, Ohio, USA.

The energy E that one minimises in Thomas-Fermi theory consists of two parts; kinetic

and potential. In three dimensions the density n(7) is given by
' pr(F)
n(r)