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Abstract 

In the preceding paper, it has been shown that use of reference 

functions could decrease errors on integrals estimated by Monte Carlo. 

Here the statement is illustrated by a physics example. It concerns the 

measurement of the I'+ 1'- forward-backward production asymmetry in 

e+ e- interactions, taking radiative corrections and detector distortions 

into account. The parameters of the detector are chosen arbitrarily just 

for purpose of illustration. 

The result using reference functions is about 4 times as accurate as 

without using them. The reference functions also make the results less 

sensitive to some biases in the Monte Carlo generator. 
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1 Introduction 

In the preceding paper [1], it was pointed out that "reference functions" 

can decrease errors on Monte Carlo estimates of multidimensional integrals. 

Mathematics were developed to make best use of such reference functions. 

Here, we construct an example where these mathematics are applied and are 

useful. The example is a problem of the type encountered in high energy 

physics. It concerns the production angle 8 of muon pairs produced in e+ e­

interactions, and more precisely the prediction of the average of cos 8 as 

measured in the detector. 

The theoretical prediction of the expectation value z = cos 8 of the cosine 

of 8 is based on integrals of a type that has to be evaluated by Monte Carlo. 

In this paper, for a set of conditions chosen arbitrarily, z is estimated by the 

two following methods using the same number of Monte Carlo events: 

1) by the usual and straightforward Monte Carlo method, i.e., applying 

the well known formulae of Sect. 1.1 below; 

2) by the method of Ref. [1], Sect. 3.3, based on reference functions, i.e., 

applying the formulae recapitulated in Sect. 1.2 of this paper. 

Each kind of estimation is repeated 1000 times and the results are his­

togramed on Fig. 1a. The averages of the estimates are the same for both 

methods, but the spread of their values is much narrower in the case of esti­

mates with reference functions. This shows that, in this particular example, 

reference functions significantly improve the accuracy of Monte Carlo pre­

dictions for the same number of events. Alternately, for a given accuracy, 

the number of Monte Carlo events that have to be generated could be de­

creased. In addition, estimations are also made introducing a bias in the 

Monte Carlo generator and the results plotted on Fig. 1 b. There is evidence 

that, in this example, estimates computed using reference functions are less 

affected by some types of flaw in the physics generator than the usual Monte 

Carlo estimates. 

The purpose of this paper is not to solve a real problem of physics but 

only, by an example, to show the usefulness of reference functions. However 
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an effort has been made to make the problem resemble a real one as much as 

possible. For that reason, radiative corrections are reasonably well approxi­

mated in spite of their complexity. The experimental setup has distortions, 

finite resolution, limited acceptance, and less than 100% efficiency. Aside of 

that, the detector parameters and the analysis cuts are completely arbitrary. 

The physical problem is described in Sect. 2. 

In Sect.3, details of the Monte Carlo integrals with and without reference 

functions are described and results are discussed. 

1.1 The Usual Monte Carlo Integration 

Let us suppose there are MJ integrals to be evaluated. Each one can con­

stitute a component in a vector IF! of the form 

IFI = j lf(x)la(x)dx, (1) 

where xis a multidimensional variable, lf(x)l is a vector with MJ compo­

nents constituted with functions of x known in closed form, and a( x) is a 

function of x whose shape can be simulated by a distribution of points gen­

erated by Monte Carlo. In this paper, we consider only cases where a( x) is 

a probability distribution, normalized to unity. 

j a(x)dx = 1 (2) 

The Monte Carlo integration methods use the probability distribution a( x) 
to generate the integration points. We call N the number of such points. 

In the usual Monte Carlo method, estimates IFI of the integrals IF! are 

obtained from the formula 

(3) 

where 

lrt'kl =values oflf(x)l at the Monte Carlo point k. {4) 

An estimate II Ell of the error matrix on IFI of Eq. {3) is given by 

(5) 
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,, 
where 

llfJII = L l<pkll<pkl • (6) 
k 

1.2 Monte Carlo Integration Using Reference Functions 

It has been shown in Ref. [1] that more sophisticated estimates IFI can 

be defined than the ones of Eq. (3), if there are Mt linearly independent 

functions, which we consider as components of a vector lt(x)l, that can be 

expressed in closed form and correspond to integrals ITI that are also known 

in closed form. 

ITI = j lt(x)la(x)dx (7) 

Such functions are called "reference functions". Using reference fun'ctions, 

integration points are still generated by Monte Carlo as in Sect. 1.1. Then 

one computes 

lt?kl = values of lt(x)l at the Monte Carlo point k, (8) 

101 = L:lt?kl, (9) 
k 

lktll = E lt?kllt?kl , (10) 
k 

T l0llktii-1 ITI , (11) 

"' 
1TIIktii-1 ITI (12) = 

T 

1~1 = lktll-1 
( Kl01- ITI) (13) 

An integration weight T]k is associated to each integration point k, 

(14) 

and the integrals IFI of Eq. (1) can now be estimated as 

IFI = 2: TJk l<pkl . (15) 
k 

An estimate IIEII of the error matrix on IFI of Eq. (15) is given by 

IIEII = "-2 (llfJII-IWilllftll-1 llwll) + ; lflllfll , (16) 
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where 

II~PII = E lt?kllcpkl ' (17) 
k 

1n1 = IFI- 1Willl£tii-1 ITI . (18) 

Furthermore, the quantity 

2 1011~1 
Xmin = K (19) 

allows a test of consistency between the distribution of the Monte Carlo 

points and the integrals of the reference functions. It should be interpreted 

as a x2 associated with Mt - 1 degrees of freedom. 

2 Physics Considerations 

The problem concerns the study of the following reaction: 

(20) 

The two incoming particles have the same energy but opposite momenta. 

They may emit a photon ( "Y) before they annihilate and produce the muon 

pair. The detector is less than 100% efficient and distorts the measurement 

of the production angle e. 
At LEP energies a non-zero forward-backward asymmetry is expected 

in muon pair production. At any given energy, the theoretical prediction 

for that asymmetry depends on the Z0 mass, Mz, the total Z0 width, fz, 

and the Z 0 coupling constants. Comparing the prediction of that asymmetry 

with an experimental measurement is a crucial test of the standard model [2]. 

The test may be done by measuring the average value < cos 6 > of cos 6 

over the events detected in the experiment and accepted in the analysis, 

and t,hen by comparing the measured value to the theoretical expectation 

value of < cos e >' z = cos e' computed assuming given values for the 

Z 0 parameters. For non-ideal detectors, this expectation value has to be 

computed by Monte Carlo. 
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2.1 Muon Pair Production, Detection and Reconstruction 

We assume that each real event is described, at lea.St approximately, by the 

following four-step process: 

a) Initial state radiation. One of the two electrons emits a photon. The 

now virtual e+ e- system has a mass ...fS* and a non-zero momentum, 

both dependent on the photon energy E,.,. The set of variables neces­

sary to describe the virtual system will be referred to as ecMs. The 

probability distribution of eCMS is a function prad(xCMS) of the possi­

ble values xCMS of eCMS, normalized to unity. It is approximately de­

scribed by a 1/ E-y spectrum multiplied by the Z0 Breit-Wigner shape, 
between two values E~min) and E~max) which can be derived from 

Ref. [3]. 

1 1 
E-r. (s*- Mi) 2 + Mif~ (21) 

b) Muon pair production. A p.+ and a p.- leptons are created. Let (}* be 

the production angle defined as the angle between e- (after radiation) 

and p.- in the virtual e+ e- center of mass system described in a); (}* is 

also the angle between e+ (after radiation) and p.+ in the same center 

of mass system. The p.+ and p.- four-momenta in the laboratory frame 

are totally defined by eCMS and(}*. For each value XCMS of ecMs, the 

probability distribution of cosO*, ~~~5(cos8*),1 normalized to unity, 

is given by 

~~~s( cos 8*) = ~(1 + cos2 8*) + AFB(xCMS) cos(}* , (22) 

1 In the notation of step a) above, as it is proper in probability theory and as it is done 

in Ref. [1], a clear distinction is made betwP.en the random variables such as eCMS and 

the non-random quantities such as the values XCMS that the random variables (.CMS can 

take. Here, it was feared that keeping up with this convention entirely may obscure the 

physical content of the example. Therefore, as is generally done in physics papers, we 

sometimes use the same symbol for a random variable and the values that this random 

variable can take. 
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where AFB(xCMS) is the Born expression of the forward-backward 

asymmetry of muon pair production at an energy #. The coefficient 

AFB(xCMS) depends on s* and the Z0 parameters, and it is known in 

closed form [3]. 

c) Particle detection and reconstruction. Each muon, unless it misses the 

detector completely, is scattered by the pieces of equipment it traverses 

(we assume scattering in the detector to be multiple scattering). Some 

components may react and register the muon as it passes through. If 

detection is successful, reconstruction of the event is attempted, lead­

ing to measurement errors and, sometimes, failure to be reconstructed. 

Let 8± be the measured angle (in the laboratory frame) between the 

e± and J.l± trajectories. Because of initial state radiation, detector 

distortions, and measurement errors, these angles e+ and e_ may be 

different from the production angle (}* in the center of mass and differ­

ent from each other. As an approximation 8 to the unknown angle(}*, 

one can use many expressions; here we compute 8 as the angle formed 

by the difference between the J.l- and the J.l+ momenta with respect 

to the incident e- in the laboratory. 

d) Event analysis. If the event reconstruction is successful, then experi­

mental cuts are applied in order to reduce various undesired effects. 

We assume here that only two such cuts have a non negligible effect 

on muon pair events. The first cut limits cos 8 to a range of values 

where the acceptance is close to 100% and where cos 8 is not too far 

from cosO*; it should reduce the importance of detector distortions. 

The second one is a collinearity cut which requires the two angles 8+ 

and 8_ not to be too different from each other; it should reduce the 

background. These cuts are expressed as 

- clim < cos (} < clim ' {23) 

(24) 
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where Czim and Blim are values chosen by the experimenter after study­

ing his detector and the background. Trial values are given in Table 1. 

For each event, we define an index~ equal to 1 if the event is detected, 

reconstructed and passes all experimental cuts, and equal to 0 other­

wise. For each value xCMS of ~CMS and for each value of cos (J*, there 

is a probability distribution of~ and cos (J, p~~~~:!~:8.(~, cos 9),1 which 

takes into account the behavior of the apparatus, the reconstruction 

procedure and the analysis cuts. It satisfies 

whatever the values of xCMS and cos (J* are. 

The physical probability distribution is 

pPhY"(~. cos(}, cos (J*, x0 M8 ) = 

Prad(xCMS) _prod (cos (J*) papparatus (~ COS 9) 
P:r;CMS zCMS,cosO• ' • 

(26) 

2.2 Integrals to Be Evaluated 

The expectation value z of cos (J observed in our hypothetical experiment 

may be written as 
-- Ft 

z =cos(}=-, 
F2 

(27) 

where 

F1 = L j ~ cos (J IfhY"(~, cos (J, cos (J*, xCMS) dxCMS d( cos (J*) d( cos 9) , 
.X 

(28) 

F2 = L j ~ IfhY"(>.,cos9,cos9*,x0 MS) dxCMS d(cos9*) d(cos(J). (29) 
.X 

To compute z = cos (J, it is thus necessary to know the integrals F1 and F2 • 

As in Sects. 1.1 and 1.2, it is convenient to handle them as components of a 

vector 

(30) 
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From estimates IFI of IFI, one computes an estimate z of z as 

(31) 

From an estimate II Ell of the error matrix on IFI, one computes an estimate -S2(z) of the square of the error on z as 

Bi(z) = lfiiiEIIIfl , (32) 

where lfl is the gradient of z at Ft = F;_ and F2 = F;. · 

8zj8F1 I 
8zj8F2 at IFI = IFI-

(33) 

2.3 Born- and Numerical Approximations 

Let us first consider the ideal case where radiative corrections are negligible 

and where, in a given range of cos(}*, one can consider both measurement 

distortions to be zero and detection efficiency (i.e., all detection, reconstruc­

tion and collinearity cut efficiencies) to be 100%. Let us choose C1im to be 

the maximum value of cos (J* in this range, which is then defined by the 

inequalities 

- Clim < COS 8* < Clim • (34) 

Our hypothesis implies that, in this range, cos (J is equal to cos (J* and that 

events satisfying inequalities (34) are the same as those that satisfy inequal­

ities (23). They are the accepted events. In that ideal case, the expectation 

value, z, of cos 8 over these accepted events is indistinguishable from the 

expectation value, cos (J•, of cos(}* over the range defined by inequalities 

(34). Let us define the function l(cosfJ*) to be 1 when inequalities (34) are 

satisfied and 0 otherwise. In cases that can be approximated by our ideal 

case, we can use estimates z of z such as 

-- Fi z = cos (J• = - ' 
F.* 2 

8 
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l.r 

where 

IF*I = =! cosO* 

1 
prad(xCMS) v:"c"~5(cos0*) l((cosO*) 

dx0 MS d(cosO*). 
(36) 

Since radiative corrections are also negligible, the integral of Eq. (36) 

extends only to one set of values of the virtual e+ e- system characteristics 

x0 M 5 , i.e., to the one corresponding to no photon emitted by the incident 

electrons at step a) of Sect. 2.1. In the integral of Eq. (36), the function 

V:~~5(cos0*) defined in Eq. (22) takes values corresponding to only one 

value of the parameter AFB(x0 M 5 ), A~IJn, i.e., the Born expression of 

AFB corresponding to that case where the energy Vi* of the virtua.J e+ e­

system after step a) is the same as the initial state energy ...fS. The integrals· 

IF*I become integrals of polynomials of cosO*; they can be carried out in 

closed form. 

J I cos
1

0* I [3 B ] IF* I = 8(1 + cos2 0*) + AFIJn cos 0* l( cos O*)d( cos 0*) 

(37) 

= I (38) 

According to Eq. (35), this leads to the following estimate z<Born) of cos 0: 

(39) 

We will refer to this estimate as the Born-approximation. Since the functions 

to be integrated in this approximation are easily integrable polynomials of 

cos 0*, they give us a hint that powers of cos 0* may have the properties 

recommended in Ref. [1], Sect. 2.4, for efficient reference functions. 

One may want to consider a little more sophisticated case, where radia­

tive corrections are not negligible but the detector can still be considered 

as an ideal detector, with 100% efficiency and without significant measure­

ment distortions. Equations (35) and (36) are still valid. The integration 
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over cos 0* can be carried out analytically in Eq. (36), which then reduces 

to an integration over x0 M 5 • One is led to the following estimate z<num) of 

cosO: 
8 

z<num) = COS 0* = 2 AFB , 
3 + 9/Clim 

(40) 

where 

(41) 

The quantity AFB(x0 M 5 ) is a function of the single variables*. The dis­

tribution of s* due to radiative corrections is easy to deduce in closed form 

from Eq. (21 ). Therefore AFB given by Eq. ( 41 ), thus z<num) of Eq. ( 40), 

can be obtained integrating over the single variable s* and thus can be eval­

uated numerically using standard numerical procedures. We will refer to 

the estimate z<num) as the numerical approximation. 

3 The Monte Carlo Estimates 

Of course, for best accuracy, the integrals of Eqs. (28) and (29) have to be 

evaluated making no approximation about the shortcomings ofthe detector. 

M ultivariable integrations have to be performed, generally without known 

closed form expressions for the result. Numerical techniques become im­

practical because of the prohibitive number of points required in numerical 

multidimensional integrals. Therefore Monte Carlo integrations have to be 

performed. 

3.1 The Monte Carlo Generation 

For the problem at hand, two different kinds of generation of Monte Carlo 

points have been considered to get estimates of the integrals IFI of Eqs. (28) 

and (29): 

u) The natural and usual way: to generate events according to a proba­

bility distribution pf!f that approximates the distribution of the real 

10 
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events as closely as possible. Using Eq. (26), 

...MC(..\ COS 8 cos 8* xCMS) - ..,phy11 (..\ cos 8 cos 8* xCMS) 
P(u) ' ' ' - Y ' ' ' ( 42) 

= prad(xCMS) ..,prod (cos 8*) papparatu11 (..\ COS 8) . 
PzCMS zCMS,cos9• ' 

In that case we express the integrals IFI of Eqs. (28) and (29) as 

IFI = L j IJ<u>( ... )1 Pt!f<· . . ) d(cos8) d(cos8*) dxcMs , (43) 
.>. 

where 
cos8 

1 
(44) 

v) The simplified distribution: Monte Carlo events are generated with 

a probability distribution of ~CMS and with detector distortions as 

expected for- the real events, but the distribution of cos 8* is chosen 

uniform between -1 and + 1 at production time, i.e., at stage b) of 

the process described in Sect. 2.1, for each value of s*. Therefore the 

overall distribution, pttf, is different from the one of the real events. 

MC(..\ 8 8* CMS)- p1'hys(..\,cos8,cos8*,xCMS) 
P(v) ,cos ,cos ,x - d 

2~~Ms(cos8*) (45) 
= prad(xCMS)! papparatu11 (..\ cos8) 

2 zCMS,cos9• ' 

One advantage of the simplified distribution is that it will simplify 

the computations with reference functions, because the Monte Carlo 

integrals 101 of the reference functions in case v) will involve a simpler 

expression of the vector l~kl· Another advantage is that, unlike the 

function pf'!f( .. . ) of Eq. (42), the function pttf<· . • ) of Eq. (45) does 

not depend on the Z0 coupling constants. Then there is no need to 

generate a new sample of Monte Carlo events for each value of the Z 0 

coupling constants. In this case v), we rewrite IFI as 

IFI = L j IJ<v>( .. . )1 pttf( .. . ) d(cos8) d(cos8*) dxCMS, (46) 
.>. 
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where 

COS 8 ..,prod ( *) ( ) • 2 p -C M s COS 8 • 4 7 1 z: 

The factor 2~~~5( cos 8*) is the factor that takes into account the 

difference between the distributions of Monte Carlo and the one of the 

real events. 

To demonstrate how the integrals I Fl of Eqs. ( 43) or ( 46) can be com­

puted by Monte Carlo (using the events generated according to pf!f( ... ) or 

pttrc .. . ) respectively), we show below the relevant correspondences between 

the terms of their definition and the terms in the integrals of Eq. (1). 

jdx 

a(x) 

~ :E j d(cos8) d(cos8*) dxCMS 
A 

~ pf!fC· .. ) or Pttrc .. . ) 
(48) 

In both cases u) and v), estimates IFI of IFI can be obtained using the usual 

Monte Carlo method described in Sect. 1.1. 

3.2 Choosing the Reference Functions 

If a suitable set of reference functions can be found, the integration method 

of Sect. 1.2 may be applied too. However, one can show that this procedure 

applied with any one single reference function ends up with the following 

expressions for the estimate z of z = cos 8 and the estimate S2(z) of the 

square of the error on z: 

(49) 

(50) 

where i.pk,l and i.pk,2 are the first and second component of the vector lc.pkl of 

Eq. ( 4 ), and where T and e are the one-dimensional vectors corresponding to 
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Eqs. (7) and (9). The same results are obtained when the usual integration 

met_hod of Sect. 1.1 is used. This property is due to the fact that z depends 

only on the ratio of the two integrals F1 and F2, making the gradient vector 

lfl of Eq. (33) orthogonal to the vector IFI. Therefore, at least two linearly 

independent reference functions are needed to improve the estimate of z. 
We will use reference functions only in conjunction with the generation 

v), in order to make computations simpler. To choose the reference func­

tions in that case, we take a clue from the Born approximation described 

in Sect. 2.3. The approximation for the function to be integrated there was 

a linear combination of powers of cos(}* times the function £(cos(}*). Since 

powers of cos (}* are easily integrable analytically in the domain defined by 

Eq. (34), they are reference functions. H the Born approximation has any 

value, powers of cos(}* (up to cos3 (}*) will be good reference functions to 

use according to the recommendations of Ref. [1]. They should be very ef­

fective in reducing the error on the Monte Carlo estimates of the integrals 

IFI of Eq. ( 46), and consequently on the estimate of z = cos 8 of Eq. (27). 

We introduce them as four linearly independent functions to constitute the 

components of a vector It( cos 8*)1. 

lt(cos8*)1 = £(cos8*) · 

1 

cos(}* 

cos2 (}* 

cos3 (}* 

(51) 

Using the correspondence (48) with Jfvf( ... ) , we get the integrals ITI of 

the functions It( cos(}* )I in the sense of Eq. (7). 

ITI = L j 1t(cos8*)1 pft)0 ( .. . ) d(cos8) d(cos8*) dxCMS 
~ 

= ~ j lt(cos8*)1 d(cosO*) = 

13 

clim 

0 

!C~m 
0 

(52) 



3.3 Results With and Without Use of Reference Functions 

In this section, we compare three Monte Carlo estimates of the quantity 

z = cos 8, related to the integrals Ft and F2 by Eq. (27): 

-.1 ) - (u) - -
z\u = cos 8 , obtained from estimates F1 and F2 of F1 and F2 of Eq. ( 43) 

using the usual Monte Carlo method of Eq. (3) and points generated 

like the real events, according to the procedure defined above as u); 

-.1 ) - (u) - -
z\u =cos 8 , obtained from estimates F1 and F2 of F1 and F2 of Eq. ( 46) 

using also the usual Monte Carlo method of Eq. (3) but points gener­

ated flat in cos 8*, according to the simplified procedure defined above 

as v);2 

-(ref) - -
z<ref) = cos 8 , obtained from estimates F1 and F2 of Eq. ( 46) using the 

method of Eq. (15), the four reference functions of Eq. (51), and the 

points generated according to procedure v). 

In all three cases, the parameter values used in the computation are 

those shown in Table 1. The values for the Z 0 parameters are averages of 

recent experimental results [5]. 

For a meaningful comparison, the same number of Monte Carlo events, 

namely 5000, are generated to compute Z(.u), Z(.u), and z<ref), as well as esti­

mates of the errors on these quantities, called S(Z{u)), S(Z{u)), and S(z<ref)). 

These errors are derived from the error matrix IIEII on the corresponding 

estimate IFI and defined as the square root of the value given by Eq. (32). 

In order to get the shape of the probability distributions of the estimates of 

z, the whole estimation procedures is repeated one thousand times, using 

each time a new set of random numbers. 

The arithmetic mean values, < Z(.u) >, < Z{u) >,and < z<ref) >,as well 

as the standard deviations of the distributions of Z(.u), Z(.u), and z<ref), are 

2 As stated in Sect. 3.2, it would be equivalent to define i(u) and i(v) as the estimates 

obtained using the method of Eq. (15) with one reference function instead of the usual 

Monte Carlo method of Eq. (3). 
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Parameter Value 

Number of events generated Ngener = 5000 

Beam energy Ebeam = 47. GeV 

Z 0 mass Mz = 91.161 GeV/c2 

Z 0 width rz = 2.534 Ge V / c2 

Z0 coupling constants sin2 8w = 0.218 

Minimum photon energy E(min) 
'Y = 1.65 MeV 

Maximum photon energy E(max) 
'Y = 46.0 GeV 

Number of radiation lengths nrad = 1./ sin8± 
Geometrical acceptance -0.95 < cos 8± < 0.95 

Detection efficiency edetect = 0.99 (per muon . 
Cut on cos8 (see Eq. (23)) clim = 0.90 

Collinearity cut (see Eq. (24)) Bum = 100.0 mrad 

Table 1: Parameter values used in the example. 

indicated below: 

< z(u) > = 0.0947 standard deviation = 0.0090 (53) 

< z{v) > = 0.0944 standard deviation = 0.0095 (54) 

< z<ref) > = 0.0945 
' 

standard deviation = 0.0023 (55) 

The mean values < z<u) >, < z<v> >, and < z<ref) > are equal to one 

another within statistical errors. This is expected because z<u), z<v>, and 

z<ref) are estimates of the same quantity z. As expected from the central 

limit theorem, these three distributions are Gaussian. Figure 1a shows the 

distribution of z<u) as a non-shaded histogram and the distribution of z<ref) 

as a shaded histogram. 

We also compute the arithmetic mean values of the estimated errors; 

we obtain < scz<u>) > = 0.0087, < scz<v>) > = 0.0094, and < scz<ref)) > 
= 0.0023. As expected, these values are in satisfactory agreement with the 

standard deviations of Eqs. (53), (54), and (55). 
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The errors on Z(u) and Z(v) are about the same, showing that the choices 

u) or v) of integration points does not affect the accuracy very significantly. 

However the standard deviation on z<ref) is much smaller than on Z(u) and 

z<v>, by a factor 3.9, though the number of integration points is the same, 

5000 in each case. This shows the effect of the reference functions. That 

result means that, in this particular problem, to reach a given statistical 

precision on our knowledge of cos 8, we need to generate 15 times less Monte 

Carlo events if we use reference functions of Eq. (51) than if we do not. 

The reason for the impressive reduction in statistical error lies in the fact 

that, at most Monte Carlo points, the function to be integrated, though a 

function of all the variables of the problem, is not drastically different from 

a linear combination of reference functions (which -are functions of cos8* 

only). However, at the limit, if that function to be integrated were such 

linear combination, no Monte Carlo generation would be needed because 

the integration could be carried out by analytic means. There is a benefit in 

using a Monte Carlo technique (with or without reference functions) only if 

the statistical error of the Monte Carlo integration is smaller than the error 

committed by neglecting the difference between the function to be integrated 

and its analytically integrable approximation. 

To check that our example is one where Monte Carlo is actually needed, 

we carried out the computation of z<Born) according to the analytic formula 

(39) and of z<num) according to the numerical computation of ( 40) and ( 41) in 

Sect. 2.3. These computations both assume a perfect detector and negligible 

measurement distortions; the analytic computation also assumes that there 

is no radiative corrections. We found: 

z<Born) 0.1548' 

z<num) = 0.0861 . 

(56) 

(57) 

The analytic value differs from the most accurate estimate that we have, 

< z<ref) > of Eq. (55), by 0.060, i.e., by 26 standard deviations of the error 

using reference functions and 5000 points. The numerical value differs from 

the best estimate by 0.0084, i.e., by 3. 7 standard deviations of that same 
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error. It follows that Monte Carlo computation is necessary in our example 

as soon as an accuracy better than 0.008 is wanted. The estimate with 

reference functions and 5000 points is about four time more accurate than 

the numerical approach.3 

With reference functions, we also computed the quantity X~in ofEq. (19) 

each time an estimate z<rel) was made. The value was plotted on the his­

togram of Fig. 2a. It is distributed according to the theoretical expectation 

of a x2 with 3 degrees offreedom (curve on Fig. 2a). This result confirms our 

interpretation of this quantity X~in as a x2 to test the consistency between 

Monte Carlo generation and analytic integrals. 

3.4 Systematic Errors Due to Biases in the Monte Carlo 

Generator 

In Ref. [1], Sect. 3.1, it was stated that reference functions should make the 

result less sensitive to some systematic errors in the Monte Carlo generation. 

To test this property, in this example, a :flaw was introduced in the Monte 

Carlo generator, discarding events randomly according to a non uniform 

distribution in cos 8*. The new probability distributions of the Monte Carlo 

events became 

P~~law( ... ) ex (1-Qflaw(1+cos8*)) p~f( ... ), (58) 

Pft)~lawC .. . ) ex ( 1 - Q flaw (1 +cos 8*)) pftf ( ... ) ' (59) 

where 

Qflaw = 0.15 • (60) 

In the estimation procedure, the same formulae as for ~u) and z<rel) were 

then applied to the remaining Monte Carlo points, as if we were not aware 

of the Monte Carlo imperfection (parametrized here by the constant Q flaw)· 

The values of ITI given by Eq. (52) were still used. The new corresponding 

estimates z).~lw and zJ.~=~ were computed 200 times, using 5000 Monte Carlo 

3 0f course an accuracy better than 0.008 could be obtained with the usual Monte Carlo 

technique if more than 5000 integration points were generated. 
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events each time, as before. The results are shown in Figs. lb and 2b. The 

estimates are still distributed according to Gaussian functions, but v.:ith the 

following parameters for the estimates without and with reference functions: 

-.:::-(u) 0 0 < zflaw >= . 371 

..:-(ref) O O < zflaw >= . 943 ' 

standard deviation = 0.0098 

standard deviation = 0.0025 

(61) 

(62) 

As can be seen by comparing these numbers to those of Eqs. (53) and (55), 

or by comparing Fig. lb to Fig. la, the flaw in the generation has a negligible 

effect on the estimate z<ref) which uses reference functions of Eq. (51), while 

it affects significantly the estimate z<u) which does not use them. 

Note also that, in the procedure which computed the estimate z}~:D, 
the flaw of the Monte Carlo generator could be detected, because the distri­

bution of the quantity X~in of Eq. (19) (histogram of Fig. 2b) is no longer 

compatible with a x2 distribution of 3 degrees of freedom (curve on Fig. 2b ). 

We conclude that, in this example, to get an accurate prediction for cos() 

or to detect a flaw in the Monte Carlo generation, it is better to use Monte 

Carlo integration procedures relying on reference functions than the usual 

Monte Carlo method that does not. As stated in Ref. [1], the same statement 

should apply whenever computations involve integrating functions that can 

be approximated, at most of the Monte Carlo points, by a linear combination 

of functions whose integral can be expressed in closed form, i.e., of reference 

functions. 

Acknowledgements. It is a pleasure to thank Dr Daniel Drijard for many 

fruitful discussions on subjects related to this paper. 

18 



References 

1. P.H. Eberhard and O.P. Schneider, "Reference Functions to Decrease 

Errors in Monte Carlo Integrals", LBL-29673, Lawrence Berkeley Lab­

oratory (1990), submitted for publication. 

2. See for instance: P. Baillon, G. Barbiellini and D. Treille, in "Physics 

at LEP", J. Ellis and R. Peccei (eds.), CERN Report 86-02 (1986), 

Vol. I, p. 172. 

3. S. Jadach and Z. Was, in "Workshop in Z Physics at LEP", G. Altarelli, 

R. Kleiss, and C. Verzegnassi (eds.), CERN Report 89-08 (1989), 

Vol. I, p. 235. 

4. See for instance: K. Kleiss, in "Physics at LEP", J. Ellis and R. Peccei 

( eds. ), CERN Report 86-02 ( 1986), Vol. I, p. 153. 

5. Mark II Collaboration, G.S. Abrams et al., Phys. Rev. Lett. 63 (1989) 

2173; 

L3 Collaboration, B. Adeva et al., Phys. Lett. B231 (1989) 509; 

ALEPH Collaboration, D. Decamp et al., Phys. Lett. B231 (1989) 519; 

OPAL Collaboration, M.Z. Akrawyet al., Phys. Lett. B231 (1989) 530; 

DELPHI Collaboration, P. Aarnio et al., Phys. Lett. B231 (1989) 539. 

19 



250 

200 a) 

150 

100 

50 

0 

40 b) 

30 

20 

10 

0.04 0.06 0.08 0.10 0.12 0.14 0.16 

Figure 1 

Distributions of z = cos (J estimates computed with (shaded histograms) 

or without (non shaded histograms) use of reference functions from Monte 

Carlo events produced either by a) an unbiased generator or b) a biased 

generator. The vertical scale indicates the number of entries per 0.001 or 

per 0.005 for shaded or non shaded histograms respectively. The curves 

represent Gaussian fits to the histograms. The arrow on the right shows the 

value of z<Born) of Eq. (56) and the arrow in the center shows the value of 

z<num) of Eq. (57). These distributions show how errors can be reduced by 

reference functions. 
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Figure 2 

Distributions of the quantity x;in computed with use of reference functions 

from Monte Carlo events produced either by a) an unbiased generator orb) 

a biased generator. The vertical scale indicates the number of entries per 

unit of x;in· The curves represent the expected distribution which is a x2 

probability distribution of 3 degrees of freedom, normalized to the number 

of entries in the histograms. These distributions show how some biases can 

be detected using reference functions. 
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