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Low-Frequency NMR and NQR Spectrometer Based on a dc SQUID 

by 

Nong-qiang Fan 

Abstract 

A sensitive Fourier-transfonn spectrometer based on a dc SQUID (Superconducting 

QUantum Interference Device) has been developed for the direct detection of nuclear 

magnetic resonance (NMR) in zero applied magnetic field and pure nuclear quadrupole 

resonance (NQR) at low frequencies. The motivation to detect zero field NMR and NQR 

is to provide a new high resolution spectroscopy technique at frequencies below 200 kHz 

to study ultra-weak interactions in chemicals and materials. By comparing the sensitivity 

of a SQUID amplifier with that of a conventional semiconductor amplifier, it is shown that 

a SQUID amplifier is essential for the direct detection of low frequency resonant signals. 

The spectrometer has a frequency response extending from about 10 to 200 kHz, and a 

recovery time (after the magnetic pulse is removed) of about 50 )ls. The spectrometer is 

used to detect NMR spectra from Pt and Cu metal powders in a magnetic field of 6 mtesla, 

and NQR spectra from 20 in a tunneling methyl group and 14N in Nff4CI04. Finally, the 

zero tield NMR spectrum from a quantum tunneling methyl group is calculated. 
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CHAPTER 1 

INTRODUCTION 

In this thesis, I describe a spectrometer involving a dc Superconducting QUantum 

Interference Device 1 (SQUID) for the direct detection of nuclear magnetic resonance2 

(NMR) and nuclear quadrupole resonance 2 (NQR) at frequencies below 200 kHz. The 

spectrometer is designed to detect three classes of spectra: (i) NMR spectra, which arise 

from the interaction of a nuclear spin with an external magnetic field, (ii) NQR spectra, 

which arise from the interaction of the electric quadrupole moment of a nucleus (with spin 

I ~ 1) with the local electric field gradient, and (iii) zero-field NMR (ZFNMR) spectra3.4, 

which arise from the interaction of a nuclear spin with the local magnetic field generated by 

neighboring spins. While the applications of low-frequency NMR are relatively restricted, 

for example, low-temperature thermometry using eu or Pt powder,5 low-frequency NQR 

and ZFNMR are of considerable interest in chemistry and condensed matter physics. One 

example is 2D NQR 4, which can be used to obtain information about organic molecules in 

which protons are selectively replaced by deuterons; 5Be, lIB and 14N also have low NQR 

frequencies in nearly symmetric environments (for example, 14N in NH4 +). In the case of 

ZNMR, the frequency is low because the local magnetic fields are typically below 1 mtesla; 

for example, water molecules in hydrated crystals have a frequency of about 42 kHz. 

The major difficulty in observing resonance signals at a low-frequency f is their 

small amplitude. At a given temperature, the power coupled to a tuned circuit with quality 

factor Q is proportional to Qf3, so that the power available at low frequencies is many 

orders of magnitude lower than that from high-frequency resonances at (say) 10's of MHz. 

Because of this difficulty, methods have been devised to detect low-frequency NQR and 

ZFNMR indirectly. For example, one can derive the quadrupole or dipole-dipole 

interactions from a high-field NMR spectrum.6 This technique usually requires a single 

1 



crystal; with a powder sample, much of the quadrupole or dipole-dipole infonnation may be 

lost because of the broadening of the high-field NMR spectrum by powder averaging.? An 

alternative method is magnetic field cycling3,4.8, which enables one to obtain high 

resolution NQR and ZFNMR spectra from powder samples. This technique, however, 

determines the zero-field free induction decay (FID) signal point by point; since only one 

point is obtained from each field cycling process, the procedure is time-consuming. The 

technique also requires the sample to have a long longitudinal relaxation time TI to ensure 

the field cycling process is adiabatic. More recently, a third method of observing ZFNMR 

has been introduced in which the sample is rotated rapidly in a high magnetic field and 

appropriate sequences of radio frequency (rf) pulses are applied.9 To our knowledge. this 

technique has not yet been applied to NQR. 

Compared with indirect detection techniques, direct detection of NQR and ZFNMR 

has several advantages. It allows one to use powder samples. and to obtain the spectra 

more quickly, since the entire FlO signal is obtained in a single measurement. It enables 

one to implement two-dimensional spectra 10 techniques more easily. However, to detect 

the low-frequency signal directly, one needs an extremely low-noise amplifier, and the dc 

SQUID correctly configured, is by far the most sensitive available in the frequency range 

of interest. Our spectrometer is based on such a SQUID operated in a flux locked loop 

with an externally triggered recover circuit, a configuration similar to that developed by 

Friedman et aJ.II to study low-frequency NMR « 50 kHz) in 3He at millikelvin 

temperatures. However, our requirements are more demanding: the signal power available 

2 

at liquid 4He temperatures is many orders of magnitude smaller than that at 20 mK. ~ 

Furthermore, the transverse relaxation time (T2) in a solid is short, so that the amplifier 

must recover very quickly from the rf pulse that initiates the FID. In addition, to excite all 

the resonances over a large bandwidth with a single magnetic pulse, the pulse length must 

be short and consequently of large amplitude, compounding the difficulties of a short 

recovery time. A preliminary report of part of this work has been published previously. 12 

,. 



~. 

,., 

Chapter 2 compares the sensitivity of SQUID and conventional Amplifier. Chapter 3 

Compares the difference in spectra resolution between the high field NMR spectra and two 

other kind of spectra: zero field NMR an pure NQR spectra. Chapter 4 describes the 

spectrometer based on a DC SQUID and presents some experimental results. Finally, 

Chapter 5 deals with the zero field NMR spectra from a tunneling methyl group. 
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CHAPTER 2 

COMPARING SENSITIVITY OF SQUID AND CONVENTIONAL 

AMPLIFIER 

Sensitive SQUID preamplifiers have been developed in a wide frequency range: 

from magnetometers that operate down to zero frequency to rf amplifiers that operate up to 

300 MHzl. These sensitive amplifiers have many applications, for example, they can be 

used as preamplifiers in NMR and NQR specn-ometers2,3. It is natural, therefore, to ask 

how much improvement in sensitivity one can achieve by replacing the conventional 

preamplifier in a NMR system with a SQUID preamplifier. To answer this question, we 

need to fmd a figure of merit that can be used to compare these two different classes of 

amplifiers. One such a figure of merit is the noise temperature of an amplifier, which is 

defined in Sec. I. In that section, I discuss and compare the noise temperatures of SQUID 

and conventional amplifiers. In Sec. II, to find out what is the smallest NMR signal one 

can detect with or without SQUID amplifiers, I calculate the signal to noise ratio in four 

detection schemas: 1) a tuned circuit with a conventional amplifier, 2) an untuned circuit 

with a conventional amplifier, 3) a tuned circuit with a SQUID amplifier and 4) an untuned 

circuit with a SQUID amplifier. By comparing the signal to noise ratios of these circuits, in 

Sec. III, I conclude this Chapter with the answers to the question as whether a SQUID 

amplifier should be used, whether a tuned circuit should be used, and more specifically 

why a SQUID amplifier has to be used to detect directly ZFNMR and low frequency 

NQR. 
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I. Noise Temperature of SQUID and Conventional Amplifier 

In this section, I frrst introduce the concept of noise density; then I discuss the noise 

temperature of conventional amplifiers and SQUID amplifiers; finally, I compare the noise 

temperatures of conventional and SQUID amplifiers. 

A. Noise density 

I introduce the concept of voltage noise density and current noise density with a 

specific example: the Johnson noise from a resistor. Fig. 1 (a) shows a resistor with 

resistance R at temperature T; the resistor is in an open circuit Because the electric carriers 

in the resistor undergo thermal fluctuations, there is a random voltage VN across the 

resistor. This noise is the Johnson noise. The time average of VN is zero, < VN> = O. If 

the voltage is measured within a bandwidth B, the time average of the square of VN is 

proportional to the observation bandwidth, < VN2 > = SyB; the proportional constant Sy 

is the voltage noise density. The voltage noise density due to Johnson noise is given by 

Nyquist formula, 

Sy = 4ksT R. (2.1) 

Fig. 1(b) shows the resistor in a closed circuit; the current noise IN due to the Johnson 

noise is measured within a bandwidth B. The time average of IN is zero, < IN> = O. The 

time average of IN2 is proportional to the observation bandwidth, < IN2 > = SI B; the 

proportional constant SI is the current noise density. The current noise density due to the 

Johnson noise is given by fonnula 

Sy =4kBT/R. (2.2) 

The concept of noise density can be extended to the case that the noise is not white, 

where < VN2 > and < IN2 > are not directly proportional to the observation bandwidth. In 

general, if the voltage noise density is measured from frequency fl to f2, the time average of 

VN2 is given by 

6 
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R T 
(a) 

< V~ > = (4 ksTR)B 

R T (b) 

<I~>=(4ksT/R)B 
XBL 9010-4754 

Fig. 2.1 (a) Voltage noise and (b) current noise from resistor R at temperature T. 
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f2 

< VN2> = JSV(f) elf, 
f1 

where the .voltage noise density Sv(f) is a function of frequency. If the observation 

bandwidth LID = f2 - f1 is small so that Sv(f) is approximately a constant, the time 

average of VN2 is again directly proportional to the observation bandwidth, 

The voltage noise density is defined fonnally by the Fourier transfonn of the 

correlation function VN(O) VN(1:) , 
+00 

Sv(f) = ;1t J VN(O) VN(1:) exp(j21tf1:) d1:. 
-00 

(2.3) 

(2.4) 

(2.5) 

The correlation function VN(O) VN(1:)is the ensemble average of the product of VN(O) and 

VN(1:) , the voltage noises at time t = 0 and at time t = 't, respectively. 

Similarly, the current noise density is defined by 
+00 

SI(f) = ;1t J IN(O) IN(1:) exp(j21tft) d't, 
-00 

and the correlation noise density of the voltage and current by 
+00 

SVI(f) = ;1t J VN(O) IN(t) exp(j21tft) dt. 
-00 

Again, if the observation bandwidth ~B is small, 

< IN2 > = SI(f) ~B, 

<VN IN> = SVI(f)~B. 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

In the rest of this thesis, I will constantly use ~Bto represent an observation bandwidth 

within which all the noise densities are constants. 
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Finally, the random noise processes discussed through out this thesis are both 

stationary and ergotic. In a stationary process, the ensemble average of a variable A at 

time t, A(t), is equal to the assemble average of the variable at time t+'t, A(t+t); for 

example, VN(O) VN("t) = VN(t) VN(t+"t~ In an ergotic. process the ensemble average of a 

variable A, A, is equal to its time average, <A>; for example, VN(t) VN(t) = < V~ (t) >. 

B. Noise temperature of conventional amplifier 

(a) Defmition of noise temperature 

Fig. 2.2 shows a circuit in which a resistor with resistance R is connected to the input 

of an ideal voltage amplifier. The resistor is at temperature T, and the ideal voltage amplifier 

has an inflnite input impedance. The noise properties of an amplifier can be modeled by 

two independent noise sources as shown in the figure: a voltage noise source (with zero 

input impedance) which generates a random voltage VN with < V~ > determined by the 

voltage noise density of the amplifier Sy, < V~ > = Sy .1B, and a current noise source 

which generates a random current IN with < I~ >determined by the current noise density 

of the amplifier SI, < IN2 > = IN.1B. The time average of the square of the total noise 

voltage \Nt at the input of the amplifier is 

< V~t > = 4kBTRsLlB + Sy LlB +SI R; LlB. C2.1O) 

The first term is due to the Johnson noise from the re~istor, the second term is due to the 

voltage noise of the amplifier, and the last term is due to the current noise of the amplifier 

(the current noise injects into the resistor and generates a voltage noise across the resistor) . 

The total voltage noise is higher than the Johnson noise from the resistor Rs at temperature 

T, but it is equal to the Johnson noise from the resistor at a higher temperature T + TN , that 

is < V~t > = 4kBCT + TN)RsLlB, (2.11) 

where TN is defined as the noise temperature of the amplifier. Using Eq. 2.10 and 

Eq. 2.11, we find 

9 
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<I~> = SIB 

<V~> = SVB 
XBL 9010-4720 

Fig. 2.2 Resistor Rs connected to input of amplifier modeled by voltage noise source \N 

and current noise source IN. 
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(2.12) 

or 

(2.13) 

The noise temperature TN, which clearly depends on the source impedance Rs, is 

optimized if the optimization condition, oTN !dRs= 0, is satisfied. The minimal noise 

temperature is 

~ = (SVSI )1/21 2kB, 

and the optimization condition can be written as 

Rs = RN = (SV/SI)I/2, 

where RN is defined as the noise impedance. 

(2.14) 

(2.15) 

In most cases, the source impedance Rs is not equal to the noise impedance RN and 

the noise temperature is not optimized. But the noise temperature can be optimized by 

matching the source impedance with the noise impedance; this can be achieved by using 

either a transformer or a tuned circuit. Figure. 2.3(a) shows a source resistor connecting to 

an amplifier via a transformer; Fig. 2.3(b) shows that via a tuned circuit. The transformer 

has a turns ratio N; the tuned circuit has a quality factor Q. The impedance at the input of 

the amplifier is Z = N2Rs for the case with a transformer, and Q = N2Rs for the case with a 

tuned circuit. The noise temperature of the amplifier in both cases are given by the same 

equation, 

(2.16) 

The noise temperature is optimized if the optimization condition Z =RN is satisfied, and the 

minimal noise temperature TZ is reached, 12 = (SySI ) 1/2/ 2kB. Therefore, in the case e 

Rs;t; RN, the noise temperature can be minimized by using either a tansformer with a turns 

ratio N=~RN/Rs, or a tuned circuit with a quality factor Q=~RN/Rs. Because the 

amplifier is an ideal voltage amplifier, the minimal noise temperature of an untuned 

amplifier is equal to that of a tuned amplifier. 

11 
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XBL 9010-4722 

Fig. 2.3 Resistor Rs connected to input of amplifier (a) via transformer. 
and (b) via tuned circuit. 
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b) Noise figure and noise number 

Other parametersare are also used sometimes to characterize the sensitivity of an 

amplifier, for example, noise figure and noise number. Noise figure (NF), in units of 

decibels (dB), is defined by the equation 

. SV+SI R~ 
NF = 10 IglO[ 1+ 4kBTRRs ] (dB), 

where TR = 295 K. The noise figure is related to the noise temperature by 

NF = 10 IglO[ 1 + (TN /TR) ] (dB). 

In the limit TN« TR, 
NF 

TN == 69 (dB) (K). 

(2.17) 

(2.18) 

(2.19) 

Figure 2.4 shows the noise contours -- noise figures as functions of the input impedance 

and signal frequency -- of an amplifier, PAR 113. Table 2.1 lists some converting factors 

between the noise figure and noise temperature. The minimal noise temperature of the 

amplifier, PAR 113, is about 3 K. 

Like noise figure, noise number is also related to the noise temperature; it is defmed 

1 

which in the kBTN »tiro, reducers to 
kBTN 

nN==~ . 

(2.20) 

(2.21) 

Here, nN is the average number of photons ( with energy tiro ) fluctuating in the circuit 5. 

The noise power PN within a bandwidth ~B is deterimined by nN, 

(2.22) 

Finally, the most sensitive linear phase conserve amplifier is the quantum limited 

amplifier; its sensitivity is only limited by the Heisenbeg uncertainty principle. The noise 

number of the quantum limited amplifier is 

n2 = 1; (2.23) 

correspondingly, the noise temperature of the quantum limited amplifier is 

13 
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Fig. 2.4 Noise contour of PAR-II3. 
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N. F. (dB) TN(K) 

0.05 3.4 

0.1 6.9 

0.2 13.9 

0.5 36.0 

Table 2.1 Converting factors between noise figure and noise temperature . 
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~ tiro 
.IN = kBln2 . (2.24) 

Since the quntum limited amplifier has nN = I, the noise number characterizes how may 

times less sensitive an amplifier is compared with the quantum limited amplifier. 

C. Noise temperature of SQUID amplifier 

a) Principle of DC SQUID 

A clear and complete discussion of DC SQUIDs can be found in Ref. 1. Before 

discussing the noise temperatures of SQUID amplifiers, I only summarize some major 

properties of DC SQUIDs. As shown in Fig. 2.5(a), a DC SQUID consists of a 

superconducting ring with self inductance L and two Josephson junctions. Each junction 

has a critical current Io and is shunted with a resistor of resistance R. The I - V 

characteristic of a SQUID depends on the amount of the flux <I> in the superconducting 

loop; the I - V curves with <I> = n <1>0 and <I> = (n + 1/2)<1>0 are shown in Fig. 2.5(b). When 

the SQUID is biased properly with a constant current Ib as shown in Fig. 2.5(b), the 

voltage across the SQUID is a periodic function of <1>. The V - <I> curve is shown in Fig. 

2.5(c). Assuming the flux in the loop is biased at a constant flux <l>b, any changes of flux 

~<I>« <1>0 will induce a change of the voltage across the SQUID ~ V, and the ratio is 

- - - -V ~V (av) 
~<I> - a<I> I = Ib - <I> , 

(2.25) 

where V <I> is the transfer coefficient. Thus, a SQUID is simply a flux to voltage 

transducer. As an example, at the bottom of Fig. 2.5(c), we show a sinusoidal flux signal 

16 

I' 

with peak. to peak. value <I>pp as a function of time; at the left side we show the induced ~ 

voltage signal as a function of time. The peak to peak value V pp is detennined by the· 15 

transfer coefficient V <1>, 

v pp = V <I> <I>pp. (2.26) 
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XBL 9010-4726 

Fig. 2.5 (a) Schematic, (b) I vs. V curves, and (c) Vvs. <I> curve of SQUID, 
showing input signal convened to voltage signal across SQUID. 
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b) Noise temperature of SQUID amplifier 

The noise properties 6 of a bare SQUID can be characterized by the noise density of 

the flux in the SQUID loop S<l>, the noise density of the circulating current in the loop SJ, 

and the correlation noise density between the flux and the circulating cWTent S<l>l. The 

time average of the square of the flux noise < ~ > and of the circulating noise < J~ >, 

and the time average of the product of the flux and ·the current <<l>NJN> are determined by 

the equations 

< ~ >=S~B, 

< J ~ > = SJ~B, 

<<f>NJN> = S<l>J~ . 

(2.27) 

(2.28) 

(2.29) 

For a SQUID of optimized performance, S<l>, L2SJ and LS<l>J are comparable in amplitude. 

In almost all applications, signals are coupled into a SQUID via ail input coil. As 

shown in Fig. 2.6, the self inductance of the input coil is Li, the self inductance of the 

SQUID is L, and the mutual inductance between the pick up coil and the SQUID is M. 

The mutual inductance M is related to Li and L by M2 = (l2LiL, where (l2 is the coupling 

coefficient; the impedance connected to the input coil is Rs+ jY. In general, the dynamic 

properties (e.g. V <l» and the noise properties (e.g. S<l>. SJ and S<l>J ) of a SQUID are 

influenced by the presence of the input coil and circuit. But one can neglect the influence of 

the input coil and the circuit in the limit that the coupling coefficient a2 « 1; in this 

approximation, V <l>, S<l>. S1 and S<l>J are constants. 

Because of the input circuit, the total flux noise in the SQUID loop <f>NL is the sum of 

the noise from three sources 7: the flux'noise of a bare SQUID <f>N, the flux noise induced 

* As a convention. most authors use parameters Sy. S1 and SY1 to characterize a SQUID. These 

parameters are related to the parameters used in my thesis by the relations: Sy = y~S<l>. S1 = S1 and 

S Y J = Y <l>S<l>1 . These two sets of parameters are completely equivalent 

18 
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XBL 9010-4724 

Fig 2.6 Source impedance Rs + Y connected to input coil Lt of SQUID. 



by the circulating current noise IN, and the flux noise induced by the Johnson noise from 

the disspative elements Rs in the input circuit <l>NJ, that is: 
co2M2JN 

. (2.30) 

The time average of the square of the total flux noise is 

2 2 2 m( 1 ) 
< <INI: > = < <I>N > - 2co M <<l>NJN>L\ Rs +j(Y +roLi ) 

1 
co2M2JN 12 2 2 

+ Rs +j(Y+roLi) < J N > + < <lNR >, (2.31) 

where < ~ >, < J & > and <<l>NJN> are given by Eqs. 2.27, 2.28 and 2.29 respectively, 

and the noise due to the Johson noise < ~J > is given by 

2 4kBTRsM2 
< <I>NJ > = Llli R~+ (Y + COLi )2 . 

(2.32) 

Substituting Eqs. 2.27, 2.28,2.29 a.nd 2.32 into Eq. 2.31, we have 

< ~I: > = 2 I 2 [R~ ScI>+ (coLi)2 ScI>+ 4kBTRsM2] dB, (2.33) 
Rs+ (Y + roLi) 

where 

(2.34) 

If we imagine that the total flux noise are induced entirely by the Johnson noise from Rs at 

a temperature T + TN , then, 

2 4kB(TN+ T)RsM2 
< <lNI: > = R~+ (1+ Y/roLi)2 dB, (2.35) 

where TN is the noise temperature of the SQUID amplifier. Comparing Eq. 2.33 and 

Eq. 2.35, we have the noise temperature given by 

R ~ ScI>+ (coLi)2 ScI> 
TN - ----''------::--

- 4kBRsM2 
(2.36) 

Since a function y = ax+b/x reaches a minimum Ymin = 2 (ab)l/2 when x = (a/b)1/2 , then 

the noise temperature reaches a minimum, TNmin , when 

Rs = WLi (5<1>/S<1»1/2, 

and the minimum noise temperature is given by 

(2.37) 
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co(Set»Set»)l/2 
TN ' - --'---"---'::'-­

mm - 2kBa,2L (2.38) 

The minimum noise temperature still depends on the value ofY. In the following I 

will discuss the minimum noise temperature TNmin in three situations: TNmin of an 

untuned amplifier ( Y= 0 ), TNmin of a tuned amplifier at the resonant frequency ( Y + coLi 

= 0), and the absolute minimum noise temperature of a tuned amplifier ~ , which is 

obtained by optimizing TNmin further with respect to Y (aTNminJdY= 0). 

(1) Minimum noise temperature of an untuned amplifier (Y= 0) 7 

Substituting Y =0 into Eq. 2.38 and Eq. 2.34, we have the optimization condition of 

an,untuned amplifier, 

(
Set»+ 2a,2LSet»J + a,4L 2SJJ

1
/2 

Rs = coLi Set» ' 

and minimum noise termperature 
'Rin _ ro(Set»(Set»+ 2a,2LSet»J + a,4L2SJ)]1/2 
N - 2kBa,2L 

In terms of the energy sensitivity of a SQUID, 
Set» 

E= 2L' 

the minimal noise temperature of an untuned amplifier is given by 

~n = OlE 2(1 + 2a,2LSet»J/Set» + a,4L 2SJ/S ct») 1/2 
kBa, 

In the limit 0.2« 1, 

'Rin_~ 
N - k 2' BOo 

and the optimization condition is 

(2.39) 

(2.40) 

(2.41) 

(2.42) 

(2.43) 

(2.44) 
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(2) Minimum noise temperature of a tuned amplifier on resonance ( Y + roLj, = 0)8 

The minimal noise temperature TNmin is a function of Y, and in general Y is a 

function of frequency. At the resonant frequency of a tuned amplifier, the imaginary part of 

the total impedance is zero, that is, Y + roLj, = O. Substituting 1 + Y /Li = 0 into Eq. 2.34, we 

have 

- 4 2 Set> = c:x L S]. 

The minimum noise temperature at the resonant frequency, Eq. 2.38, becomes 

ro 1/2 
~ - 2kB (S]S<l») , 

and the optimization condition becomes 

Rs = roLi (c:x4L 2S]IS<l») 1/2. 

(2.45) 

(2.46) 

(2.47) 

(3) Absolute minimum noise temperature of a SQUID amplifier (aTNmin lay= 0)7 

In the two cases discussed above (Y = 0 and Y + roLj, = 0 ), the minimum noise 

temperature is not optimized with respect to Y. Instead of setting Y =0 or setting Y = - roLi 

, the TNmin can be optimized further by minimizing S<l» with respect to Y. Since S<l» has 

the functional fonn S<l»= ax2+2bx +c (a = S<l», b = c:x2LS<l»], c = c:x4L2SJ, and 

X= l+Y/roLi), it has a minimum S~ = c -b2/a,when the optimization condition X= - b/a is 

satisfied. Therefore, if 

1 + Y ILi = -c:x2LS<l»J/S<l», 

S<l» reaches the absolute minimum S~: 
2 

-0 4 2 SJS<l» - S<l»J 
S<l»=C:X L S<l» 

The optimization condition ( Eq. 2.37) becomes 
2 2 1/2 c:x L( SJS<l» - Scl>J) 

Rs = roLl S<l» ' 

and the minimum noise temperature (Eq. 2.38) becomes 

(2.48) 

(2.49) 

(2.50) 
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(2.51) 

where ~ is the absolute minimum noise temperature of an amplifier based on a DC 

SQUID. Substituting Y = -l/roC into Eq. 48, we have, 
Ol() 

ro = ----=---=---~ 
(1+ a2LS~J/S~)1/2' 

(2.52) 

where Ol() is the resonant frequency of the circuit Equation 2.52 indicates that the lowest 

noise temperature occurs off resonance. 

D. Comparing noise temperatures of SQUID and conventional amplifiers 

The noise densities of a DC SQUID --S~, SJ and S~J -- can be expressed in terms of 

dimensionless constants Y~, YJ and Y~J, 

S~ = 2kBTY~ 2/R, 

L2SJ = 2kBT YJ L2/R, 

LS<1>J = 2kBTY<1>JL2/R, 

(2.53) 

(2.54) 

(2.55) 

where L is the inductance of the SQUID and R is the shunt resistance of each junction. In 

terms of the dimensionless, the minimum noise temperature (Eq. 2.38 and Eq. 2.34) 

becomes, 

TNmin = Y<1>2[(1 + Y/roLj}2+ 2a2 (Y<1>J/ Y<1»(1 + Y/roLi)+ a 4(YJ/ Y<1>)] 1/2 roo T, (2.56) 
a ro 

and those TNmin with special values of Y become 

~n = ~2[Y<1>(Y<1>+ 2a2 Y<1>J+ a4YJ )] 1/2 ~ T, ( Y = 0) (2.57) 

Iff' = (Y<1>YJ )1/2 :0 T , ( 1+ Y/WLi = 0) (2.58) 

(2.59) 

where ofJ = R!L is a characteristic frequency of the SQUID (see also Eq. 2.42, Eq. 2.46 

and Eq. 2.51). For a SQUID with L = 0.4 nH and R = 6 n , fO = wO/2rc = R/2rcL= 2.4 

GHz. 
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Based on the numerical calculation by C. D. Tesche and 1. Clarke, if a DC SQUID 

has parameters ~ = 2IOL/ <1>0 = 1 and is moderately noise rounded( 21tkBT/l0<1>O =0.05), 

1<1>, 11 and 1<1>1 have following values 9, 

1<1> = 8, (2.60) 

11 = 5.5, (2.61) 

1<1>1 = 6. (2.62) 

Substituting these values into Eq. 2.56, we have 

TNmin = 82 [(1+ Y/roLd2+ 1.50.2(1+ Y/roLd+ 0.70.4 ]1/2 ~ T. (2.63) 
a. 

In Fig. 2.7, we plotted TNmin, in units of (ro/roO)T, as a function of Y with 0.2=1,0.2=0.5 

and 0.2=0.2. Those TNmin with special values of Y are given by 

-rnn = :2 (1+ 1.50.2+ 0.70.4 )1/2 ~ T, (Y = 0) 

ro 
~ =6.6 coOT, 

~ =2.8 :aT. 

(see also Eq. 2.57, Eq. 2.58 and Eq. 2.59). 

Here only T~ depends on a2: 

for 0.2= 1 0 J;un = 14 ~T' ',N roO' 

for 0.
2= 0.5, T~n = 22 :0 T; 

2 un ro 
for a = 0.2, TN = 46 roO T. 

( 1 + Y /roLi = 0 ) 

( 1+ Y/roLi = -0.750.2) 

(2.64) 

(2.65) 

(2.66) 

(2.67) 

(2.68) 

(2.69) 

We note that for 0.
2« 1, T~n oc 1/ a 2, so that it is imponant for an untuned amplifier to 

have a tight coupling coefficient, but it is not imponant for an tuned amplifier. 

The minimum noise temperatures are linearly proportional to the signal frequency and 

the bath temperature. The varies minimum noise temperature ( T~ ,Tffs and ~ ) as a 

function of frequency f, at T =4.2K for the SQUID with L = 0.4 nH and R = 8 Q and a 2 

= 0.5, are given by following equations 
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(2.70) 

(2.71) 

(2.72) 

and are plotted in Fig. 2.8. As a comparison, the noise temperature of the quantum limited 

amplifier is also plotted in the figure with a shadowed line. 

C. Hillben and J. Clarke 8 measured the noise temperatures of this kind of SQUID at 

100 MHz and 4.2 K, and found Tr&D = 3.8 ±0.9K and 11r = 1.7±O.5K; both of these data 

points are plotted in the Fig. 2.8. 

To compare the noise temperatures of these SQUID amplifiers with that of 

conventional amplifiers, we plotted the noise temperature of PAR 113 as a function of 

frequency. P. Styles et. al.9achieved a noise temperature of7 K with a GaAs FET operated 

at 45 :MHz and at 4.2 K, which is also plotted in Fig. 2.8. 

From Fig. 2.8, it is easy to conclude that SQUID amplifiers have a much lower noise 

temperature than conventional amplifiers, especially at low frequencies. 

Since the minimum noise temperature of a SQUID is proportional to T/roO, lower 

noise temperatures can be achieved by decreasing the bath temperature T or increasing the 

characteristic frequency roO; roO=R/L is increased by decreasing L or increasing R. L is 

decreased by making a SQUID with smaller dimensions; R can be increased if at the same 

time the junction capacitance is decreased. Indeed, both of the approaches -- decreasing T 

and increasing roO -- have been used to make SQUIDs with noise temperatures near 

quantum limit 10.11. 
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Fig. 2.8 Comparison of noise temperatures of SQUID and conventional amplifier. 

SQUID amplifier at 4.2 K: 

(a) Minimum noise temperature of untuned amplifier ( theoretical value), 

(b) Minimum noise temperature on resonance (theoretical value), 

(c) Absolute minimum noise temperature ( theoretical value), 

(d) Tuned amplifier at 100 MHz( C. Hillben & J. Clarke), 

(e) Ununcd amplifier at 100 MHz( C. Hillben & J. Clarke); 

Conventional amplifier: 

(I) PAR 113 at room temperature (data sheet), 

(g) OaAs FET at 4.2 K and at 45 MHz (p. Styles et al.); 

Quantum limited amplifier: 

(b) Noise temperature of quantum limited amplifier (TN =000/ ksIn2). 
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II. Optimum Signal to Noise Ratio 

In this section, I calculate the signal to noise ratio of a NMR signal in four detection 

schemes: (i) a tuned circuit with a conventional amplifier, (ll) an untuned circuit with a 

conventional amplifier, (iii) a tuned circuit with a SQUID amplifier and (iv) an untuned 

circuit with a SQUID amplifier. 

In the following calculation, we assume the same sample is used, with a FlO signal 

characterized by M(t)= Mo exp(jrot-t!fv, where Mo is the initial magnetization, ro is the 

NMR resonance frequency and T2 is the spin-spin relaxation time ofthe sample. We also 

assume the pickup coil has a cross sectional area A. We optimize the signal to noise ratio 

by varying the number of turns of the pickup coil N, and by varying other parameters of the 

input circuit that couples signals from the pickup coil ino the preamplifier. 

The emf induced by the FID signal is 

Vo= jro NABs. (2.73) 

where Bs = 41tM is the magnetic field signal induced by the magnetization M. For the 

reason of simplicity in the calculation, we define 

2 
Po= < Vo>/roLp. (2.74) 

where < > indicates a time average over one cycle of the sine wave, and Lp is the self 

inductance of the pick up coil. Since Va is proportional to the variable Nand Lp is 

proportional to N2, Po does not depend on N (assuming the filling factor does not change); 

therefore, in the following calculations of the signal to noise ratio, we may consider Lp as a 

variable and Po as a constant. 

The meaning of Po is illustrated by an example in which the pickup coil is a solenoid 

with a length t which has a self inductance Lp = 41tN2Nt. With the help of Eq.2.73, we 

have Po = ro(At )(!v\f/81t). Since Al is the volume of the coil and ~81t is the energy 

density, (At )(r¥b2/81t) is the total energy of the signal 
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Uo = (Ai )(~ /81t). 

Thus, Po is related to the total energy of the signal Uo by the equation 

PO= 01 UO. 

(2.75) 

(2.76) 

Because the magnetization Mo is proportional to the population difference .1n of the 

two energy levels involved in the NMR or NQR transition, and.1n is proportional to the 

energy level splitting, .1n oc LillIkB T = li01/kB T, we see that Mo is proportional to co and 

Po oc 013. 

A. Tuned circuit with conventional preamplifier 

The tuned circuit, shown in Fig. 2.9, has a resonant frequency ro= 11"" LC with a 

quality factor Q= O1LplRs. The resonant frequency is equal to the NMR frequency. The 

voltage signal across the circuit is 

Vs=QVo, 

and the impedance is 

Z= Q2Rs. 

At the resonant frequency, the total voltage noise across the circuit is 

(2.77) 

(2.78) 

(2.79) 

where Sv is the voltage noise density of the preamplifier, SI is the current noise density of 

the preamplifier, T is the bath temperature of the pick up circuit and AB is the observation 

bandwidth. 

Although the voltage signal to noise ratio can be used, 

(2.80) 
e 

it is more convenient to use the power signal to noise ratio, 

Ps <Vs2>/IZI 
SNR=-=-~--

PN <VN2>/IZI 
(2.81) 

Since the signal power 
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Fig. 2.9 Tuned input circuit with conventional amplifier. 

XBL 9010-4721 

Fig. 2.1 0 Untuned input circuit with conventional amplifier. I 



Ps=<V l>/IZI (2.82) 

we have 

Ps= QPo, (2.83) 

which is obtained by substituting Eq. 2.77 and Eq. 2.78 into Eq. 82. The larger the Q, the 

larger the signal, and the better the signal to noise ratio. If the Q factor is fixed, the best 

signal to noise ratio is detennined by minimizing the noise power 

PN=<VN2>/IZI 

or 

(2.84) 

(2.85) 

which is obtained by substituting Eq. 2. 78 and Eq. 2.79 into Eq. 2.84. If the optimization 

condition, 

is satisfied, the noise power is minimized, and found to be 

P~ = (2...jSySI +4kBT)~B. 

It can be expressed in tenns of the optimized noise temperature of the amplifier, 

~ =~ SySI /2kB (Eq. 2.14), that is, 

P~ = 4kB( ~ + T)~B. 

Thus, the best signal to noise ratio is given by 

(SNR)O = QPo . 
4kB( ~+T)~B 

(2.86) 

(2.87) 

(2.88) 

(2.89) 
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B. Untuned circuit with conventional preamplifier 

Fig. 2.10 shows the untuned circuit with a conventional preamplifier. The voltage 

signal across the coil is 

vs=vo, (2.90) 

and the impedance of the coil is 

Z= jeoLp. (2.91) 

The voltage noise across the coil is Vrr(Sv+SIIZI2)l/2Bl/2. The power signal to noise ratio 

is is given by 

Ps <Vs2>/IZI 
SNR- - - --=--­

- PN - <VN2>/IZI 

where the signal power 

Ps= <Vs2>/IZI" 

or 

(2.92) 

(2.93) 

Ps = QPo, (2.94) 

obtained by substituting Eq. 2.90 and Eq. 2.91 into Eq. 2.93. The noise power 

PN =<VN~/IZI =(Sv/IZI+SrIZI)Ml. (2.95) 

The total noise power is minimized if the optimization condition, 

IZI=V Sv/Sr , 

is satisfied and the minimal noise power is 

(2.96) 

P~ = 2~ SvSr LlB. (2.97) 

Expressing P~ in tenus of the optimized noise temperature of the amplifier, 

T2- =~ SvSr /2kB ( Eq*), we have the minimal noise power 

P~ = 4kB T2- LlB, (2.98) 

and the best signal to noise ratio 

(SNR)O = Po (2.99) 
4kB 12 LlB 
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C. Tuned circuit with SQUID preamplifier 

Fig. 2.11 shows a tuned circuit with a SQUID amplifier. The tuned circuit has a 

resonant frequency ro=l/...J (Lp+Li)C with a quality factor Q=co(Lp+LUIRs. The resonant 

frequency is equal to the NMR frequency. The total imaginary part of the impedance in the 

circuit is Y + coLi, where Y is given by 
1 

Y = coLp - roC' (2.100) 

The time average of the square of the flux signal <1>s coupled into the. SQUID is 

< V2 >M2 
< <1>2 >= s . 

s R~+ (Y + coLj)2 
(2.101) 

The time average of the square of the total flux noise in the SQUID is given by Eq. 2.53, 

4kB(TN+ T)RsM2 
< <INl: >= tlB (2.102) 

R~+ (Y+ coLj)2 ' 

where TN is the noise temperature of the SQUID amplifier. With the help of Eq. 101 and 

Eq. 2.102, we have the signal to noise ratio 

< <1>~ > <vi >/ Rs 
SNR = = ----...:::....----=--

< <INl: > 4kB(TN+ T)tlB . 
(2.103) 

At the resonant frequency, < vi >/ Rs is the signal power Ps coupled into the input circuit, 

Ps = < vi >/ Rs; (2.104) 

correspondingly, 4kB(TN+ T)tlB is the noise power PN in the input circuit, 

We can write the signal power Ps in terms of Po and Q, 
QPO. 

Ps = 1+ Li/Lp . 

(2.105) 

(2.106) 

The signal power Ps decreases as the ratio Li/Lp increases; therefore, we choose Li/Lp 

much smaller than 1, and have 

Ps = QPO. (2.107) 

To maximize the signal, we chose Q as large as possible (assume that there is no 

requirement on the bandwidth within which signals need to be coupled into the SQUID). 

At the resonant frequency, if the optimization condition (Eq. 2.47), 
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Fig. 2.11 Tuned input circuit with SQUID amplifier. 
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Fig. 2.12 Untuned input circuit with SQUID amplifier. e -



(2.108) 

is satisfied, the noise temperature in Eq. 2.105 is equal to the minimum noise temperature at 

the resonant frequency T~es given by Eq. 2.46, 

Under the optimization condition, the minimum noise power is 

PN = 4kB(TNes+ T)dB, 

and the best signal to noise ratio is 

(SNR)O = QPo . 
4kB(TNes+ T)~B 

D. Untuned circuit with SQUID preamplifier 

(2.109) 

(2.110) 

(2.111) 

Fig 2.12 shows an untuned circuit with a SQUID amplifier. The time average of the 

square of the flux signal <4 coupled into the SQUID is obtained from Eq. 2.101 by setting 

(2.112) 

The time average of the square of the total flux noise in the SQUID is obtained from 

Eq. 2.33 and Eq. 2.34 by setting Rs = 0 and Y = roLp, 

2 L 1 S"<t> 
< <INl: > = (Lp+Lj)2 dB, (2.113) 

where 

(2.114) 

With the help ofEq. 2.11, Eq. 2.113 and Eq. 2.114, we have the signal to noise ratio, 

< <l>~ > Po u 
SNR = 2 = .., [ ,.,,., 4 2 ], (2.115) 

< <1Nl: > 2w£./o.- (1 + u)""+ 20.""(1 + u)LS<l>J /S<l>+ a L SJ /S<t> 
S<l> 

where E = 2L' and u = LplLi . 

In the limit 0.2 « 1, the SNR becomes 
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Po u 
SNR == 2roeJa,2 (1 + U)2 • 

(2.116) 

When the optimization condition u =1, or 

(2.117) 

is satisfied, the SNR has the maximal value 

(SNR )0= Po . 
8roeJa,2 

(2.118) 

This (SNR )0 along with the optimization condition (Eq. 2.117) can also be obtained 

by maximizing the flux signal coupled into the SQUID < cD~ >. In the limit a,2« 1, 

maximizing SNR is the same as maximizing < cD~ >, since in that limit 

S~ = S~ (1 + LplLi )2, and the total flux noise in the SQUID given by Eq. 2.113 is a 

constant ( independent of the parameters of the input circuit), 

< <INl: > =S~B, (2.119) 

and the SNR is proportional to < cD~ >, 
2 2 < cDs > < cDs > 2 

SNR = < <INl: > = S<I>LlB oc < cDs >. (2.120) 

Maximizing < cD~ > given by Eq. 2.112, we have the same optimization condition as 

Eq. 2.117, Lp = Li. The maximal flux signal is 

2 a,2L < V~> 
< cDs >max = 4Lp CJi ' 

and the best signal to noise ratio is 
2 ° < cDs >max Po 

(SNR) = S AB = 2 ' 
~Ll 8 wei (J, 

which is the same as Eq. 2.118. 

(2.121) 

(2.122) 

When a,2 is not small, the best signal to noise ratio is obtained by maximizing the 

SNR given by Eq. 2.115. The optimization condition is 

u = 1 + 2(J,2LS~J/S~ + (J,4L 2SJ/S~ . (2.123) 

and the best signal to noise ratio is 
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(SNR )0 = Po 2 (2 124) 
80l£/a2 1 + a 2LSellI/Sell + (1 + 2a2LSellI/Sell + a 4L 2SI/Sell) 1/2 . . 

In tenns of the minimal noise temperature of an untuned SQUID amplifier Tr!jD (Eq. 2.24) , 

we have 

(SNR )0 = Po K( 0.2) 
4kBT~n ' 

(2.125) 

where K( 0.2) is a correction factor, 

2 (1 + 2a2LSellI/Sell + a 4L 2S J/Sell) 1/2 
K(a )-

- 1 + a 2LSellI/Sell + (1 + 2a2LSellI/Sell + a 4L 2SI/Sell) 1/2 
(2.126) 

. 1 0.2 (L 2SI/Sell)-(LSellI/Sell)2 
--+-
- 2 8 1 + a 2(LSellI/Sell) . 

In tenns of Yell, YellI andYI , we have 

2 1 0.2 (YI (fell)-(YellJ(fell)2 
K(a) ""-+- . 

2 8 1 + a 2(YellJ (fell) 
(2.127) 

The correction factor K(a2) is almost a constant; for the SQUID discussed in Sec. I.D 

(Yell= 8 YJ = 5.5 and YellI = 6 ), 

0.
4 

1(0.2) -1/2 "" 64'1+0.750.2)« 1. (2.128) 

Therefore, (SNR)O becomes 

(SNR )0 "" PoI2 
4kBT~n 

(2.129) 

In reality, if 0.2 not so small, Eq. 2.125 --with lC(a2) given by Eq. 2.126-- is only an 

approximation of the best signal to noise ratio, because of the screening effect: the 

inductance L of the SQUID is reduced by the presence of the input circuit 12, and the 

reduced inductance L' = L(1-a2LpfLi). The SQUID Lin Eq. 2.114 and Eq. 2.115 should 

be replaced by L', and the change of the SQUID noise parameters (S<1>, SJ and S<1>J) due to 

the change of L should also be taken into account. As our purpose is not to calculate 

accurately but to estimate reasonably the best signal to noise ratio (SNR )0, we will 

continue the discussion about the (SNR )0 of an untuned SQUID amplifier based on Eq. 

2.129. 
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We summarize the signal to noise ratios of the above four circuits (Eq. 2.89, Eq. 2.99, 

Eq. 2.111 and Eq. 2.129 by one equation: 

o QPo 
(SNR) = 4kB TV3 ' (2.130) 

where we take Q=1 for an untuned circuit with a conventional amplifier and Q =1/2 for an 

untuned circuit with a SQUID amplifier. we have also introduced the concept of the system 

noise temperature Tl:, which is defined as follows: for an untuned circuit, the system noise 

temperature is equal to the preamplifier noise temperature, and for an tuned circuit, the 

system noise temperature is equal to the sum of the bath temperature and the preamplifier 

noise temperature. The complete definitions of Tl: are listed in Table 2.2. 

The minimum detectable power POmin is defined by (SNR P = 1, or 

POmin= 4kBTDlli/ Q. (2.131) 

The minimal detectable voltage defmed by POmin= < V;min>/roLp (c.f. Eq. 2.74), or 

2 1/2-'-1 « V smin» = 4kBTDlliroLp/ Q . (2.132) 

The minimal detectable energy UOmin is defined by POmin= roUOmin (c.f. Eq. 2.76), or 

UOmin = 4kBT~B/ roQ, (2.133) 

and the minimal detectable magnetization by UOmin =(~min /81t) y* (c.f. Eq. 2.75), or 

( 
81t 4kBT~)1/2 

MOmin = V* roQ . (2.134) 

Here Y* is the effective volume of the sample (V* depends on coil geometry and the filling 

factor; for a solonoid with filling factor 1, Y\s equal to the value of the sample). The 

* larger the product roQY ,the smaller the minimal detectable magnetization MOmin. The 

minimal detectable NMR signal MOmin is proportional to the square root of the system 

noise temperature, so that the sensitivity of a NMR spectrometer can be improved by 

decreasing the system noise temperature. 
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Tuned Untuned 
Circuit Circuit 

(on resonance) 

Conventional Tl:=T+T~ 0 
Amplifier Tl: = TN 

SQUID Tl: =T+TNs 
Amplifier 

T - Tun l:- N 

Table 2.2 Definition of system noise temperature 



III. Conclusion 

Whether or not one should use a SQUID preamplifier obviously depends on its effect 

on system sensitivity. For an untuned circuit, the system sensitivity always improves as 

the noise temperature of the preamplifier is decreased, until the noise temperature reaches its 

quantum limit kB ~ - hro. For a tuned circuit, if the preamplifier noise temperature is 

larger than or comparable to the bath temperature, the system sensitivity can be improVed 

by using a preamplifier with a lower noise temperature, for example, a SQUID 

preamplifier. But, on the other hand, if the bath temperature is much larger than the noise 

temperature of the preamplifier, the system sensitivity cannot be improved by using a 

preamplifier with a lower noise temperature; In this case, the sensitivity only can be 

improved by decrease the bath temperature. 

As an example we consider the case tof a tuned circuit at 4.2K. If a conventional 

preamplifier with a noise temperature 50 K is used, the system noise temperature is 54 K, 

dominated by the preamplifier noise. By replacing the preamplifier with a SQUID 

preamplifier with a noise temperature of 1K, one achieves a system noise temperature of 

5 K, which is a factor of 10 improvement in signal to noise ratio. The use of a SQUID 

with a noise temperature lower than I K will not improve the system sensitivity any further. 

However, if the bath temperature of the input coil is lowered to 1.5 K, the system noise 

temperature changes to 2.5 K , which is another improvement of factor of 2. 

Whether one should use a tuned circuit depends on how big the Q factor of the tuned 

circuit is. The signal power coupled into a tuned circuit is a factor of Q larger than the 

power coupled into the untuned circuit, but the system noise temperature of a tuned circuit 

is larger than that of an untuned circuit: by a factor of ( 1"2 + T)/ 1"2 times larger for a 

conventional amplifier, and a factor of (Tr~+ T)/T~ times larger for a SQUID amplifier. 

Therefor, for a conventional amplifier, a tuned circuit has a better sensitivity, if one can 

make the Q large enough so that Q> 1 + TffN; otherwise, an untuned circuit is better. For 
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a SQUID amplifier, if one can make Q large enough so that Q > T/TW ( we neglected 

"IWbecause T1!« T in most applications), then a tuned circuit has a better sensitivity; 

otherwise, an untuned circuit is better. For the SQUID discussed in Sec. I.D, using 

Eq. 2.70 we can write the condition as Q> 100 MHz/f at T= 4.2 K. Applying this 

condition to a specific example, at 50 kHz to make a tuned SQUID amplifier more sensitive 

than an untuned SQUID amplifier, we need the Q factor larger than 2 x 1 ()3, which is 

fonnidably difficult at liquid helium temperature. The condition implies that in sensitivity 

the lower the frequency the more favorable it is to an untuned amplifier to obtain the best 

sensitivity. . 

Finally, why can only a SQUID be used to detect directly ZFNMR and low 

frequency NQR spectra? The reason is that ZFNMR and the NQR spectra from some of 

the nuclei ( e.g. 2D) have a very low resonant frequency 13, typically below 200 kHz; at 

these low frequencies the ZFNMR and NQR signals are very weak, and a SQUID 

amplifier has a much better noise temperature than that of a conventional amplifier ( c.f. Fig. 

2.8). Because Po oc ro3, the signal coupled to an untuned circuit is proportional to ro3 and 

the signal coupled to a tuned circuit is proportional to Qr03. The lower the resonant 

frequency the weaker the signal. because of the requirement that the input circuit has to 

cover signals over a large bandwidth ( from a few kHz to 200 kHz), one must use an 

untuned amplifier. And because an untuned SQUID amplifier is much more sensitive than 

an untuned conventional amplifier at low frequency ( at 50kHz, the noise temperature of 

best semiconductor amplifier is more than 103 times higher than that of the best SQUID 

amplifier), to detect ZFNMR and low frequency NQR spectra, an untuned SQUID 

amplifier is essential. 
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CHAPTER 3 

COMPARISON BETWEEN HIGH FIELD NMR SPECTRA AND 

ZERO FIELD NMR OR PURE NQR SPECTRA 

In this chapter I will discuss the difference in spectral resolution between the high 

field NMR spectra and two other kind of spectra: zero field NMR and pure NQR spectral. 

The highfield NMR spectra of a powder sample are broadened mainly by two types of 

interactions: the dipole-dipole interaction and the quadrupole interaction. The dipole-dipole 

interaction can be measured directly from the zero field NMR spectra; the quadruple 

interaction can be measured directly from the pure NQR spectra. I will discuss the dipole­

dipole interaction and the ZFNMR spectra in Sec. I , and the quadrupole interaction and the 

NQR spectra in Sec. II. In Sec. III, I will calculate the transient response of a quadrupole 

system after a rf pulse is applied to the system. 

In the following, I will use two frames: the laboratory frame and the molecular frame. 

The laboratory frame is fixed in space; the molecular frame is fixed on the molecule of 

interest, which rotates along with the molecule. I will use xO , yO and iJ to represent 

respectively the unit vectors along the x, y and z axes of the laboratory frame, and XO, yO 

and ZO to represent respectively the unit vectors along axes X, Y and Z of the molecular 

frame; I will use Ox, Oy and Oz to represent the components of a vector 0 in the laboratory 

frame, and Ox, Oy and Oz in the molecular frame. 
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I. Dipole-Dipole Interaction 

We consider a system that consists of two nuclei, coupled together by their dipole­

dipole interaction -- each spin interacts with the magnetic field generated by the other. The 

Hamiltonian of the system is the dipole Hamiltonian, 

(3.1) 

where n is the unit vector pointing from one spin to other and Old is a frequency 

characterizing the strength of the dipole-dipole interaction. The frequency 

Old = 1I'Y2 ti2/r3, where 11 and 12 are the gyromagnetic ratios of the two nuclei, and r is the 

distance between the two spins. The frequency Old /21t is typically between 1 kHz and 

30 kHz; for example, the distance between the two protons in a water molecular in a 

hydrated crystal is about 1.8 A and Old!21t is about 28 kHz. 

In a molecular frame where the Z axis is along the n direction, the Hamiltonian is 

written as 

In the laboratory frame, by substituting the unit vector 

n = sinS cos <I> xO + sinS sin <I> yO+ cosS zO 

into Eq. 3.1, we can write the Hamiltonian as 

~=tiOld L (-l)qTi Y-2
q

, 
q 

where y-2
Q is the second order spherical hannonic function, and T i is defi!1ed as 

T 2° = --J 41t/5 (11.12 -3 Ilz I2z), 

T ~1 = += --J 61t/5 (I lzI2±+I l±12z ), 

T~ = - --J61t/5 (Il±I2±). 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 
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One property of T i that will be used in the following calculation is the selection rule on 

the matrix element (m I Ti 1m'), where 1m) and 1m') are the eigenstates of Iz = Ilz+ 12z 

with eigenvalues m and m' respectively. The selection rule is 

( miT i I m' ) ¢ 0, only if m = m' + q. (3.8) 

For simplicity, in the following discussion we assume the two spins are identical spin 

1/2 nuclei with gyromagnetic ration 'Y. 

A. High magnetic field 

In a magnetic field Ro, the to~ Hamiltonian is the sum of the Zeeman Hamiltonian 

Hz = -tiroo (Ilz+ I2z) and the dipole Hamiltonian ~ •. where roo is the Larmor frequency, 

roo = 'Y Ro. In the limit that roo» rod. the dipole Hamiltonian can be truncated by Hz. We 

define the total angular momentum operator I2= (11+12)2 and the z component of the total 

angular momentum Iz = Il z+ 12z. 

Without the dipole Hamiltonian, the eigeinstate of the Zeeman Hamiltonian is 1m). 

which is the eigeinstate of Iz with eigenvalue m. The" truncated Hamiltonian is calculated 

with the help of Eq. 3.8: 

H = ( m I Hz+~ 1m) 
o 0 = - m ti roo + ti Wd T 2 Y 2 

(3.9) 

Since the Hamiltonian commutes with both J2 and Iz. the four energy levels can be 

labeled by the eigeinvalues of these two operators~ Three energy levels labeled with 1= 1 

are triplet state; one energy level labeled with I = 0 is singlet state. 

The transitions between different states can be induced by applying a rf magnetic 

field HI to the system. Since the total angular momentum I commutes with the 
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perturbation Hamiltonian H' = -)fi HI· (11+12), there is no transition between the triplet 

states and the singlet state. We can consider the two classes of states separately. The 

singlet state has no contribution to NMR spectra. The three triplet states are 11 1), 110) 

and 11 -1); they are the eigenstates of 1 with 1=1 and the eigenstates of Iz with eigenvalues 

1, 0 and -1 respectively. The energies of the three states are: 
Ii rod 

Ell = (1 11 H 11 1) = liOl() + 4 (1-3 cos2e), (3.10) 

Ii rod 
EIO=( 1 OIHII 0)= 0 --2- (l-3cos2e), (3.11) 

Ii rod 
El-l=( I-IIHll-1 )=-liOl()+ T(1-3cos2e). (3.12) 

The energy levels, shown in Fig. 3.1, are shifted by the dipole-dipole interaction. The 

amount of the energy level shift depends on the orientation of the molecule relative to the 

external magnetic field. As illustrated in Fig. 3.2, the two resonant frequencies also 

depend on the molecular orientation, 
3 rod 

ro+="ox> + 4 (1-3 cos2e), 

3 rod 
ro_ = roo -4 (1-3 cos2e ). 

(3.13) 

(3.14) 

With a powder sample, the spectrum is an average over all the possible molecular 

orientations2. The probability of finding a molecular within solid angle dn is do = dn / 41t. 

The probability that the resonant frequency is between 00 to ro+dro is 
1 1 

dn = [ 41t I dnldro+1 + 41t I dQ/doo_1 ]dro, (3.15) 

with oo+=ro andro_=ro. Thus, the spectrum of a powder sample is given by 
dn 1 
doo = 2" [ Idro.Jdcose I-I + IdooJdcose I-I]. (3.16) 

With the aid of Eq. 3.13 and Eq. 3.14, the equation describing the spectrum becomes 

~ro -1/2 
[ 1- 3(J)(jJ4] ( - 3roctl2< ~ 00 < - 3OOd/4 ) 

{ ~oo ~oo -1/2 
f(oo) = [1- 3w(jJ4 ]-1/2 + [ 1 + 3ood/4] ( - 3wctl4 ~ ~ 00 ~ 3ooctl4 ) (3.17) 

~ " 

[ 1+ ]-1/2 
3(1)(J!4 ( 3ro&,4 < ~ 00 < 3oo&,2 ) . 
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Fig. 3.1 Energy levels of a pair of identical spin 1/2 nuclei. 
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Fig. 3.2 Spectra of two spins system with molecules in different orientations 
relative to external magnetic field. 

48 



It is plotted in Fig. 3.3. Without other broadening mechanisms, the spectrum diverges at 

frequencies 0> = CO() ± 30>d/'4. In reality, the two spins in the molecule are not completely 

isolated; they interact with the local magnetic field generated by the spins from other nearby 

molecules. This interaction broadens the spectrum and removes the divergence. 

B. Zero magnetic field 

In zero magnetic field, the total Hamiltonian consists of the dipole Hamiltonian only. 

In the molecular frame the Hamiltonian is H = Hd = Ii O>d[ 1}"12 -3 IIZI2ZJ. Since the 

Hamiltonian commutes with J2, the eigenstates can be classified as triplet and singlet 

Only the transitions between the triplet states contribute to the zero field NMR spectrum. 

The Hamiltonian also commutes with Iz, and the eigenstates of the Hamiltonian are I I, Iz). 

The singlet state is 100). The triplet states are 11 1), 110) and 11 -1). The energy levels 

of the triplet states are given by 

Ell = (1 1 I Hd I 1 I) = -cod/'2, 

E 1 0 = (1 0 I ~ I 1 0) = COd. 

E 1 -1 = ( 1 -1 I ~ I 1 -1 ) = -0>rj/2, 

(3.18) 

(3.19) 

(3.20) 

and are shown in Fig. 3.4. The resonant transition frequency is 3codl2, independent of the 

orientation of the molecules. It is important to realize that the spectrum of a powder sample 

is the same as that of a single crystal. 
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Fig. 3.3 High field NMR spectra of powder sample. 
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Fig. 3.4 Energy levels of a pair of identical spin 1/2 nuclei in zero magnetic field. 
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II. Quadruple Interaction 

Nuclei with spin 1 ~ 1 have an electric quadruple moment Q. which, in materials 

interacts with the local electric field gradient The interaction Hamiltonian is 
1 

HQ = ti IDQ [3 Iz2 - 1 (1+1) + 2: 11 (4
2 +L2)], (3.21) 

where C1lQH= e2qQ/41(21-1)1i, q is defined by eq= Vzz and 11 (0~11 ~ 1) is 

(Vxx -Vyy) Nzz. Vxx, Vyy and Vzz are the electric field gradients along the principal 

axes. 

In the laboratory frame, if 11 = 0, the Hamiltonian can be written as 

HQ = Ii roo L (-I)qQ i Y-2
q

, (3.22) 
q 

where y-2
Q is the second order spherical harmonic function and Q i is defmed as 

Q 2° = ~ 47t/5 (J2 -3 Iz2), 

Q;1 = :t{6iti5 ( Izl±+I±lz), 

Q ~ = - ...J 67t/5 ( 1±2). 

Q 2 Q obeys the selection rule: 

( m I Q i I m' ) :;c 0, only if m = m' + q, 

(3.25) 

(3.23) 

(3.24) 

(3.26) 

where 1m) and 1m') are the eigenstates of Iz with eigenvalues m and m' respectively. 

A. High Magnetic Field. 

In a magnetic field Ho, the total Hamiltonian is the sum of the Zeeman Hamiltonian 

Hz = -yti Iz Ho and the quadruple Hamiltonian HQ given by Eq. 3.21. We now calculate 

the effect of the quadruple interaction on a high field NMR spectrum. We consider only 

the case 11 = O. In the limit W(»> COO, the energy level shift due to the quadruple 

interaction is calculated with flrst order perturbation theory. With only the Zeeman 
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interaction, the eigenstate of the Hamiltonian is also an eigenstate of I and Iz 

( Iz =In ), which is I 1m). The energy level shift due to the quadruple interaction is 

~Em=(ImIHQllm) 
o 0 

=tiOlQQ2 Y2 

=~1-3 cos2e) [3m2- 1(1+1)]. (3.27) 

The resonant frequency due to the transition between 11m) and I 1 m-l ) is changed by 

~ COm= ~ (1-3 cos2e)( m -; ). (3.28) 

This frequency change depends on the orientation of the molecule relative to the external 

magnetic field. Therefore, the linewidth of a powder sample is broadened by the 

quadrupole interaction. In a high magnetic field, the line shape of a spin 1=1 due to the 

quadrupole interaction is the same as that of two identical spin 1/2 nuclei due to the 

dipole-dipole interaction, which is shown in Fig. 3.3. 

B. Zero magnetic field 

1.11=0 

In zero magnetic field, the total Hamiltonian is equal to the quadrupole Hamiltonian. 

If II = 0, the Hamiltonian is given by 

(3.29) 

Since H commutes with Iz. the energy level can be labeled with Iz = M. The energy of the 

state 11M) is given by 

EM= (I M I HQ 11M) = ti ooQ[ 3M2- 1(1+1)]. (3.30) 

The transition frequency from the state 11M) to the state I 1 M-l ) is 
300 1 

ooM=Ti M-:2)' (3.31) 
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2.11 :¢: 0 

For 11 :¢: 0, we consider only the system of nuclei with spin 1=1, the simplest system 

with a quadruple interaction. In the representation with basis I 1 1), I 1 0) and I 1 -1 ), 

the Hamiltonian is 

H = [ i _ ~ 11 ~ ] (3.32) 

110lQ 0 0lQ 

Solving the Hamiltonian. we find the three eigenstates 

1+>=(lll)+ll-1»/~, 

I->=(Ill)-Il-l»/~, 

I 0> = 110 >; 

the energy level is given by 

lit= 0lQ (1 + 11 ), 

E_ = COQ (1 - 11), 

Eo = - 20lQ. 

The three transition frequencies are 

III. Transient Response 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

(3.38) 

In this section, we calculate the NQR signal from spin 1=1 nuclei after a magnetic 

pulse is applied to the nuclei. The energy level of the system is calculated in Sec. II B. The 

eigenstates (I 1 1) - I 1 -1 ) ) 1{2, (I 1 1) + I 1 -1 ) ) I~ and I 1 0 > 

are the eigenstates of lx, Iy, and Iz, respectively, with eigenvalues equal to zero: 

Ix ( I 1 1) - I 1 -1 ) ) 1-[2 = 0, 

Iy ( I 1 1)+ I 1 -1 ) ) 1-[2 = 0, 

Iz 11 ° > = 0. 

For convenience, we introduce the symbols: 

(3.39) 

(3.40) 

(3.41) 
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I X > = (11 1) - 11 -1 ) ) /-{2, 

I Y > = ( I 1 1) + I 1 -1 ) ) /fi, 

IZ>=II0>; 

Ex = (1- 11 ) roo, 
Ey = (1+11 ) roQ, 

Ez = -2 roo; 
rovx= ( E y- E x)/ ti, 

roxz = ( Ex- Ez )/ ti, 

royz = ( Ey - Ez )/ ti . 

The energy diagram labeled with the new symbols is shown in Fig. 3.5. 

If we assume the perturbation magnetic field is 

HI= HIXXO+ HlyyO+HlZ ZO, 

the perturbation Hamiltonian is 

H' = 2y ti HI· I cos rot 

=2cos rot (yti HIXIX+yti HlY Iy+ yti HIZ IZ). 

In the representation with basis I X), I Y) and I Z), 

[ 

0 0 0 ] 
Ix = 0 0 1, 

010 

(3.42) 

(3.43) 

(3.44) 

(3.45) 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

(3.50) 

(3.51) 

(3.52) 

(3.53) 

In the limit that the pulse length t is long, lit « wYX, Wyz and roxz, we can 

calculate the three transitions between the three states separately. The transition between the 

states I X ) and I Y ) is calculated by writing the spin operators and the Hamiltonian 

operator in the subspace spaned by the bases I X ) and I Y). The spin operators are given 

by 

IX = [ ~ ~]. I y= [ ~ ~]. Iz= [ ~ ~ ]. or (3.54) 
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Fig. 3.5 Energy levels of spin 1 nuclei due to quadrupole interaction. 
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(3.55) 

The total Hamiltonian is given by 

[
Ex 2 Y Ii HIZ cosrot ] 

H = 2 yli HIZ cosrot Ey . (3.56) 

Only the component of HI along the ZO direction can induce transitions between states 

I X) and I Y). Similarly, only the component of HI along the XO direction can induce 

transitions between states I Y) and I Z), and only the component of HI along the yO 

direction can induce transitions between states I X) and I Z ). 

Expressing the wave function at time t in the subspace spanned by I X ) and I Y), 

It) = Cl( t) I X) + C2( t) I Y), (3.57) 

we can write the equation of motion as 

. d [Cl(t)] [ Ex 2yliHlZcosoot ] [Cl(t)] 
lli dt C2(t) = 2yliHlZcosoot Ey C2(t) . (3.58) 

In the interaction representation 
- Ext 
Cl(t)=exp( i-li-)Cl(t), (3.59) 

- Eyt 
C2( t ) = exp ( i -li- )C2( t ), (3.60) 

the equation of motion becomes 

. d [ CI( t) ] r 0 
1 dt C2( t) L 2 Y HIzcosoot exp( iooyxt ) 

2 Y H IZCOSoo~ exp( iooYXt ) ] [ ~l ( t) ]. 

C2( t) 

(3.61) 

Assuming the frequency of the pulse 00 equal to the resonant frequency ooyx, at time 

t » 1/00, we can write Eq. 3.61 approximately as 
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Solving the equation, we fInd the wave function at the end of the pulse is 

Cl( t) = cos( yHIZ t) Cl(O) - i sin( yHIZ t) C2(0), 

C2( t ) = -i sin( yHIZ t ) Cl(O) + cos( y HIZ t) C2(0). 

(3.62) 

(3.63) 

(3.64) 

Thus, in the SchrOdinger representation, the wave function at time t , t > t, is given by 

Cl(t)= [COS(yHIzt)CI(0)-isin(yHlzt)C2(0)] exp(-i E~t) (3.65) 

C2( t)= [-i sin(yHIZ t) Cl(O) + COS(yHIZ t) C2(0) ] exp ( _ i E~ t ) (3.66) 

The total magnetization is 

M( t ) = Nyf'i <T >, (3.67) 

where N is the total number of spins and ( I ) is the expectation value of the spin operator. 

<I > indicates the assemble average of the expectation value ( I ), obtained by taking 

Cl(O) C2*(0) = 0 and 1Cl(0)12 -IC2(0)12 = - tiwXY 13kBT. Using Eq. 3.65 and 3.66, we 

find 

- tiroXY yHIZt 
< I> = kBT sin( ti ) sin( wyX t) ZOo 

Thus, the NQR signal is given by 
2 tiroXY· 

M( t) = 3" Nytl kBT sin( 2 yHIZ t) sin( royX t) zOo 

In the laboratory frame, the NQR signal is expressed as 
2 tiwXY 

M( t) = 3" Nytl kBT sin( 2 y HI cose t ) sin( wyX t ) ZO, 

wh"ere ZO = sine sin <l> xO + sine sin <l> yO+ cose zOo 

(3.68) 

(3.69) 

Similarly, if the pulse has a frequency w = WYZ and the pulse length t» II WYZ, the 

NQR signal is given by 
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2 liroyz . 
M( t) ="3 N"rfi kBT sin( 2 yHIZ t) sm(royZ t) XO. (3.70) 

If the pulse has a frequency ro = roxz and the pulse length t » 1/ roXZ, the NQR signal is 

given by 
2 liroxz . 

M( t ) ="3 N"rfi kBT sin( 2 yHIZ t) sm(roxz t) yO. (3.71) 

In the above calculation, we assume all the molecules are oriented in the same 

direction. In the following, we calculate the signal from a powder sample3, assumeing ro = 

roXY, 

t» 1/ roxz, and HI is in the zO direction. In the laboratory frame, the NQR signal is 

expressed as 
2 liroXY 

M( t ) ="3 N"rfi kBT sin( 2 yHI cosS t) sin( royx t) zO, (3.72) 

where zO = sinS sin <I> xO + sinS sin <I> yO+ cosS zO . Averaging over all orientations, we 

have 

2 tiOlXy 1 J 
M( t ) = "3 N"rfi kBT sin(roxy t)ZO [ 41t sin( 2 y HIt cosS) sinS cos <I> d!l xO 

1 1 
+ 41t J sin( 2 y HIt cosS)cosS cos <I> d!l yO + 41t J sin( 2 y HIt cosS) cosS d!l zO]. 

The first two terms in the bracket are zero, and the above expression becomes 
2 tiroXY 1 sin( rolt ) 

M( t ) = 3" NyI'i kBT sin(roxy t) rort [ COS(Wlt) - rolt ]zO, (3.73) 

where WI is defined by rol = 2 Y HI. The induced magnetization M( t ) is in the same 

direction as the applied rf magnetic field. 
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CHAPTER 4 

SPECTROMETER AND SPECTRA 

In this Chapter, I begin in Section I by describing the design and the perfonnance of 

the SQUID amplifier. Section II is concerned with the construction of the spectrometer. 

Section ill presents examples of some data, and Section IV contains concluding remarks. 

I. SQUID Amplifier 

We designed the SQUID-based amplifier, shown in Fig. 4.1(a), with three major 

criteria in mind. First, to detect signals at low frequency, the sensitivity should be as high 

as possible. Second, to cover most of the 2D NQR spectra of practical interest, the 

bandwidth should extend to at least 200 kHz. Third, to detect signals from a solid sample 

with a short T2, the preamplifier should be able to recover quickly (say in a few tens of ~s) 

after the magnetic pulse has been turned off. 

A. SQUID and input circuit 

We use our standard design 1 of planar dc SQUID, which we fabricate in batches of 

36 on 50 mm-diameter oxidized Si wafers. Each SQUID consists of a square washer of 

Nb with inner and outer dimensions of 0.2 and 0.9 mm. The Josephson junctions are 

formed in a plasma discharge in Ar (10% 02), and the counter-electrode is Pb (5% In). 

Nominal values of the parameters are: critical current per junction, 5~A; shunt resistance 

per junction, 8W; inductance of SQUID loop, 0.4 nH; inductance of 20-turn spiral input 

coil: ~ =120 nH; mutual inductance between input coil and SQUID, 6nH. 

The SQUID-based amplifier is shown in Fig. 4.1 (a); the SQUID and its input circuit 

are immersed in liquid 4He. The sample is placed in the pickup coil (inductance Lp) which 
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is coupled to the input coil (inductance Li) of the SQUID. The pickup coils have an 

inductance Lp approximately equal to the inductance Li = 120 nH of the input coil. The 

presence of the resistor Ri = 100 n provides a low-pass filter 2 to reduce the level of 

interference reaching the SQUID at frequencies above about 60 MHz. The Nyquist noise 

generated in the SQUID by the resistor is negligible, about 10-6 <1>oHz-l12• Because the 

entire input flux transfonner is superconducting, the SQUID detects changes in the 

magnetization of the sample at frequencies down to zero. We choose an untuned circuit, as 

opposed to a tuned circuit, first, because we require a wide bandwidth, and, second, 

because of the impracticality of obtaining sufficiently large capacitors for use at liquid 4He 

temperatures. A discussion of the comparative sensitivity of tuned and untuned circuits is 

given in the Appendix. 

B. Flux-locked loop 

The SQUID is operated in a flux-locked loop [Fig. 4.1(a)], which is a modified 

version of that described by Wellstood3 et al. A 500 kHz modulation signal with a peak-to­

peak amplitude of <1>J2 is applied to the SQUID (<1>0 = h/2e is the flux quantum), and the 

resulting oscillating voltage across the SQUID is amplified by a room-temperature 

transfonner with a turns ratio of 15. After further amplification, the signal is lock-in 

detected, integrated, and fed back via a resistor Rr = 5kQ into a coil coupled to the SQUID 

with a mutual inductance Mr = 0.1 nH. For any change of flux DF in the SQUID loop, a 

change of feedback current , ~I=~<1>/Mr, cancels ~<1> and induces a voltage ~ v= Rr~I = 

~<1>Rr/Mr across Rr. Thus, the SQUID amplifier has a transfer coefficient ~ V/~<1> = Rr/Mf 

== 0.1 V /<1>0' 

The feedback circuit enables the SQUID to operate ata fixed flux bias provided the 

changes in flux do not exceed the slew rate, which is about 2 x 105 <1>o/sec at 40 kHz. In 

pulsed NMR and NQR applications, however, a large magnetic pulse is applied to the 

sample, and despite one's best efforts to minimize the fraction of this pulse coupled into the 
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SQUID, the integrator is inevitably driven into saturation. Mter the pulse is turned off, the 

integrator remains saturated for a long period. We overcome this problem by shorting the 

integrator capacitor with a FET linear switch (Siliconix DG 308) during the pulse, and 

opening the switch after the pulse has been turned off. The FET switch is controlled by a 

voltage pulse derived from a TIL pulse via an optical coupler (Hewlett Packard 6N135) 

that prevents digital noise being injected into the SQUID circuit [Fig. 4.I(b)]. When the 

flux-locked loop reaches stable operation, it produces a large voltage step at the output 

reflecting the feedback current necessary to flux-lock the SQUID. It is therefore necessary 

to provide a set-zero circuit to cancel this step while the free induction decay of the spins is 

recorded. This circuit [Fig. 4.1 (c)] consists of a sample-and-hold (S/H)4 device (LFI98) 

with unity gain and an instrumentation amplifier (AD 625). The S/H mode is determined 

by a TIL pulse. Before the flux-locked loop reaches stable operation, the S/H device is in 

the sample mode, and the output of the instrumentation amplifier is zero since its two inputs 

are at the sample voltage. After the flux-locked loop settles into stable operation, the S/H is 

switched into the hold mode in which its output is held constant. The output of the 

amplifier is then proportional to the changes of the voltage produced by the flux-locked 

loop, with the large voltage step subtracted. The integrator reset circuit and the set-zero 

circuit are operated by TIL pulses from a delay circuit, which is constructed from three 555 

timers. 

The SQUID preamplifier is controlled by the timing sequence shown in Fig.4.1 (d). 

At time t = 0 , the magnetic pulse to the sample is turned on; it is turned off at to. During 

this time, the flux-locked loop is disabled and the output of the set zero stage is zero. At 

time to, even though the pulse is off, the residual signal induced by the pulse still changes 

too rapidly for the flux-locked loop to follow. After a funher time to, the time-derivative of 

the residual signal is smaller than the slew rate of the flux-locked loop, and at time 

t1 =to + to, a trigger pulse is sent to the delay circuit, which produces two pulses to enable 

the integrator and the set-zero circuit. The time to is about 20~s for a magnetic pulse with 
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peak-to-peak value of 0.1 mtesla, and about 80lls for a peak-to-peak value of 10 mtesla. At 

time tl, the switch across the integrator capacitor is opened. The flux-locked loop settles 

into stable operation within 20lls, and at t2 = t1 + 20lls the S/H circuit is switched to the 

hold mode so that data collection can begin. The output of the set-zero produces a signal for 

a time t2;::;; 50 ms, which is sufficiently long for the complete data aquisi~on of the FID 

signal from a solid sample. At time t2 + t2, the S/H circuit is switched to the sample mode, 

and the output returns to zero~ Slightly later , a~time tl + 'tl the flux-locked loop is disabled 

in preparation for anothermagnetlc pulse. . 

c. Perfotmanc<! 

The freqtIepcy response of the flux-locked SQUID is flat (± 3dB) from 0 to 200 kHz, 

and the equiva1en~flux noise of the ~QUIDistypically 61l<l>oHz-1!2 from 10 ~ to 
., . 

110 kHz. The noise is hig,her than the intrinsic SQUID noise (21l<l>oHz-1!2), probably 
" .' 

because of spuriousnoise'coupled into the SQUID by the transmitter circuit. 

We tested the integratorresetartd'set zero circuits by applying acontinuou~ sinusoidal 

signal to the SQUID and monltoring~the' ~oltage from the flux-locked IOQp at both the input 

and the output of the set-zero circuit. In Fig.4.2, the upper trace shows the signal at the 

input of the set-zero circuit; when the switch across the integrator is opened, the flux-locked 

loop reaches stable operation within 201ls, but with a large voltage offset; the lower trace of 

Fig.4.2 is the signal at the output of the set-zero circuit, showing the action of the set-zero 

circuit, which effectively subtracts the large offset. 

65 



Fig. 4.2 Observed signals at input of set-zero circuit (upper trace) and 

output of set-zero (lower trace). Horizontal scale is 20 ~s per division. 
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II. Spectrometer 

The spectrometer is shown in Fig. 4.3; the SQUID amplifier described in Sec. I is 

represented by a box, with its input, output and trigger labeled. A function generator 

(Hewlett Packard 3314A), on receiving a trigger signal from the time base (Stanford 

Research Systems DG 535 ), produces a sinusoidal signal that typically contains 1 to 30 

cycles, starting at zero phase. For spin echo experiments, a second function generator is 

also used. This pulse is amplified by a power amplifier (ENI 1040L) and coupled to the 

transmitter coil via a low pass filter (cutting off at about 300kHz) and 4 stages of cross­

diodes (only one is shown in Fig. 4.3). These diodes present a high impedance to the 

transmitter coil when the pulse is turned off, thereby minimizing the noise coupled into the 

SQUID during the measurement. The pulse tips the nuclear spins, which precess to 

produce a free induction decay signal in the pick-up coil. This signal is amplified by the 

SQUID amplifier, which produces an output after receiving a trigger pulse from the time 

base, as explained in Sec. I.B. The amplified signal is coupled to a spectrum analyzer 

(Hewlett Packard 3561A) and a digital oscilloscope (Tektronix 2430A), both of which are 

triggered by the time base and store their data in a Hewlett Packard 9000-216 computer (not 

shown in the figure). The computer is also used to control the parameters of the digital 

osilloscope, spectrum analyzer, time base and function generators (e.g. frequency, 

amplitude and pulse length ). 

We made two cells for the spectrometer: one to detect low field NMR, and the other 

to detect low frequency NQR and zero field NMR. One or other of the cells is attached to a 

probe on which the SQUID is mounted, and which is immersed in liquid helium in a 

cryostat surrounded by a double mu-metal shield. The whole assembly rests on an 

vibration-isolation table to minimize microphonic noise. The cryostat and SQUID 

electronics are in a shielded room, while the remaining electronics are outside this room to 
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eliminate spurious digital noise. The design and the construction of the low frequency 

NMR cell ( circled in Fig. 4.3) and the low frequency NQR cell (inset of Fig. 4.3) are 

described below. 

A. Low-frequency NMR cell 

The sample and the various coils are enclosed in a cylindrical superconducting shield 

with internal length and diameter of l30mm and 30mm, respectively [Fig. 4.4]. The shield 

has a wall thickness of 3 mm, and was machined from a solid cylinder of lead. The 

materials inside the shield were chosen to minimize spurious resonance signals. The 

pickup and transmitter saddle coils are wound from 125~ diameter insulated Nb wire and 

attached orthogonally to quartz tubes 6.4 mm and 10 mm in diameter respectively. The 

tubes are rigidly held apart by spacers. The pickup coils have 2 turns each, and are about 

6 x 8 mm in size with a total inductance of about 150 nH. The leads are twisted together, 

glued to the quartz tube and brought out of the cell into a second Pb cell containing the 

SQUID. The transmitter coils have 20 turns each, and are about 9 x 16 mm in size. The 

static field is provided by a superconducting solenoid wound from 225 Jlm diameter Cu­

clad NbTi wire coated with Formvar. A thermal switch enabled us to operate the coil in the 

persistent current mode. The magnetic field was attenuated by the Pb tube to a value of 

approximately 9.5 mtesla IA. Each sample (0.2 ml ) was packed in a 5 mm diameter pyrex 

NMR tube, and could be inserted into ~e middle of the pickup coil through an o-ring seal 

at the top of the cryostat 

B. Low-frequency NQR cell 

The sample and coils are surrounded by the same Pb cell as in the NMR cell 

(Fig. 4.5). The pickup coil consists of a pair of two cOiis, each consisting of two turns of 

125 Jlm diameter Nb wire, wound in opposition 15 mm apart on a 8.5 mm diameter quartz 

tube. We estimate the total inductance of this coil to be 150 nH. The transmitter coil is a 
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30 mm long, single layer solenoid wound from 225 f.1I11 diameter Nb wire on a quartz tube 

with an outer diameter of 14 mm. The relative positions of the pickup and transmitter coils 

are adjusted empirically to achieve a balance of about 50 ppm in the pickup gradiometer. 

The sample, typically 0.5 mI, is packed into a 8 mm diameter pyrex NMR tube. 

Ill. Results 

A. Low-field NMR spectra 

We have used two metal powders to illustrate the detection of low field NMR. The 

first was 195 Pt, which has spin I{2 and a gyromagnetic ratio of9.2 kHzlmtesla. At 4.2K, 

it has a short T 1 (10 ms), because of free electron assisted relaxation,5 and a long T 2 

(1.1 ms), because of spin exchange interaction 6. Figure 4.6(a) 'shows the FID, averaged 

250 times, in a 6 mtesla magnetic field. In this experiment, a 56 kHz sinewave with a peak­

to-peak amplitude of about 50 ~tesla and a duration of 0.4 ms was applied to the sample 

every 0.5s. The Fourier transform of a FID averaged 40 times is shown in Fig. 4.6(b); the 

resonant peak is somewhat broadened by the inhomogeneity in the magnetic field. We. 

repeated the experiment in static fields ranging from 3 to 12 mtesla, and found the expected 

linear dependence of the NMR frequency. 

Figure 4.7 shows the FID of 63Cu and 65Cu in a magnetic field of 6 mtesla averaged 

256 times. The NMR frequencies of the two isotopes are too close to be resolved with 

such a short value of T2. This result demonstrates that the spectrometer is able to detect 

signals from nuclei with T 2 as short as 50 ~s. 

B. Low-frequency NQR spectra 

To illustrate the direct detection of low frequency NQR, we have performed 

experiments on three samples. Figure 4.8(a) shows the 2D NQR spectrum of the quantum 
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tunneling methyl group 7 in perdeuterated toluene at 1.2K, averaged 1,000 times. The 

pulses applied to the sample were at 44kHz with a duration of 0.2 ms, a peak-to-peak 

amplitude of 0.5 mtesla and a repetition rate of 0.2 Hz. Using the same pulse parameters, 

we also obtained the 2D NQR spectrum, shown in Fig. 4.8(b) , of the tunneling methyl 

group in perdeuterated picoline. We believe the multiple splittings in the spectra arise 

partly from the magnetic dipole interactions among the 2D nuclei in the methyl group, and 

partly from the distorted methyl groups occupying inequivalent sites in solids 8. 

In the second experiment, we performed a NQR experiment with a powered 

Nl4CI04 sample. To confirm that the signals are due to the 14N NQR, we measured the 

signal amplitude as a function of tipping angle, as shown in Fig. 4.9. We fitted the 

exprimental data with the expectated function [cos(rot)- sin(rot)/rot]/rot, given by Eq. 3.73, 

and found the gyromagnetic ratio of the nuclei responsible for the signal are within 5% of 

that of 14N; the difference is attributed to experimental error. 

In the third experiment, we performed a spin echo experiment 9 on 14N nuclei in 

powdered Nl4 CI04 at 1.2K. Two pulses are applied to the sample: the first is a single 

cycle at 45kHz with a peak-to-peak amplitude of 4 mtesla, and the second, a time ~t later, is 

a single cycle at the same frequency with twice the amplitude. The first pulse initiates a 

FID, which has a decay constant T; of about 1 ms (the decay rate, [ T; ']-1, includes 

both inhomogeneous and homogeneous contributions). The second pulse initiates a second 

AD, and results in an NQR echo which peaks ~t later. The sequence is repeated three 

times per second, and the FIDs and the spin echo are recorded with the digital oscilloscope 

and the spectrum analyzer. The spin echo for ~t = 4 ms, averaged 16,000 times, is shown 

in Fig. 4.1 O(a), and its Fourier transform in Fig. 4.1 0 (b). The spectrum consists of three 

peaks, at 17.4 kHz, 38.8 kHz and 56.2 kHz, arising from the 14N nuclear energy levels 

shown inset in Fig. 4.1O(b). By measuring the magnitude of the echo as a function of ~t, 

as shown in Fig. 4.11, we were able to deduce the decay rate Iff 2 due to homogeneous 

broadening; we found T2 = 17.6 ms for the 17.4kHz resonant line, T2 = 23.8 ms for the 
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38.8 kHz resonant line, and T2 = 26.2 ms for the 56.2kHz resonant line. We also measured 

the T 1 of the sample with a stimulated echo experiment 9, in which three pulses are applied 

to the sample. As shown in Fig.4.12, by measuring the amplitude as a function of the delay 

time between the second and third pulse, we found T 1 = 40 ms. 
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IV. Concluding Remarks 

We have demonstrated the feasibility of measuring low-frequency NMR and NQR 

directly with a SQUID-based spectrometer, and are able to measure FlO signals from 
+ 

samples with T2 as short as 50~s. We observed all three NQR lines from 14N in NH4 

simultaneously by using a short, large amplitude magnetic pulse. We have also obtained 

high resolution NQR spectra of 2D nuclei in tunneling methyl groups, revealing detailed 
. 

structure which has not previously been observed in high-field NMR spectrum of2D 

nuclei where the linewidth is broad. 

The fact that we can detect low-frequency NQR suggests that we should be able to 

obtain ZFNMR spectra, which is detected in a similar manner and should produce signals 

comparable in amplitude and frequency. Our major difficulty in detecting ZFNMR has 

been that many suitable samples have very long Tl (» 100 sec) at liquid 4He temperatures. 

Our choice of NQR samples has been similarly restricted. 

Because of the restriction that the sample must be cooled to 4.2K or lower, we are 

currently constructing a second spectrometer that will allow us to vary the temperature of . 

the sample from the bath temperature to lOOK or higher while maintaining the SQUID and 

input circuit at the bath temperature. This system will not only greatly broaden the choice 

of samples, but also enable us to study the temperature dependence of a given resonance. 

To reduce the averaging time in obtaining a spectrum, we also hope to improve the 

sensitivity of the SQUID amplifier by decreasing the inductance of the SQUID and adding 

a second, cooled transfonner. 
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CHAPTER 5 

ZERO FIELD NMR SPECTRA OF METHYL GROUP 

In the last chapter of this thesis, I will discuss the possibility of detecting zero field 

NMR directly with our spectrometer. In principle, ZFNMR can be detected the same way 

that NQR is detected -- if their resonant frequencies are comparable, their signal strengths 

are also comparable. In practice, however, it is extremely difficult to find a sample that has 

a ZFNMR signal which has a long T 2 and short T 1 at liquid helium temperature. I 

believe the most promising samples are those molecular solids in which the molecule 

contains methyl groups ( or ammonia ions) which undergo fast quantum tunneling at liquid 

helium temperature. In sec. I, I discuss the motion of a methyl group without taking into 

account the nuclear spin wave functions. In sec. II. I discuss the energy levels of a methyl 

group with nuclear dipole- dipole interactions taken into account, and calculate the ZFNMR 

frequency from a methyl group. 

I. Energy Levels of Methyl Groups 

A. Free rotation and hindered rotation 

To illustrate the symmetry properties of a methyl group, I start this chapter with a 

discussion of the simplest case involving a methyl group -- the methyl group rotating freely 

about its symmetrical axis ( the axis passing through the C atom and the center of the 

triangle fonned by the three H atoms). The Hamitonian of this one dimensional free rotor 

IS 

(5.1) 

where lz is the angular momentum of the rotor and I is its momentum of inertia. The 
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angular momentum is always along the symmetry axis which I choose to be the Z axis. 

The energy levels of the rotor are 
ti2 

E = M2 TI' M = 0, ± I, ± 2, ... (5.2) 

and the eigenstate is 1M), the eigenstate of Iz, 

IZI M > = Mti 1M). (5.3) 

In spacial representation, the eigenstate is 
1 . 

'PM (q,) = V exp (1 Mq,). 
21t 

(5.4) 

The symmetry of the wave function is classified according its transfonnation under the 

operator C3 which rotates the CH3 group by 1200. Since 

(5.5) 

and exp (i 21tM/3) can take three values (1, E, and E*, where E = exp [i21t/3]), the wave 

functions have three kinds of symmetries: 

( i ) if M = 3n, n = 0, ± I, ± 2, ... 

C3 'PM (q,) = 'PM (q,), 

and 'PM (q,) has A symmetry; 

(ii) ifM = 3n+l, n = 0, ±1, ±2, ... 

C3 'PM (q,) = E'PM (<1», 

and 'PM (<I» has Ea symmetry; 

(iii) if M = 3n+2, m = 0, ±1, ±2, ... 

C3 'PM (<I» = E* 'PM (<1», 

and 'PM (<I» has Eb symmetry. 

(5.6) 

(5.7) 

(5.8) 

The energy levels along with their symmetries are plotted in Fig. 5.1. Except for 

M = 0, all the energy levels are doubly degenerate. 

A methyl group can be considered as a free rotor only in the most ideal situation, for 

example, when the methyl group is isolated from all other atoms or molecules in a material. 
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In reality, however, a methyl group is electrically coupled to other atoms or molecules and 

the motion of a methyl group is described by the Hamiltonian 

Ji 
H = 2I + V(cp), 

where the potential tenn V(cp) has a three fold symmetry, 

C3 V(cp) C3-1 = V(cp). 

The simplest example ofV(cp) is of the fonn 

V(cp) = V3 COs\~.f'3) 

(5.9) 

(5.10) 

(5.11) 

If the barrier IV(cp)1 is much smaller than ti2/2I, the energy levels and the eigenstates can be 

calculated by perturbation theory; the motion of the methyl group in this limit are usually 

referred to as hindered rotation. Figure 5.1 also shows the energy levels of a methyl group 

that undergoes hindered rotation. Compares with the case of free rotation, energy levels 

with A symmetry are now no longer degenerate, but those with Ea and Eb symmetries are 

still degenerate and they are shifted together by the potential tenD. TIris degeneracy is due 

to time reversal symmetry and can be lifted only by magnetic fields. 

In zero magnetic field, the system is invariant under the time reversal operation K. 

Under the operation K, 

K I Ea ) = I Eb ), 

K I Eb) = I Ea ), 

where I Ea ) and I Eb ) represent a state with Ea and Eb symmetry, respectively. The 

(5.12) 

(5.13) 

subspace spanned by all the eigenstates within an energy level must be invariant under both 

the time reversal operation K and the symmetry operation C3' Such kind of subspace must 

contain both I Ea) and I Eb ) states; therefore, I Ea) and I Eb ) are always degenerate in zero 

magnetic field. 
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B. Torsional vibration and quantum tunneling 

The hindered rotation discussed above usually describes the motion of a methyl group 

in molecules which are in gas fonn, where the potential tenn is small. If the potential tenn 

is not small as in the case for a solid, the motion of a methyl group is best described by 

torsional vibration and quantum tunneling. 

88 

Torsional vibration describe the case when a methyl group interacts so strongly with ~. 

the surrounding atoms and molecules in a solid that the orientations of its three hydrogen 

atoms are almost fixed in space. If we imaging the methyl group as a rigid rotor, the rotor 

is so strongly confmed that it can not rotate any more; instead, it undergoes torsional 

vibration about its equilibrium position. Because the three hydrogen atoms are identical 

particles, the rigid rotor has three equilibrium positions. We represent these three states by 

I u, a.), I u, p) and I u, y), and they can be transfonned into each other by the symmetry 

operation C3 ' that is 

C3 I u, a.) = I u, P), 

C3 I u, P ) = I u, y), 

C3 I u, y) = I u, a.), 

(5.14) 

(5.15) 

(5.16) 

where u is the quantum number of the torsional vibration. The torsional vibration of a 

methyl group is equivalent to a particle confined in a three-well potential V(<!» , as shown in 

Fig. 5.2. Figure 5.2 also shows the vibration energy levels. Since the rigid rotor can be in 

one of the three equilibrium positions, the particle in Fig. 5.2 can be in one of the three 

wells. If the barriers between the wells are infinite, the particle will be confined in one of 

the wells. Because there are three wells, each vibrati.onal energy level is three fold 

degenerate. However, if the barrier is finite, the particle can tunneling from one well into 

another and the three fold degeneracy is lifted. This is the situation when the methyl group 

undergoes quantum tunneling in solids. 
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Fig. 5.2 Particle in three-well potential. 



The quantum tunneling of a methyl group at torsional vibration state U can be 

described by a tunneling Hamitonian Hf. In the subspace spanned by I u, a ), I u, ~ ) 

and I u, y), H'lf is given by 

H¥- = _ [ 1u ~u ~: ] . 
~u ~u 0 

(5.17) 

Here, the parameter ~u is positive if u is even and negative if u is odd, and ~u decreases as 

u increases. The eigenstates of the Hamitonian are 

I u, A ) = (I u, a )+ I u, ~ )+ I u, y» / 13. 
IU,Ea )= (Iu,a)+ £lu,~)+£*lu,y»/-f3, 

I u, Eb ) = (I u, a)+ £*1 u, ~)+ £ 1 u, y» /-f3, 

(5.18) 

(5.19) 

(5.20) 

where states 1 U, A) , 1 U, Ea) and 1 U, Eb ) have A, Ea and Eb symmetries respectively, that 

is 

C3 I u, A ) = I u, A ), 

C3 I U, Ea ) = £ I U, Ea ), 

C3 I U, Eb ) = £* I U, Eb ). 

(5.21) 

(5.22) 

(5.23) 

States I u, A), I U, Ea) and I U, Eb) have energies -2~u, ~u and ~u respectively, as shown 

in Fig. 5.3. Because of the time reversal symmetry in zero magnetic field, I U, Ea) and 

I U, Eb ) are degenerate. The quantum tunneling frequency rot is determined by 

(5.24) 

The quantum tunneling frequency of a methyl CH3 group can be as small as a few kHz and 

as large as 200 GHz. The smaller the barrier the larger the tunneling frequency. Figure 5.4 

shows that as the barrier decrease from infinity to zero, the motion of the methyl group 

changes from pure torsional vibration to quantum tunneling, then to hindered rotation, and 

tinally to free rotation. 
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Fig. 5.3 Energy levels of CH3 for tosional vibration 
and quantum tunneling. 
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Fig. 5.4 Energy levels of Cl-I:J as the barrier decreases 
from infinity to zero. 
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II. ZFNMR Spectra of Methyl Group 

A. Symmetry of spin wave functions 

The total wave function of a methyl group is the product of the spacial wave function 

I'P} and the spin wave function I X) Since the methyl group CH3 contains three identical 

fermions, the total wave function is antisymmetric with respect to the exchange of two 

protons. And since the symmetry operation C3 can be achieved by two exchange 

operations, the total wave function must be symmetric with respect to C3 operation, 

C3 I'P}I X ) = I'P}I X ). (5.25) 

This equation requires th efollowing combinations of special wave functions and spin wave 

functions: 

i ) if I'P} has Asymmetry, I X ) must have A symmetry; 

ii ) if I'P) has Ea symmetry, I X ) must have Eb symmetry; 

iii) if I'P} has Eb symmetry, I X) must have Ea symmetry. 

• 

The spacial wave functions are discussed in Sec. I, and the total spin wave functions 

are constructed from the wave functions of the three spin 1/2 nuclei. If we use 1+) and 1 -) 

to indicate spin up spin down states, respectively, the wave functions with A symmetry are 

given by 

1 A 3/2 3/2) = 1+)1+)1+), 

1 A 3/2 1/2) = (1-)1+)1+) + 1+)1-)1+) + 1+)I+)I-»/v3, 

1 A 3/2 -1/2 ) = (1+)1-)1-) + 1-)1+)1-) + 1-)1-)1+) )/v3, 

1 A 3/2 -3/2) = 1-)1-)1-). 
, 

(5.26) 

(5.27) 

(5.28) 

(5.29) 

These states have I = 3/2 and Iz = + 3/2, 1/2, -1/2, -3/2, respectively ( I is the total spin and 

IZ is the projection of the total spin in Z axis). Wave functions with Ea symmetry are given 

by 

93 



1 Ea 1/2 1/2) = ( 1-)1+)1+) + £ 1+)1-)1+) + £* 1+)1+)1-) )/-{3, 

1 Ea 1/2 -1/2) = (1+)1-)1-) + £ 1-)1+)1-) + £* 1-)1-)1+) )/~, 

and are states with I =1/2 and I = 1/2, -1/2, respectively. Wave functions with Eb 

symmetry are given by 

1 Eb 1/2 1/2} = ( I-)I+}I+} + £* I+}I-}I+} + £ I+)I+}I-} )/~, 

1 Eb 1/2 -1/2} = ( I+)I-}I-} + £* I-}I+}I-} + £ 1-}I-}I+})/-{3, 

and are states with I =1/2 and I = 1/2, -1/2. respectively. 

B. Energy levels of methyl groups due to dipole-dipole interaction 

(5.30) 

(5.31) 

(5.32) 

(5.33) 

Figure 5.5 shows the energy levels of a methyl group. The energy difference 

between vibration states are so large that at liquid helium temperature only the ground state. 

is occupied; therefore, we concentrate our attention on that energy level. Because of the 

quantum tunneling, this energy level is split The new ground state has A symmetry, and 

has a total spin 3/2 (four fold degeneracy in spin states). The fIrst excitation states are 

doubly degenerate in the spacial wave function with Ea and Eb symmetry, and each of them. 

has a total spin 1/2 ( additional two-fold degeneracy in spin states for each spacial state). 

While the dipole- dipole interaction will not influence the states in the first excitation 

energy level, the interaction will make the energy level of the ground state split into two 

levels, both of which are doubly degenerate. In the following, I will discuss this effect of 

the dipole-dipole interaction in detail. 

The Hamitonian describing the dipole- dipole interaction is ( c.f. Chp. 3, Sec. II) 

where 

(5.35) 

Y'2
Q 

(eij) is the second order spherical harmonic function ( eij is the angle between the Z 
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I} 

axis and the vector pointing from spin i to spin j, in this case, aij = 1C/2), and 

T ~ (i, j) is defined by 

T ~ (i, j) = V 4rc/5 (Ii·Ij -3 IizIjz), (5.36) 

T ~l (i, j) = 1= ~ 6rc/5 (IizIj±+Ii±Ijz), 

T ~ (i, j) = - ~ 61t/5 (li±Ij±). 

Because aij = rc/2, y02(rc/2) = -~ 5/161t, 'G1 
(1t/2) = 0 and 

y±'; (1t/2) = ~ 15/321texp(±2iq,). 

( 1 ) First excitation energy level 

(5.37) 

(5.38) 

Since T ~ (i, j) flips two spins at the same time and results in a change IMzl ~ 2, 

this term makes no contribution to the fIrst excitation state where I =1/2 and the maximum 

change of Iz is 1. To calculate the influence of the dipole-dipole interaction on the fIrst 

excitation states, we need to calculate (0 Ea I Hd lOEb), (0 Ea I ~ 10 Ea) and (0 Eb I Hc:I 

lOEb) (cf. Eqs. 5.19 and 5.20): 

(0 Ea I Hd lOEb) = ti Old ~. T ~ (i, j)( 0 Ea I y-2
0 (1t/2) lOEb) = 0, (5.39) 

l<j 

ti rod O .. = - -2- ~. T 2 (I,J), 
l<j 

(5,40) 

ti rod 0 
= - -2- ~. T 2 (i,j). 

l<j 
(5,41) 
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Fig. 5.5 Energy level splittings due to dipole-dipole interaction. 
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\) 

f, 

Because 

(01/2 1/21 1:. T ~ (i, j) I 0 1/2 -1/2 ) = 0, (5.42) 
I<J 

(01/2 1/21 1:.T~ (i,j)lo1/2 1/2)=0, (5.43) 
1<.1 

( 0 1/2 -1/2 I 1:. T ~ (i, j) I 0 1/2 -1/2 ) = 0, 
I<J 

(5.44) 

where 0 = Ea , Eb, we have 

(5.45) 

within the subspace spaned by the four states in the fIrst excitation energy level. Thus. the 

dipole-dipole interaction has no effect on this level. 

( 2 ) Ground energy level 

To calculate the influence of the dipole-dipole interaction on the ground state, we need 

to calculate (0 A I H<t lOA) (cf. Eq. 5.18). Because 

(0 A I r; (1t/2) lOA) = 0, 

we have 

(OAIH<tIOA)= o rod 1:.T~ (i,j)(OA I Y-20(1t/2) I OA) 
I<J 

(5.46) 

o rod ° = - -2- ~. T 2 (i,j). (5.47) 
I<J 

The reduced Hamiltonian is 
y..A 0 rod 
tid = - -2- [(11.12 + 12.13 + 13.11) -3(1lz hz + 3l2Z l3Z + 3l3Z liZ)]· (5.48) 

Since [Hd, lz] = 0, the energy levels can be labeled by lz , and are given by 
311 Wd 

E3/2 = (A 3/2 3/2 I Hd I A 3/2 3/2) = -4 - , 

y..A 311 Wd 
E 1/2 = (A 3/2 1/2 I tfd I A 3/2 1/2) = - -4 - , 

y..A 311 Wd 
E-I/2 = (A 3/2 -1/21 tid 1 A 3/2 -1/2) = --4-' 

E-3/2 = (A 3/2 -3/2 1 ~ 1 A 3/2 -3/2) = 30
4
Wd, 

(5.49) 

(5.50) 

(5.51) 

(5.52) 
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and they are plotted in Fig. 5.5. The resonant frequency is determined by 

fi~ = E3/2 - E-l/2 = 3fi rodl2. 

For a CH3 group, r = 1.758 A, 

rocJ!21t = 21.1 kHz, 

and 

CiJ()/21t = 31.6 kHz. 

For a NH3D+ ion, r = 1.652 

rocJ!21t = 25.4 kHz, 

and 

CiJ()/21t = 38.1 kHz. 

Because H are coupled to N and D, this resonant frequency will be split. 
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(5.53) 

,j 

(5.54) 

(5.55) 

(5.56) 
• 
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