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DISCLAIMER 

This document was prepared as an account of work sponsored by the 
United States Government. Neither the United States Government 
nor any agency thereof, nor The Regents of the University of Califor
nia, nor any of their employees, makes any warranty, express or im
plied, or assumes any legal liability or responsibility for the accuracy, 
completeness, or usefulness' of any information, apparatus, product, 
or process disclosed, or represents that its use would not infringe pri
vately owned rights. Reference herein to any specific commercial' 
product, process, or service by its trade name, trademark, manufac
turer, or otherwise, does not necessarily constitute or imply its en
dorsement, recommendation, or favoring by the United States Gov
ernment or any agency thereof, or The Regents of the University of 
California. The views and opinions of authors expressed herein do 
not necessarily state or reflect those of the United States Government 
or any agency thereof or The Regents of the University of California 
and shall not be used for advertising or product endorsement pur
poses. 

Lawrence Berkeley Laboratory is an equal opportunity employer. 

:I:; 
~.( 

i....:~ 

-~ r 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
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Foreword 

Fundamental research related to seismic and electromagnetic wave propagation in the 
earth and subsurface imaging has long been a part of the DOE Geosciences research 
activities. This segment of our program was expanded several-fold in 1989 in what was 
called "The High-Resolution Underground Imaging Initiative." Its main objective was 
to develop advanced numerical and field techniques that would provide a two-order 
increase in resolution. Clearly, then, research advances would have application in a wide 
range of areas of immediate interest to DOE's applied technology programs related to 
energy and environment. 

To gain a better appreciation of the progress being made in underground imaging and 
related research, and to enhance communication and interaction between principal inves
tigators and between DOE and other Federal program managers interested in this topic, I 
asked Lawrence Berkeley Laboratory and Lawrence Livermore National Laboratory to 
organize a two-day workshop on this topic. The extended abstracts that follow were 
prepared to accompany presentations made at the workshop, held April 16 and 17, 1991, 
in Berkeley, California. 

iii 

William C. Luth 
Program Manager, Geosciences 
Office of Basic Energy Sciences 
ER-15 
U.S. Department of Energy 
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Underground Imaging 

W. Daily and J.G. Berryman (Lawrence Livennore National Laboratory) 

What are we doing? 
The thrust of Underground Imaging is development of data 

collection methods, processing procedures, integrated interpretation 
techniques and enhanced visualization in order to image the 
subsurface. We have successfully integrated theoretical, laboratory 
and field efforts to provide new and innovative technologies for 
underground imaging. Some of these technologies, such as cross 
borehole tomography, have been transferred to government agenCIes 
and private industry and are now being u'sed as standard 
geophysical tools. 

Why is this important? 
An ability to get detailed Images of underground structure and 

processes is important for many problems. Fields currently receiving 
attention are soil and ground water clean up, enhanced oil recovery 
and engineering site characterization. 

What have we accomplished in previous years? 
Program managers are usually looking for 'off the shelf' solutions 

to specific programmatic needs; they are seldom willing to invest in 
long term research or development. We have used OBES support for 
the basic and applied research needed to turn new concepts into 
prototype geophysical tools for underground imaging. After this has 
happened, project leaders are willing to try these new techniques; 
this provides the necessary testing for these tools under realistic 
conditions. This synergistic relationship has existed in the past 
between OBES and many industry and government partners with 
which we have worked: Occidental Oil Shale, Geokinetics Oil Shale, 
Arco Oil, Gulf Research and Development, Getty/Texaco Oil, Rio Blanco 
Oil Shale, Geotomographics, Swedish Nuclear Energy, Mobil Oil, Dept. 
of Energy, Dept. of Transportation, US Bureau of Mines, Atomic 
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Energy Commission of Canada, Nuclear Regulatory Commission, State 
Department. 

Currently, this relationship exists between OBES and the DOE 
Dynamic Stripping Demonstration Project. The purpose of this 
project is to demonstrate the feasibility of combining steam stripping 
and direct electrical heating to remove volatile organics from soil. 
Electrical resistivity tomography (our OBES research for the last 3 
years) is being used in this project for site characterization as well as 
process monitoring of steam injection and electrical heating. 

What have we accomplished this past year? 
Recently two different algorithms have been developed and 

computer codes written to implement these approaches for inversion 
of electrical resistivity data--electrical resistivity tomography or ERT. 
One code uses an iterative, modified least squares inverse approach 
based on a finite element forward solution of Laplace's equation. 
This formulation allows for the three dimensional nature of the 
current from finite electrodes and a two dimensional resistivity 
distribution. This code has been tested on computer simulation data, 
laboratory scale data and on field data. It has demonstrated useful 
spatial resolution and is reasonably stable in the presence of realistic 
data noise. The other code is an iterative finite element inversion 
scheme constrained by Dirichlet's principle which provides physically 
and mathematically sound constraints to stabilize the inversion 
process. This code had been tested on computer simulation data and 
laboratory scale data .. 

We have built a prototype, automated data acquisition system for 
collecting the large amounts of data required for resistivity imaging. 
We now can acquire and record 1000 field measurements per hour 
with about 1 % repeatability. The system is also portable so it can be 
moved in a small van to almost any location for field work. 

We have developed two different borehole completion schemes 
for practical cross borehole resistivity imaging. One method allows 
multipurpose well use (e.g., resistivity imaging and oil production). 
The other method is simple and low cost. 

Present technology for detecting and locating leaks in lined 
holding ponds, land fills, leech piles and surface tanks is expensive or 
doesn't work very well. We have developed two techniques based on 
generalized inverse methods so that such a leak can be located using 
measurements only at the facility periphery. The techniques have 
been prototyped on scaled field tests (see Figure 1) and based on 
these results two patent disclosures have been submitted to DOE. 
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We have studied the sensitivity and spatial resolution of cross 
borehole ERT using computer simulation and field tests. Results of 
one field test is shown in the Figure 2. A plume of water was imaged 
several times during a 23 hour period. We began with a resistivity 
tomograph before water was added to the formation (part a). This 
data was used as background to compare with subsequent data to 
separate the static features from the changes due to water 
infiltration. 

Figure 2b-i shows decreasing resistivity during infiltration, 
relative to the condition of no change (which is set at red). The first 
image, taken only 6 minutes after infiltration began, shows little 
change in resistivity. In fact, at this point so little water has entered 
the formation that this image provides a test of the precision to 
which changes can be imaged. The anomalies in part b are a 
measure of the data errors and algorithm performance in the 
presence of these errors. 

Thirty nine minutes after infiltration began, a distinct and 
significant anomaly appears near the bottom and to the left of the 
injection hole (part c). After 70 minutes, this anomaly has grown in 
size and the resistivity has continued to decrease. However, up to 
this point, the lower boundary of the anomaly has remained 
approximately stationary. 

Between 70 and 102 minutes the plume appears to begin moving 
down along what may be a very narrow, barely resolvable, channel. 
Another possibility is that some part of the flow is out of the image 
plane. The delay of more than 70 minutes in formation of this 
channel is consistent with the presence of a capillary barrier at about 
10 feet. Shallower than 10 feet the silty clays (shown in the driller's 
logs between 7 and 11 feet) absorbed water until saturated, then 
water moved across the capillary barrier into the courser gravels 
(shown below 11 feet in the driller's logs). 

From 222 and 287 minutes resistivity continues to decrease and 
the anomaly grows deeper, even with a significant part at 55 feet 
along the right borehole. This isolated part of the anomaly may be 
from flow through a very narrow channel which is just resolvable, or 
from flow out of the image plane. Rapid movement of the anomaly 
from 10 to 55 feet implies a highly permeable formation as might be 
expected from the sands and gravels in this part of the image plane. 

After 342 minutes the magnitude of the anomaly decreases. This 
implies that the plume moisture content is declining after the source 
is turned off and the excess water moves down concentration 
gradient into the surrounding formation. 
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What do we plan to do in the future? 
Our short term goals are to continue basic research on inversion 

algorithms for electrical resistivity. This includes implementing the 
variational constrained inversion on field data, a feasibility study of 
ERT from steel-cased holes, development of tomographic leak 
detection and completing development of a three dimensional 
resistivity inversion code. 

Our long term goals include integrating underground imaging and 
subsurface heating (using direct electrical heating), to make possible 
controlled underground heating. Such a capability could be used for 
energy and environmental work: reduce the viscosity of heavy oil 
deposits so they can be pumped to the surface; vaporize 
contaminants in the soil so they can be removed from the ground 
more quickly and completely; enhance the in situ microbial 
degradation of organic pollutants such as VOC's. 

periphery of pond 

electrode 

measured 
location 
(0, -11.5) 

calculated 
location 
(-0.23957, -12.9353) 

1 .45 feet difference 
3.2% of pond diameter 

1 

-20 + 

-23~~~~~~~~~~-F~~~~~~~ 

-23 -20 -17 -14 -11 -8 -5 -29 1 4 7 10 13 16 19 22 

x axis 

Figure 1. Field prototype test of leak location in a lined holding pond. 
Requiring only measurements from the perifery, the method could 
be used for inexpensive monitoring at hundreds of such existing 
facilities. 
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a, background b,6 minutes c, 39 minutes 

d, 70 minutes e, 102 minutes 

g, 287 minutes 1. 23 hours 

Figure 2. Electrical resistivity tomographs for water infiltration. (a) Absolute 
image of resistivity distribution before infiltration. The color scale is logarithmic 
from about 8 to 320 ohm m. (b) through (i) Comparison images of changes in 
resistivity distribution during infiltration. Times are from beginning of infil
tration. The color scale is relative with resistivity decreasing to the left. 
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High Resolution Mapping of Electrical Conductivity 

H.F. Morrison, K.H. Lee, and A. Becker (Lawrence Berkeley Laboratory) 
G.W. Hohmann (University of Utah) 

Introduction 

The goal of this project is to map or image the subsurface electrical conductivity using high 
resolution controlled-source electromagnetic (CSEM) methods. Because most rock
forming minerals are insulators the bulk conductivity of typical crustal rocks is controlled 
by ionic conductivity of the pore fluids and so porosity, salinity and saturation are the 
parameters which are indirectly imaged. Pore fluids are of fundamental importance in 
groundwater and groundwater contamination studies, in geothermal reservoir definition, 
petroleum reservoir characterization and crustal studies in general. 

Electrical conductivity of rocks can only be measured directly on samples in the laboratory. 
In the field the conductivity of the earth must be inferred from experiments conducted 
between points on the surface, or within the earth using boreholes. Traditional approaches 
for measuring conductivities involve surface methods. The source is either a loop of wire 
or a grounded wire, and the resulting fields are measured with magnetic field sensors and 
grounded wires for the electric field. The surface-based CSEM methods have been 
successfully applied to exploration of mineral deposits and crustal studies. The major 
problem with surface methods is that the near surface is typically highly conducting and 
inhomogeneous, a combination which tends to screen the response from depth. Recent 
advances in instrumentation, data acquisition techniques, data processing and numerical 
algorithms for interpretation indicate that we can achieve greater accuracy and resolution in 
conductivity mapping using surface-to-borehole and crosshole CSEM methods. The 
greater resolving capabilities of these configurations, coupled with inversion based on 3-D 
modeling programs, and new methods of imaging indicate that CSEM surveys can now be 
made that will improve the accuracy and resolution of em methods for mapping 
conductivity by an order of magnitude over previous systems. 

Imaging of conductivity 

With the introduction of imaging techniques long used in the medical industry, there has 
been a remarkable advancement in direct imaging of the velocity distribution in seismic 
methods. For crosshole applications transmission ray tomography has been successful 
and recently the principles of diffraction tomography have been applied for imaging 
velocity using data obtained from various configurations. 

In the past few years we have been investigating two CSEM tomographic techniques 
closely related to those used in the seismic methods. The first approach is a direct 
adaptation of the diffraction tomography to the diffusive em data (Zhou, 1989) called 
"diffusion tomography." Wave field diffraction tomography involves Fourier 
transformation of the data, filtering of the transformed data, back-propagation and inverse 
Fourier transformation to construct the object function. This simple procedure cannot be 
applied to diffusion tomography because it leads to an unstable Laplace transform in the 
horizontal direction. Instead a system of linear equations is used to simulate the process 
for constructing the object function. In this project we have extended the original, and 
impractical, line source formulation to the case of a vertical magnetic dipole in a bore hole 
surrounded by symmetric inhomogeneity such as an expanding steam front (Zhou et aI., 
1991). The crosshole diffusion tomogram for this model is shown in Figure 1. 

The second approach involves a transformation of diffusive em fields into wave fields that 
satisfy a wave equation in fictitious time (Lee and Morrison, 1990). The velocity of such a 

9 



wave field is inversely proportional to the square root of conductivity. The idea is to use 
these wave fields to map conductivity distribution by directly applying imaging techniques 
such as the transmission ray tomography. Our initial work suggested that a drawback to 
this approach was that over four decades of high accuracy frequency domain data would be 
required. Recent work shows that only two to three decades may be required. To 
validate this approach weare using the numerical results from a new t-k algorithm 
(described below) and we are developing a time-domain scale model. 

Another objective of our work has been to critically evaluate the accuracy and resolution of 
recently developed 3-D integral equation inversion scheme using high quality CSEM data. 
In this technique an approximate 1-D inversion method is initially used to provide a quasi
layered structure. Approximate background in the form of a layered-earth and the 
proximity of a 3-D target area would be identified in this step. This result is then used as 
an initial guess for the inversion of the 3-D conductivity structure. We have used the 3-D 
integral equation algorithm developed by the CEMI group of University of Utah for a 
conventional least squares inversion. The program has been extensively tested, its 
performance is well understood, and it does not require a great amount of computer time or 
storage for moderately complicated models. 

The inversion algorithms need efficient 3-D forward solutions. The integral equation 
methods are of limited usefulness because they require a target of finite size in a 1-D 
layered earth. A geologic medium consisting of a single fault structure cannot be studied 
with this method. For this reason we have investigated a new numerical modeling method 
for handling general 3-D conductivity structures. The diffusion process of 3-D Maxwell's 
equations has been formulated and coded in the time-wavenumber (t-k) domain. The 
algorithm consists of explicit finite differencing of fields in time, and for each time step, 
solutions to the Maxwell's equations are computed in spatial-harmonic space. A 
preliminary version of the algorithm has been written and a test was made in a conductive 
half space. The earth resistivity is 10 ohm-m and both the source and receiver are located 
18 m below the surface. The source and receiver are separated by 45 m. The numerically 
computed vertical magnetic field are compared (Figure 2) against the transient field 
computed by inversely Fourier transforming the frequency-domain solution. These 
solutions match well within 10%. 

Reference 

Q. Zhou, Audio-frequency electromagnetic tomography for reservoir evaluation, Ph.D. 
Thesis, University of California, Berkeley, 1989. 

K. H. Lee and H. F. Morrison, Imaging of conductivity distribution using audio-frequency 
electromagnetic data, Report LBL-30081, Proceedings of the International 
Symposium on Geotomography, Tokyo, Japan, December, 1990. 

Q. Zhou, A. Becker, and H. F. Morrison, Electromagnetic diffusion tomography, 
submitted to Geophysics, 1991. 
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Figure 2. Comparison between solutions from 
the t-k method and analytic solution 
in a 10 ohm-m half space. 
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Deep Electromagnetic Sounding in Thermal Regimes 

H. F. Morrison and C. Torres-Verdin (Lawrence Berkeley Laboratory) 

Deep electromagnetic em sounding is a qualitative tenn used for em mapping of electrical 
conductivity at depth in excess of 3-5 lan. Controlled source em (CSEM) methods for 
these depths require high moment sources and sophisticated receivers and noise 

t :. cancellation schemes to detect signals in the natural em background. The magnototelluric 
(MT) method uses the natural em background, but the method has been thought to lack the 
resolution provided by CSEM. In fact, much of the apparent resolution has been caused by 
poor data quality and severe distortion caused by near surface inhomogeneities. In this 
study we have analyzed the vertical and horizontal resolution bounds that can be expected 
from properly sampled MT fields. In the process, we have also developed a remarkably 
effective direct imaging technique using a spatial transfonn of the surface fields. 

,. 

This study uses a fonnulation of the MT problem based on a linearization of the 
relationship between a peturbation in subsurface conductivity and the resulting peturbation 
in the surface electric and magnetic fields (Torres-Verdin and Bostick, 1990). Although 
this approach should only be valid for low contrasts in conductivity, we have found that the 
geometry of the fields is accurately detennined, and this analysis is very well suited for 
basic studies of the resolving power of MT and for a simple imaging scheme. 

In our analysis frequency, co, and depth, 0, are transfonned to logarithmic variables via 

v= In 0 (where 0 is the skin depth of the background medium) and u = -In z). We first 
conducted a resolution analysis in the horizontal wavenumber, kx, domain by a spatial 
Fourier transfonn of the fields in the direction normal to strike (x to kx ). For linearized 
field solutions, the wavenumber relationship between the model, O(kx, u), also called the 
object function and the data, D(kx, v) can be expressed in the following form: 

D(k" v) ~ Wry) 1~ O(k"u) frY, v-u) du (1 ) 

where the data are defined by secondary to primary field ratios, and the model is defined by 

the resistivity peturbation, ~p/po, and the variable 'Y is equal to the product 21tkxoi2 
In this equation, the wavenumber characteristics of the pre-fIlter, W('Y) , depend on the type 
of field data. For the TE magnetic field response, W is a band pass filter with no spatial 
DC response. For the TE electric response, W is a low pass filter whereas for the TM 
mode W is a high pass filter with DC response. The kemal in the integral acts as a spatial 

low pass filter whose cutoff wavenumber is inversely proportional to 'Y. The high pass 
behavior of the TM mode is caused by the electric field sensitivity to lateral changes in the 
model--a basically DC or static phenomenon. The induction component for this mode is a 
low pass wavenumber filtering operation, the output of which is less than the high pass 
effect of the static distortion filter at high wavenumbers. Spatial low pass filtering of the 
surface electric fields can compensate for the high pass effect of W such that the remaining 
induction effect shows very similar response to the pure induction effect seen in the TE 
mode. 

The representation of equation (1) not only explains well known features of observed TE 
and TM fields, and the power of spatial averaging in removing static effects, but it also 
shows that in practice the maximum wavenumber that can be recovered from the 
subsurface resistivity distribution is inversely proportional to the Bostick depth of 
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penetration at that particular sounding frequency. This analytic result has been 
demonstrated on numerically simulated data with and without electric static distortions. 

Finally, we have developed an inversion scheme based on the linearized relationship of 
equation (1) wherein I-D inversions are carried out at each wavenumber and the results 
inverse Forrier transformed to reconstruct the model 0 (x,z). This inversion procedure 
has been tested on numerically simulated data as shown in Figure 1, and the results are 
remarkably good. In particular, it appears that this approximate wavenumber scheme 
(which is similar in many respects to the diffusion tomography described by Zhou et al. 
(1991) will be an excellent fIrst step in the application of a more rigorous non-linear 
inversion using accurate fInite difference or fmite element foreward solutions. We have 
applied this inversion scheme to a profIle of MT stations taken at the Surprise Valley 
geothermal area. This project, done in cooperation with Transpacillc Geothermal has been 
very helpful in understanding the deep thermal regime and its expression in the surface hot 
springs. 

Reference 

Torres-Verdin, c., and Bostick, F. X., Jr., 1990, Implications of the Born approximation 
for the magnototelluric problem in three-dimensional environments: Geophysics, 
accepted for publication. 

Q. Zhou, A. Becker, H. F. Morrison, Electromagnetic Diffusion Tomography Submitted 
to Geophysics, 1991. 

14 

.r-, 



r: 

.. , 

1ei 
·Ii .. 

] 
~10' 
C1. 
W 
0 

·4 

·Ii 1ei . 
.. 

.s 
~,o' 
w 
0 

'0' 
·Ii .. 

·3 

·3 

TEST 02 

·2 ., 0 2 

10-m 

·2 ., 0 , 2 

HORIZONTAL LOCAllON (!em) 

3 

3 

BORN INVERSION OF ex/EO: RESISTIVITY SECTlON 
Sampling Interval - 7B.7 m, Dipole Langth - 7B.7 m 
No. of freql. -60, moO - 20.0 ohm-m, NSR -o.OBO 

·3 ·2 ., 0 2 3 

·3 ·2 ., 0 , 2 3 
HORIZONTAL LOCAllON Oem) 

4 Ii 
,ei 

,ei 

10' '0' 

O-m 
4 5 

4 Ii 
1ei 

lei 

10' 10' 

1(t 

O-m 
4 Ii 

FIGURE 1. Input 2·0 test model (upper panel) and inverted resistivity section (lower panel) . The inversion 
was performed with the wavenumber procedure described by equation (1) . Input data consisted of TM 
secondary·to·primary electric field ratios measured continuously along a 10 km profile. A total of 128 lateral 
measurements were used,each with 60 frequencies samples . 

15 



New Approaches to Magnetotelluric Parameter Estimation 

G.D. Egbert (Oregon State University) 

To use magnetotelluric (MT) data to image crustal structure one must first reduce 
long time series of electric and magnetic fields to transfer functions (TFs) which deter
mine the frequency dependent impedance tensor. In many cases neither the (natural 
source) signal, nor the dominant noise sources are well modeled as stationary Gaussian 
processes, so standard TF estimation methods often preform very poorly. As a result, 
MT experimentalists have developed a variety of ad-hoc schemes, such as coherency 
sorting, to eliminate noisy data segments and achieve stable and repeatable impedance 
estimates. A more rigorously justifiable approach to this problem, which has recently 
attracted considerable attention among researcher in geomagnetic induction involves 
the use of regression M-estimates (RMEs) (Egbert and Booker, 1986; Chave et aI, 
1987; Chave and Thomson, 1989). For the most part these methods have been tested 
on long period magnetotelluric (MT) and magnetovariational data. Few, if any, appli
cations of the methods to the processing of the wide-band (.001-100hz) MT data 
relevant to imaging of crustal structure have been reported to date. Here we report on 
our efforts to adapt the RME to the processing of wide-band MT data. 

We have found that wide band data presents some problems which require novel 
solutions. The simplest application of the RME is frequently inadequate. The "dead 
band" ( ::::0.1-1.0 hz) presents a particular problem. Signal-to-noise ratios (SNRs) at 
these frequencies are often very low, due to low levels of ionospheric signals and high 
levels of cultural noise. In some circumstances the typical data is mostly noise and the 
unusual, or outlier, data are the rare time segments with useful signal, which the RME 
throws out. We have thus found that while single station RMEs of the impedance are 
typically smoother than the standard least squares estimates, they are often severely 
biased to very low amplitudes in the dead band. The situation is often further compli
cated by the occurrence of large outliers in both the input and output channels. 

We have adopted a general strategy based on a combination of coherence sorting 
and the RME. In its simplest form, the coherence between electric and magnetic fields 
for a series of very short (64-128 points) data segments are computed in a wide band 
centered on the target estimation frequency. Low coherence segments are then elim
inated before use of the RME. This simple strategy works reasonably well, and in 
many cases the combination of coherency pre-sorting with the RME produces much 
better results than either approach by itself (figures 1,2). 

To understand some of the problems with the use of coherence sorting and the 
RME separately, it is useful to consider a simple real, scalar analogue of the complex 
impedance tensor estimation problem - i.e., the problem of estimating the slope of a 
line constrained to go through the origin. Coherence sorting looks at subsets of the 
data points (a band of nearby frequencies from a single time segment), and omits those 
sets with low coherence, while retaining those with high coherence. Some schematic 
examples of low and high coherence subsets (circled points) are given in figure 3. For 
this example we assume that there is noise in both input and output components, and 
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that signal amplitudes are highly variable, but most often very low. The line with the 
true slope is plotted for reference. In (3a) a set of low signal strength has low coher
ence and is eliminated, while in (3b) a set with high signal strength and high coher
ence is retained. In this sense coherence sorting tends to improve SNRs. However, as 
illustrated in (3c), it is possible for a set to have high coherence even when it contains 
one or more large outliers. Thus coherence sorting can miss large outliers which 
might be easily detected by other robust procedures which look at the consistency of 
each data point with all of the others. 

On the other hand, noise in the input magnetic field channel causes estimated 
impedance amplitudes to be biased down. For the case of least squares (LS) estimates, 
it is easily shown that, on average, amplitudes are S I(S +N) times the true amplitude, 
where Sand N are the signal and noise powers in the input channel. Coherence sort
ing tends to increase SNR and hence to decrease these bias effects. The same is not 
necessarily true for the RME. In fact, when typical SIN ratios are low, The RME can 
be even more severely biased than LS estimates. To see why, we again consider a 
schematic scalar model of the form 

Y = bX b = 1 

where 95% of the data has low signal strength (signal variance = 1.0), 5% of the data 
has greater signal strength (signal variance = 81.0), and both the X and Y components 
have Gaussian noise (variance = 1.0) added. We generated 200 synthetic data sets of 
this form, and estimated the line slopes using the regression M-estimate, with Huber 
weights determined iteratively from the normalized residuals via 

{
I if I r I ::;; 1.5 

w (r) = 1.5/ I r I if I r I > 1.5 

Initial estimates were obtained using LS, and the final iteration was accomplished 
using weights of the form 

if 
if 

I r I ::;; 2.5 
I r I > 2.5 

which corresponds to a redescending influence function \fl. 

An example of one synthetic data set is plotted in figure 4a, along with the lines 
estimated by LS, the final iteration with Huber weights, and the final iteration with the 
redescending \fl. The robust slope estimates are more severely biased downwards. In 
essence, the largest residuals at the first iteration are the points with the best SIN ratio. 
These are down-weighted, SIN is further decreased, and the bias becomes more severe. 
At the final iteration all of the best data is completely eliminated and the bias becomes 
much worse. This behavior is typical for the very low SIN model considered here. 
Slope estimates for the first 20 simulated data sets are plotted as a function of iteration 
number in figure 4b. The initial estimate (iteration = 0) is the LS estimate. Subse
quent estimates almost always decrease with each iteration, with a particularly steep 
drop on the the final iteration with the redescending \fl. The average over all 200 data 
sets is given by the heavy line. 

The situation with regard to remote reference is slightly different. Here, the bias 
effects of noise in the input channels are not so important. However, low SNRs still 

17 



result in instability in the impedance estimates, particularly in the presence of outliers 
in the input magnetic field channels. Initial results indicate that pre-sorting by coher
ence can substantially improve estimates produced by a straightforward application of 
the robust remote reference estimate suggested by Chave and Thomson (1989). 

The simple approach outlined above can be extended in a number of directions. 
For instance, using an initial estimate of the TFs we can directly estimate SNRs (as 
opposed to coherence) as a function of time and frequency. This allows more careful 
selection of the "best" data segments for each frequency band. For the case of remote 
reference processing more complex coherence sorting procedures are also possible. 
Current efforts are focused on these, with particular emphasis on developing methods 
for identifying and removing large scale coherent cultural noise which can overwhelm 
natural signals in and near urban areas. 

REFERENCES 

Chave, A.D., D.J. Thomson, and M.E. Ander, On the robust estimation of power spec
tra, coherences, and transfer functions, 1. Geophys. Res., 92, 633-648, 1987. 

Chave, A.D., and D.J. Thomson, 1989. Some comments on magnetotelluric response 
function estimation, 1. Geophys. Res., 94, 14,215-14,226. 

Egbert, G., and lR. Booker, Robust estimation of geomagnetic transfer functions, Geo
phys. 1. R. Asiron. Soc., 87, 173-194, 1986. 
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Figure 1: Apparent resistivity and phase curves produced by four different processing schemes. (a) 
Ordinary least squares (LS). (b) LS with coherence sorting alone. (c) Regression M-estimate (RME) 
alone. (d) RME with coherence pre-sorting. In this case, coherence sorting reduces the downward bias 
in the middle of the apparent resistivity curve, but by itself does little to reduce scatter in the estimates. 
The RME by itself produces reasonably smooth estimates, but is extremely biased in the dead band. 
The combination the two approaches yields the best results by far. 
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Figure 4: Results of using LS and the 
RME to estimate line slopes for synthetic 
data. There is noise in both variables, and 
typical signal-ta-noise ratios are low. 
Synthetic data, and lines estimated by LS, 

and two variants of the RME. True line 
slope is 1. Slopes estimated by the RMEs 
are more severely biased. (b) Slope esti
mates for 20 simulated data sets plotted as 
a function of iteration number. The initial 
estimate (iteration = 0) is the LS estimate. 
Subsequent estimates almost always 
decrease with each iteration, with a partic
ularly steep drop on the the final iteration 
with the redescending 'P. The average 
over 200 simulated data sets is given by 
the heavy line. 
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Two and Three Dimensional Magnetotelluric Inversion 

J. R. Booker, J.T. Smith, J. Knickerbocker, N. Wu, and C. Aprea 
(University of Washington) 

In a situation reminiscent of the advent of seismic reflection profiling, the last 
decade has seen vastly increased quality and quantity of magnetotelluric (MT) data. 
This new data has the potential for substantially improving the resolution of electrical 
structure in the earth, but only if the information can be extracted in a stable and 
numerically efficient manner. Most approaches to the MT imaging problem saturate 
existing computer power long before the algorithms can deal with the complete data 
set. This is true largely because the inverse problem is fundamentally and irreducibly 
multi-dimensional. 

We have developed an algorithm to directly invert large multi-dimensional MT 
data sets that is orders of magnitude faster than competing methods (Smith and 
Booker, 1991). Our method is iterative and approximates lateral derivatives of the 
electric and magnetic fields inside the model by their values from the previous itera
tion. If these multi-dimensional fields are known, the derivatives of the data with 
respect to small changes in the model turn out to depend primarily on the vertical con
ductivity profile beneath each site. This leads to an inverse problem for improved con
ductivity that is very similar to and can be solved as efficiently as the one-dimensional 
(1D) inverse problem. The model is made unique by minimizing a function which 
measures the complexity of the model. Our philosophy is to find the model with the 
least structure for a given level of misfit to the data. The improved profiles under each 
site are interpolated to form an improved multi-dimensional model. Finally, the 
multi-dimensional forward problem is solved by an iterative method, Incomplete 
Lower-Upper decomposition (ILU) , in order to improve the electric and magnetic 
fields inside the model. This is also extremely efficient, because the fields from the 
previous step are always a very good approximation to the new fields. We have 
dubbed this method the Rapid Relaxation Inverse, or more simply RRI. 

The high relative efficiency of RRI extends to computer memory as well as time, 
because we do not have to store the very large matrix of derivatives of the data with 
respect to the multi-dimensional model parameters used by "standard inversions". 
Consequently RRI can invert very large 2D magnetotelluric data sets with the modest 
computer power of a technical workstation. In fact, RRI is so efficient, that future 
large surveys will be able to do these inversions in the field and use them to guide 
data collection. 

A two-dimensional (2D) version of our code is now fully operational and has 
been installed at the USGS in Denver for a rigorous field test before making it gen
erally available. Our implementation employs a variety of ways to stablize the process 
in the presence of noise. These include, for instance, robust re-weighting of the 
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residuals to protect against non-Gaussian outliers. It also includes a variety of utilities 
for visualizing the results. Among these is color animation of the convergence pro
cess. 

RRI works very well for noisy synthetic data, converging smoothly to fuzzy 
images of the truth, with the focus improving as the the noise level decreases (Smith 
and Booker, 1991). We illustrate its power on very large real data sets with a 48 site, 
23 frequency audio MT (AMT) profile over a mineral prospect at Carlin, Nevada. The 
Transverse Magnetic (TM) mode data were collected with dipoles along the profile 
placed end-to-end. These data are thus a spatially filtered, but otherwise complete and 
unaliased picture of the variation of the TM response along the profile. Starting from 
a 20 ohm-m halfspace, the data were fit to their claimed error or 3%, whichever was 
greater. The model grid is 70 wide by 49 deep and a total of 54 iterations were per
formed at an average of 170 seconds each on a Sun Sparc 1+. The model changes very 
little after about the 35th iteration. The final model (figure) shows several important 
structures: a resistive block on the right which is overlain at very shallow depth by a 
thin, very conducting layer; a very conductive unit at mid-depth near the left edge; and 
a shallow gently tilted thin layer in between. Note that the model is plotted versus the 
square root of depth, which facilitates visualizing deep and shallow structure in one 
plot. Unlike similar ElectroMAgnetic Profiling (EMAP) surveys, each site at Carlin 
also has a dipole perpendicular to the profile to collect TE mode data. The TE mode is 
more difficult to invert with a 2D model assumption, because the current flows perpen
dicular to the profile and can be strongly affected by structure off the profile about 
which we have no information. RRI inversion of the TE data produces a model with 
rapid horizontal structural variations that correlate poorly with the TM structure. If the 
dominant three-dimensional (3D) effects are due to small scale, near-surface structure, 
they produce an effect called "static shift" in which phase is unaffected and log 
apparent resistivity is offset by a frequency-independent constant. We therefore 
included in the TE model a static shift constant at each site, which was determined by 
jointly inverting TE and TM. The static shift coefficients varied from 0.37 to 1.4 (12 
of 48 are 1.0 ± 0.1) and the model was very similar to the TM model shown. One 
problem with this model was a substantial misfit to the TE mode data above the left 
edge of the resistive block. We next used the static shift coefficients determined in the 
joint inversion in a new inversion of the TE data alone. This "undistorted" TE model 
was similar to the TM model. One significant difference was the appearance of a thin, 
nearly vertical conductor at the left edge of the resistive block, which solved the TE 
misfit problem. We generated the final model shown by starting the joint inversion of 
TE and TM from the undistorted TE model. This final model looks very similar to the 
TM model except that it now has the thin vertical conductive feature, which is invisi
ble to the TM mode alone. The much deeper extent of the conductive feature at the 
left edge is also a consequence of the TE data, but is uncertain, because it is a result 
of data from the very last site on the profile. (A good example of where inversion in 
the field could have helped!) This illustrates one of the techniques that we have found 
successful for removing the distorting effects of shallow heterogeneity on the TE 
mode. Two others, which have also been quite useful when the TM mode is distorted 
are wavenumber filtering in the spatial domain and wide band inversion of phase con
strained by high frequency apparent resistivity. 
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There are still features that need to be added to the 2D code. Among these are 
the ability to incorporate the topography of the surface and anomalous vertical mag
netic fields. In preparing for inclusion of topography, we have made a significant 
advance in finite difference approximations (FDA) to the induction equations. We have 
found FDA's valid at boundaries at which the fields or their derivatives are discontinu
ous, which are accurate and do not require that the boundary be coincident with the 
nodal mesh. The ideas work as well in 3D as 2D. The new FDA's are derived by 
integrating the original differential equation over a volume surrounding the node that 
extends half way to the adjacent nodes. The part of the equation that contains singular
ities can be converted to a surface integral involving derivatives normal to the boun
dary of the volume that can be estimated with centered first differences that do not 
cross any discontinuity. For the 2D TE mode, the new FDA is extremely easy to 
implement, because all one has to do is replace the nodal conductivity with an 
"effective conductivity", which is the mean conductivity in the area of integration. 
The derivation demonstrates that a boundary that cuts diagonally across the mesh (or 
one that does not pass through any nodes) is as easily modeled as one coincident with 
a rectangular grid. Thus our FDA can easily mimic the triangular elements of finite 
element approximations. Test cases with identical triangular elements for our new FDA 
and a finite element code produce virtually identical results. The TM mode is more 
complicated and in 2D requires four "effective resistivities", but is otherwise similar 
and effective. 

The principle underlying our 2D inversion caries directly over to 3D and turns an 
imaging problem that is impossible with standard methods on any existing computer 
into one that can easily be done. The first step in actually implementing the 3D algo
rithm is developing a code to efficiently and accurately solve the forward problem for 
arbitrary conductivity structure. The problem is eased by the fact that inversion for 
models with minimum structure produce models with no internal discontinuities. We 
have therefore developed an iterative solution to the 3D forward problem of calculating 
the electric and magnetic fields in a smoothly varying, but otherwise arbitrary, conduc
tivity model that is numerically very efficient. The matrices generated are not as sparse 
as for 2D (12 as opposed to 5 non-zero diagonals) and a different iterative scheme, 
pre-conditioning by Incomplete Cholesky factorization of Conjugate Gradients (ICCG) 
has proven more efficient than ILV. We expect to have the 3D inversion implemented 
and tested on synthetic examples shortly. 

Smith, J.T. and Booker, J.R., Rapid inversion of two- and three-dimensional magneto
telluric data, 1. Geophys. Res., 96., 3905-3922, 1991. 
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Imaging of Reservoirs and Fracture Systems Using 
Microearthquakes Induced by Hydraulic Injections 

M. Fehler, L. House, and W. S. Phillips (Los Alamos National Laboratory) 
L. Block and C.H. Cheng (Massachusetts Institute of Technology) 

Introduction 
Hydraulic fracturing is used extensively to increase the productivity of oil and gas wells, as 

well as in the development of geothermal resources. Subsequent to the hydraulic fracturing, if 
information about the fractured rock volume is needed, active seismic methods such as vertical 
seismic profiling (VSP) and crosswell may be used. Imaging of the fractured region using these 
active seismic methods is limited, however, by the narrow aperture (range of directions) of the 
source-receiver seismic ray paths, the small rock volumes sampled, and the limited energy of the 
artificial sources (particularly shear wave) used. If, on the other hand, microearthquakes induced 
by hydraulic fracturing could be used as sources for probing the fractured rock volume, 
considerable improvement in source-receiver ray distribution, as well as substantially greater 
source excitation (particularly for shear waves) could be achieved. Because they are more strongly 
affected by the presence of fluids in rock, S (shear) waves are a more powerful diagnostic tool for 
studying hydraulically fractured rock than P (compressional) waves are. 

Microearthquakes accompany many hydraulic injections [Albright and Pearson, 1982; Pine 
and Batchelor, 1984; Sarda, et aI., 1988] as well as production from some gas fields [Pennington 
et aI., 1986; Doser, et aI., 1991]. Arrival times of P and S waves from these induced 
microearthquakes have been used to locate the microearthquakes and to infer the orientation and 
dimensions of the fracture systems that were created by the hydraulic injections [Fehler, et aI., 
1987; House, 1987]. Although previous studies have mainly been concerned only with locating 
the induced microearthquakes, the arrival time data and the rest of the waveforms contain 
considerable information about the rock through which the seismic waves travel. Both the travel 
times of the direct P and S waves and the waveforms contain information about the spatial 
heterogeneity of the rock. In addition, the portions of the waveforms after the first arrivals (termed 
coda) consist of conversions and reflections from fractures or other heterogeneities in the reservoir. 

We are taking two approaches for inferring the properties of the fracture system in the 
hydraulically fractured reservoir from microearthquake data: tomography and waveform stacking. 
The tomographic method is applied to the arrival times of P and S waves from the 
microearthquakes to simultaneously locate the microearthquakes and determine the P and S wave 
velocity structure in three dimensions. In addition, waveform stacking will be applied to determine 
the P and S wave velocities within selected regions of the hydraulically fractured rock. We will 
also apply the stacking technique to determine locations of inhomogeneities, such as fluid-filled 
fractures, that produce coherent large-amplitude signals in the coda. As a first step, we are testing 
these methods on data collected during a massive hydraulic fracturing experiment conducted as 
part of the Department of Energy Hot Dry Rock (HDR) Geothermal Energy Development 
Program. Our dataset consists of traveltimes and waveforms recorded from over 10,000 well 
located microearthquakes from that hydraulic fracturing operation. 

The information that can be extracted by performing tomographic reconstruction of travel 
time data and stacking of the waveforms to image boundaries and interfaces will be extremely 
valuable to understanding the detailed properties of the oil, gas, or geothermal reservoir involved. 
Such information would be of major benefit to reservoir engineers in enhancing production from 
hydraulically fractured reservoirs as well as to understanding of the hydraulic fracturing process 
itself. 

Travel Time Tomography 
Travel time tomography has been used extensively to infer the spatial variations of seismic 

velocities in the earth. The major effort in industry has been in transmission tomography using the 
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crosswell geometry. Numerous methods have been proposed to reduce the adverse relationship 
between noise in the data and the high frequency noise in the images (for a discussion, see Phillips 
and Fehler, 1991). The problem arises because of the limited resolution of the data and the 
resulting nonuniqueness of the final model. In the crosswell geometry, the nonuniqueness arises 
because rays that travel at angles subparallel to the boreholes cannot be sampled. 

Data from induced microearthquakes contain the additional rays that, in principle, allow 
much better resolution of the rock structure by travel time tomography than is possible using VSP 
or crosswell techniques. Since the microearthquakes are located throughout the volume of rock to 
be imaged, rays pass through the reservoir in a larger range of angles and sample a larger rock 
volume than is possible using artificial sources. Use of microearthquake data allows a fully three
dimensional image of the reservoir to be obtained. Additionally, since the microearthquakes excite 
strong S waves, both the P and S wave velocity structure of the reservoir can be determined. 
Knowledge of both velocities can be used to more reliably determine the locations anomalous 
regions, such as fluid, gas, and/or newly created fractures in the reservoir. 

Our approach is to simultaneously determine the locations of the microearthquakes and 
find three-dimensional P and S wave velocity structures. In realistic field operations, the number 
of observation wells will necessarily be limited. This limitation will reduce the resolution of the 
velocity structure and produce trade-offs between microearthquake locations and the velocity 
structure. We have thus resorted to including as much a priori information into the inversion 
scheme as possible to reduce the trade-offs and improve the resolution of the results obtained 
[Block, et aI., 1990]. A constraint on velocity smoothness using a second difference scheme and 
penalties for velocities increasing above the known velocity outside the stimulated region and for 
low VpNs ratios have been implemented. Tests to investigate the relative importance of 
constraints and penalties were made. 

We found that the spatial resolution in velocity was approximately 100-200 m when data 
from the HDR project was used. We found clear evidence for a zone of low S-wave velocity in the 
region surrounding the injection zone. Locations of the microearthquakes deep in the reservoir 
moved systematically towards a more vertical and north-south alignment than when a 
homogeneous velocity model was used. Locations of the deeper events moved more than the 
shallow events because ray paths from these events to the seismic stations passed through a more 
heterogeneous velocity structure than did those from the shallower events. A horizontal slice 
through the S-wave velocity structure at a depth near the fluid injection zone is shown in Figure 1. 
Epicenter views of the event locations occurring within 50 m of the depth of the slice determined 
using a homogeneous velocity structure and the locations determined by the joint epicenter
tomographic inversion are also shown. 

Exploiting the Waveforms: Stacking Methods 
The waveforms of the induced microearthquakes can be analyzed to yield detailed 

information about the internal structure of the fractured volume. Our goals are first to obtain, 
independently from the travel time tomography, seismic velocities in selected sub-volumes within 
the fractured volume, and second, to identify and locate some of the more prominent fluid filled 
fractures. Seismic velocities within the sub-volumes will be uniquely determined from stacking 
waveforms of the induced microearthquakes and can then be used as additional a priori 
information to minimize the nonuniqueness in the travel time tomography. Individual prominent 
fractures or joints will be identified and located from their signatures as notable distinct arrivals in 
the P and S wave codas. Knowledge of the locations of these features will help to improve models 
of the fractured volume as well as understanding of the fluid paths. 

Results of both the velocity and scattering analysis can be severely degraded by 
uncertainties in the locations of the microearthquakes that are used and by variations in the seismic 
radiation patterns among the events. Therefore, microearthquake locations were screened for 
reliability by a simple relocation process. Similarity of radiation patterns was qualitatively judged 
from plots of the entire microearthquake seismograms. 

Stacking for velocities. Because of the need to help constrain the nonuniqueness of the 
velocity tomography, a simple scheme was devised to determine the seismic velocities within 
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selected sub-volumes of the fractured rock [Phillips and House, 1990]. This scheme exploits the 
concept of seismic reciprocity to allow a conceptual interchange of sources (normally the induced 
microearthquakes) with receivers (normally the recording instruments) [Spudich and Bostwick, 
1987]. Thus, instead of having many sources and only a few receivers (which was the experimental 
situation), we can consider that we have many receivers and only a few sources (the reciprocal 
situation). After the conceptual interchange, we can stack the waveforms of the microearthquakes 
to obtain the direction of approach of the (reciprocal) waves travelling from the recording 
instrument to the microearthquakes, as well as their apparent velocities. Stacking is done for each 
of a range of P and S velocities, and for all possible wave front directions. Taking the velocities 
that produced the maximum stack amplitudes (individually for P and S), the earthquakes are 
relocated, and the stacking is repeated. The stack, relocate, stack process is continued until a 
maximum amplitude is obtained for the resulting stack. 

In our first test, we used waveforms from a cluster of 52 microearthquakes to investigate 
seismic velocities in a cube about 80 m on a side. Meeting the stack-relocate termination criteria 
described above took four iterations. We obtained a P wave velocity of 5.2 km/s, and an S wave 
velocity of 3.2 kmIs in the cube. Plots of example seismograms and the stacked traces obtained are 
in Figure 2. The velocities obtained from the cube compare to intact rock velocities of 5.92 and 
3.5 km/s, respectively. While the lower S wave velocity in the cube was expected to result from 
the injected volume of water, the lowered P wave velocity is surprising, and suggests the presence 
of partially unsaturated joints or fractures. 

Stacking for Coda Arrivals. The water injected during a hydraulic fracturing operation is 
not accommodated uniformly throughout the rock, but rather opens some joints or fractures in 
response to the fluid pressure. The apertures of even the largest joints or fractures may be only a 
few mm, and thus difficult to identify with conventional methods. Nevertheless, these joints or 
fractures may be effective at reflecting or scattering seismic waves, particularly S waves [e.g. Aki, 
et aI., 1982], and these reflected or scattered waves may be seen in the P and S wave codas. 

By use of another stacking scheme, we can selectively enhance the arrivals that result from 
scattering. Development and application of the method was motivated by the presence of 
prominent arrivals in the early coda of some seismograms (see Figure 2A). 

The method consists of two steps. First is a reconnaissance step, in which a 3-D grid of 
possible scattering locations is chosen, in a manner similar to the 2-D procedure used by Lynnes 
and Lay [1989] to look for near surface scatterers at the Nevada Test Site. To minimize the 
influence of small errors in velocities and event locations, envelopes of the seismograms are used, 
rather than the seismograms themselves. Next, for each point in the 3-D grid, each 
microearthquake seismogram is moved out by an amount corresponding to the arrival time of the 
corresponding scattered wave. The envelope value at the moved-out time is added to the 
cumulative stack value for the grid point. The results of this procedure are a 3-D grid of envelope 
stack values. 

Likely scattering surfaces will be identified from the results of the 3-D grid reconnaissance. 
The locations and orientations of these surfaces will be refined by a second pass, this one using 
scattering surfaces rather than individual grid points. 

The most prominent scattering surfaces identified in this second stacking presumably will 
correspond to prominent fluid paths. The correspondence can be tested by comparison to other 
available data, for example the three point planes identified from the microearthquake location 
dataset [Fehler, et aI., 1987]. Further interpretation of the scattering results can take advantage of 
the theoretical work of Fehler [1982] and Coutant [1989] to infer the properties of the joints or 
fractures identified. These properties can then be compared to fluid-flow models of the fractured 
volume. 
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Initial Locations Final Locations Ficure 1. Results of simultaneous 
determination of microearthquake 
locat io ns and velocity structure. 
Left ha nd box shows S wave 
velocity at a depth of 3500 m 
below the surface, at the depth 
where the fluid was injected into 
the reservoir. Middle box shows 
loca ti o ns of microearthquakes 
determined with a homogeneous 
velocity structure (Vp of 5.92 km/ 
s, Vs of 3.50 km/s) and whose 
depths are within 50 m of the 
3500 m depth. Right hand box 
shows locations in same depth 
interva l determined by the simul
taneous inversion. Note that the 
fina l locations form a tighter clus
ter th3n do the initial locations . 
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FiClire 2. (A) Examples of raw (unstacked) 
traces fro m two microearthquakes. Note sim
ilari ty of the seismograms, despite an approx
imate factor of 2 difference in sizes of the 
microearthquakes. P and S arrivals are identi
fied (labelled 'p' and's'), as are some promi
nent arrivals in the early S coda (labelled 'c'). 
Tick marks on time axis are lOOms apart. 
(ll) P wave example; top is single trace, bot
tom is stack of traces from 52 microearth
quakes at Vp of 5.2 km/sec . Tick marks on 
time axis are 4 ms (20 samples) apart. 
(C) S wave example, as (B). Stack is for Vs 
of 3.2 km/sec. 
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CSDP: The Seismology of Continental Thermal Regimes 

K. Aki (University of Southern California) 

Seismic Sources and Receivers for Data Collection 

We are interested in imaging subsurface structures which can be a target for the 
Continental Scientific Drilling Project, especially in geothermal areas. Unlike the dense and 
extensive use of both seismic sources and receivers in the more conventional subsurface 
imaging for exploration of oil and gas, for obvious financial reasons, we had to use more 
economical seismic sources and much sparser network of receivers in the data collection for 
our imaging. Yet, our target structure may require high spatial resolution in the imaging. 
The use of natural seismic events has been more common in our approach. Typical 
examples are as follows. We use a few borehole stations along a fault zone to define its 
structure using guided waves generated by small local earthquakes. We use the records of 
distant earthquakes obtained at several stations placed in the caldera of a volcano to define a 
magma under the caldera. We also use abundantly available small earthquakes in an active 
geothermal area to characterize the scattering and attenuation of seismic waves in the area. 
The use of natural seismic sources and sparse networks of receivers led to developments of 
unconventional analysis methods and unique approaches to subsurface imaging as 
described below. 

Teleseismic Travel Time and Attenuation Tomo~aphy 

Teleseismic travel time tomography has been most effective in delineating low 
velocity bodies presumed to be magma sources under active volcanoes. We found such a 
low velocity body under the Valles Caldera, New Mexico, from the travel time data 
collected within the caldera for the first time. We also found an extremely high attenuation 
(low Q) body immediately below the caldera using the amplitude spectra of teleseismic P 
waves in a relatively low frequency range from 0.1 to 1 Hz (Roberts, 1989). 

Forward Modeling of Wave Fonn Data 

In order to extend the inversion of seismic data beyond travel time and amplitude 
spectra, we made a thorough study of the space-time variation of waveforms along the 
surface when SH plane waves are incident upon a buried high-velocity body (HVB) and a 
low-velocity body (L VB). The result gives some insight to the nature of inverse problem 
using the waveform data. The most interesting result is that both L VB and HVB generated 
shadow zone for the main arrival amplitude immediately above the body, suggesting a 
highly non-linear nature of the inverse problem. One of the most effective means for 
discriminating HVB from L VB is the presence of strongly peaked spectra for L VB which 
can trap some resonant oscillation (Benites, 1990). 

A trapped mode can give a detailed seismic structure of the body which traps it. An 
example of application is our discovery of guided seismic waves in the Oroville and San 
Andreas fault zone, which was used to define the detail of the fault zone structure (Li et aI. , 
1990). 
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Design of Seismic Experiments for the Waveform Inversion 

In order to select an economical configuration of seismic sources and receivers for 
collecting data to be used for waveform inversion, we developed a numerical scheme based 
on the T -matrix method to relate the geometrical shape of a buried inclusion with the 
perturbed part of scattered waves due to unknown departure from the known initial shape. 
We tested satisfactorily the validity of the perturbation method against the solution by the 
well tested boundary integral method, and formulated a 2-D linear inverse problem for 
perturbation of geometry of the body from the initial circular shape. The linear inverse 
problem was solved by a recursive implementation of the stochastic inverse, and the effects 
of available locations of receiver and source, as well as, frequency bands on the inversion 
result are investigated. The results of such numerical studies will help to design an 
effective experiment for imaging subsurface structures when available sources and 
receivers are limited. 

Separation of scattering 0 and intrinsic Q 

Recently, we found a new integral equation for the seismic energy density in space 
and time which successfully united two separate approaches taken in the study of seismic 
scattering and attenuation in the past, namely, ray-theory and radiative energy transfer 
theory. The equation is given by Zeng et al. (1991) as follows: 

(1) 

where E(r,t) is the energy density at a point r and time t, considering the source at r=ro, and 
the incident wave energy density Ein(t) at the source. ~ is the shear wave velocity and 

l1~s+l1i, where l1s is the scattering coefficient and 11i is the intrinsic absorption coefficient. 
They are related to the scattering 
Q-l (Qs-l) and the intrinsic Q-I (Q-l) by 

'Y\ -~ 'IS - • 

Qs~ 
'Y\. - -.J!L 
'11-

Qi~ (2) 

The above unified theory gave a firm basis for the method of Hoshiba (1989) who 
showed an effective means for separating Qs-l and Q-I by the comparison of energy 
integrated over successive time windows and plotted against hypocentral distance. 

To find the seismic energy density as a function of distance using a data set of local 
earthquake records is not a trivial problem, because one must eliminate the earthquake 
source and receiver site effects from the records at each frequency to arrive at the energy
distance relation. This problem has been solved by the use of fundamental separability of 
source, path and site effects on local earthquake coda waves (Aki, 1969, 1980, Aki and 
Chouet, 1975). 
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Interpretation of Scattering Q:l Observed in Long Valley, Island of Hawaii and Central 
California in Terms of Random Media 

The application of Hoshiba's method to the energy-distance curves for three time 
windows (onset of S wave to 15 sec), (15 to 30 sec), and (30 to 45 sec) yielded a unique 
determination of scattering Q-l (Qs-l) and intrinsic Q-l (Qrl) for Long Valley, Island of 
Hawaii and central California as shown in Figure 1. In general, for frequencies less than 
or equal to 6.0 Hz, scattering Q-l was greater than intrinsic Q-l, whereas above 6.0 Hz the 
opposite was found. We found that in all three regions, the scattering Q-l is strongly 
frequency dependent, decreasing inversely with frequency or faster. This suggests that the 
heterogeneity responsible for scattering is at least comparable to the wavelength for the 
lowest frequencies studied; on the order of a few kilometers. Scattering Q-l is observed to 
decrease faster with increasing frequency for the volcanic regions, suggesting increased 
transparency of the medium to short wavelengths. The spatial autocorrelation function of 
seismic velocity fluctuation is probably like an exponential function for central California, 
while it is more like an error function for Hawaii and Long Valley. The visual illustration 
and autocorrelation functions of these two media are shown in Figure 2 (reproduced from 
Frankel and Clayton (1986)) together with the corresponding scattering Q-l as a function of 
frequency. 
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Imaging Complex Geological Structures 
Using Natural-Event Sources: Some Examples 

T.V. McEvilly, A. Michelini, W. Foxall, and A. Romero (Lawrence Berkeley Laboratory) 

MOTIVATION 
Elastic P and S waves are the most effective radiation with which to illuminate the 

complex and heterogeneous subsurface in seeking to develop an image of the distribution of 
rock properties. Despite the success of the surface-source seismic reflection method in high
resolution applications for petroleum exploration and reservoir explOitation, the method has 
not easily yielded comparable results in applications to complex geological structures not 
characterized by relatively coherent sedimentary sections. Examples of marginal successes 
abound in the data of COCORP and CALCRUST, and we at LBL have experienced similar 
frustrations at Long Valley Caldera, at The Geysers, and at the San Andreas fault zone in 
attempts at seismic reflection imaging of complex geological structures. An alternative 
method based on the simultaneous inversion of arrival times for micro earthquake 
hypocenters and three-dimensional P- and S-velocity structure proved effective for the San 
Andreas fault zone at Parkfield. A modification of the linear B-splines model 
parameterization method of Thurber (1983) to a cubic B-splines formulation yielded smooth 
velocity distributions which retained km-scale features. The method has subsequently been 
applied successfully to other complex geological structures. Results for Parkfield, for the 
Long Valley caldera and for the source region of the Loma Prieta earthquake are presented 
here. We are surprised at the high resolution obtained with this imaging method. 

THE PROBLEM 
The method of simultaneous inversion of seismic-wave arrival times for earthquake 

locations and velocity structure minimizes travel-time residuals in a least-squares sense for 
the coupled elastic velocity model and hypocenter determination problem. Because the 
problem is non-linear, solutions are found by linearizing the problem and solving iteratively. 
Useful solutions exhibit continuous second spatial derivatives of the model velocities, 
permitting ray-theoretical calculation of Green's functions for the medium. 

Initial developments of the simultaneous inversion technique were due to Crosson (1976) 
and Aki and Lee (1976). The approach taken in these early studies was later modified in 
applications by numerous investigators. The principal differences among these methods lie 
in the parameterization of the velocity model, a choice often dictated by the type and speed of 
the ray-tracing technique adopted for the forward problem and by the specific geometry 
imposed by station distribution and the geologic setting of the area under investigation. For 
example, Crosson (1976) used homogeneous constant velocity layers. Aki and Lee (1976) 
parameterized their model by subdividing the volume into constant velocity cells. Spencer 
and Gubbins (1980) applied the technique to subduction-zone earthquakes by adopting an 
analytic velocity function with coefficients to be determined in the inversion. Pavlis and 
Booker (1980) solved for a vertical, one-dimensional velocity model following the formalism 
of Backus and Gilbert (1967) by approaching the problem as under-determined. They 
introduced the parameter-separation technique to reduce the joint problem to a tractable size 
and proposed the progressive inversion scheme developed by Roecker (1982). The Pavlis
Booker method was extended to the joint inversion for P- and S-velocity and station 
corrections by O'Connell (1986). Thurber (1983) also adopted progressive inversion, using a 
3-~ ray-tracer on a model parameterized in terms of linear interpolating functions in a 3-D 
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grid of node points with assigned velocities. Eberhart-Phillips (1989) incorporated S waves. 
The method adopted here parameterizes the velocity model in terms of cubic B-splines, 
giving a velocity model that is continuous everywhere to the second spatial derivative. 
Details are presented in Michelini and McEvilly (1991). 

APPLICATIONS 
Parkfield 

The San Andreas Fault (SAF) in the Parkfield area is the boundary between two very 
different geologic units. To the southwest Mesozoic granitic rocks outcrop or are 
unconformably overlain by Tertiary sedimentary and volcanic rocks. The Franciscan complex 
of deformed sediments and metamorphic rocks lies northeast of the SAF. Along the SAF 
zone, slivers of various crystalline rocks appear to have been trapped within older branches 
of the fault, and numerous active thrust faults surround the SAF. The Parkfield fault segment 
is the transition zone between the 170 km long creeping part of the SAF to the northwest and 
the 300 km long locked portion to the southeast which ruptured last in the great M8 Fort Tejon 
earthquake of 1857. Present seismicity is concentrated in a 20 km long stretch spanning the 
southern end of the creeping zone. 

Application of the inverse method to Parkfield data produces a velocity structure 
consistent with theoretical, laboratory and well-core data for fault zones. The creeping part of 
the San Andreas fault northwest of the 1966 main shock is characterized by a wide low
velocity zone coinciding with the fault trace and extending to depths between 3 and 9 km. 
Across the fault zone in this area we find a 15% velocity difference, with higher velocities in 
the southwestern block. This contrast is subdued in the locked zone southeast of the 1966 
epicenter. At the 1966 main shock hypocenter we find low S-wave velocity, with a 
corresponding relatively large value of Vp/Vs ratio. The creeping zone of the SAF displays 
an accentuated and wide low-velocity zone. 

With the grid-spacing used across the fault, it is not possible to define the fine-scale 
geometry of the fault zone but we are confident from synthetic tests that the imaged low
velocity zone is real. In several inversions with various data sets this zone of low velocity is a 
constant feature of all of the resulting models. 

Probably our most interesting and provocative observation is the anomalously large 
Vp/Vs ratio seen at the location of the 1966 main shock hypocenter. High fluid pressures in 
the nucleation zone of the expected M6 event could explain this observation by a number of 
physical mechanisms (O'Connell and Budiansky (1974); Moos and Zoback (1983); Nur and 
Simmons (1969); Christensen (1984); Christensen and Wang (1985)). 

Long Valley Caldera 
The Long Valley Caldera (LVC) formed with the eruption of the voluminous Bishop tuff 

730,000 years ago. Since then it has been the site of several episodes of intra-caldera 
volcanism, the most recent 500 years ago. Numerous scientific investigations focused on the 
region since 1980 largely because of intense seismic activity that began then and the almost 
0.5 m of surface uplift at the resurgent dome. A number of seismic studies argue for the 
existence of a magma body at shallow to mid-crustal depths beneath LVC. Refraction 
surveys (Hi" et aI. , 1985; Luetgert and Mooney, 1985; Zucca et aI. , 1987) show possible 
reflectors from the top and bottom of a magma chamber. Dawson et al. (1990) with 
teleseismic P-wave residuals found a low-velocity body between 7 and 20 km depth beneath 
the resurgent dome, which they interpret as a magma body with approximately 20% partial 
melt. Sanders (1984) from S-wave shadowing defines a possible magma body as shallow 
as 4 km depth beneath the caldera, although Hauksson (1988) suggests that the observed P 
and S amplitude variations could be radiation pattern effects. Kissling (1988) found no 
evidence for a low-velocity magma body beneath LVC In a large-scale tomographic study. 
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In an attempt to resolve these contrasting results, a tomographic fan array of eight 3-
component borehole (80-160m depths) receivers on the northwestern rim of the caldera 
operated from June 1989 through August 1990 to illuminate the central part of the caldera 
with the high seismic activity in the South Moat, in the Sierran Block south of the caldera, and 
in Chalfant Valley to the southeast. Some 2100 local microearthquakes were recorded, 
sufficient to yield fairly uniform coverage for the 3-D joint velocity and hypocenter inversion. 

The inversion began with a coarse grid and the resulting fairly smooth regional velocity 
model was used as the background starting model for a fine grid with more resolution within 
and beneath the heterogeneous caldera structure. Linear-spline parameterization was used. 
The inversion used about 7000 arrival times from 280 well-distributed earthquakes, including 
almost 1000 S-wave times from the 3-component stations, with 294 grid points. Relocated 
hypocenters were within 2 km of their original USGS locations. The problem seems to be 
well-posed for the P-waves, but more S arrivals would improve the resolution of Vs. 

The resulting velocity model defines an upper crustal structure consistent with refraction 
studies and geologic data. Low velocities mark the caldera fill, in contrast to the higher 
velocities of the Sierran basement to the south and west, and to the highland terranes to the 
north and east. The caldera fill is discernible down to the basement at about 2 km depth. 
Sharp velocity contrasts at the western edge of the caldera delineate the caldera wall. Low 
velocities to the northeast are associated with the Mono Lake sediments and to the southeast 
with the Bishop Tuff deposits of the Volcanic Tableland. The Vp/Vs ratios show a remarkable 
low value beneath the South Moat, above the zone where dike injection has been postulated 
as the cause for the high seismicity there (Smith, 1984). This low ratio may indicate the 
presence of dry steam in extensive fractures near the caldera wall. A possible zone of low 
Vp/Vs ratio at shallow depths beneath the West Moat is weakly resolved by the data. A high 
Vp/Vs ratio is seen near Casa Diablo at shallow depth in the caldera, possibly related to fluid 
properties there. No isolated low-velocity anomalies are seen beneath the caldera floor, 
although a diffuse zone of reduced velocity persists to a depth of about 7 km. The presence 
of a well-defined magma chamber between 4 and 7 km depth is not supported in this 
tomographic study, although the presence of partial melt in a peNasive set of fractures is 
allowed if the total melt fraction remains small enough to permit the Vp/Vs ratio of 1.6-1.7 at 7 
km depth. 

Lorna Prieta 
The 1989 Loma Prieta Earthquake (LPE) represents the rupture of a complex segment of 

the San Andreas fault where two actively slipping faults, the San Andreas and the Sargent, 
merge from the south into a gently north-bending stretch of the throughgoing San Andreas 
that continues northwestward beyond the 1989 break into the locked, relatively straight 
stretch that last failed as a major M8 earthquake in 1906. At the southern end of the 1989 
aftershock sequence fault slip occurred on both of these merging faults that were active prior 
to LPE. Within the central region of the 1989 rupture activity the sequence involved slip on 
two distinct surfaces: one a near-vertical northeast-dipping plane beneath the surface 
expression of the San Andreas fault; the other a steeply southwest-dipping fault zone 
containing the main shock focus at its lower extreme and apparently merging at its upper 
extent with the other fault surface at 5 km depth. Analysis of the directions of fault slip in the 
aftershocks reveals the accommodation of substantial fault-normal compression in the 
sequence, consistent with the deformation necessary to negotiate the long bend and 
direction change in the San Andreas through the region. 

The 3-D velocity inversion yields a model that is plausible in terms of the fault dynamics in 
this complex zone. A shallow low-velocity region in the easternmost part of the model 
corresponds to the Quaternary alluvium cover of the southern Santa Clara Valley. The 
shallow structure immediately to the east of the San Andreas is dominated by a high-velocity 
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ridge, bounded on the southwest by the Sargent fault, that converges obliquely with the SAF 
from south to north. This feature correlates approximately with the outcrop of Franciscan 
rocks to the east of the Sargent fault and to Great Valley Sequence rocks farther north 
between the Berrocal and the San Andreas faults. The shallow low-velocity region to the 
west of this high-velocity ridge corresponds to a section of Upper Jurassic/Quaternary marine 
sediments lying to the west of the Sargent fault and the San Andreas fault to the north. The 
near-surface velocity contrast across the Sargent fault matches closely the results obtained 
from a refraction line through this area (Mooney and Colburn, 1985). 

The dominant feature in the model below 5 km depth to the south is the anomalously high 
velocity southwest of the seismicity under the SAF trace. In the southern part of the model the 
eastern boundary of this deep, high-velocity region forms a sharp velocity contrast. Farther 
north the high-velocity anomaly widens and crosses the mainshock rupture plane to merge 
near the center of the aftershock region with the downward extension of the shallow high
velocity ridge east of the SAF trace. The high-velocity feature at depth appears to lie in the 
upthrown fault block. 
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New Approaches to Underground Imaging 

J.G. Berryman and W. Daily (Lawrence Livermore National Laboratory) 

Abstract 

With support from BES/Geosciences during the last four years, an advance in the theory of 
inversion has been achieved. It has been discovered that variational constraints based on physical 
principles can be used to stabilize nonlinear reconstruction schemes. 

Using seismic traveltime tomography as our first example, Fermat's principle of least traveltime 
shows that a definite convex set of feasible slowness models exists for the fully nonlinear traveltime 
inversion problem. Solutions (if any) of the inversion problem must lie on the boundary of this 
convex set. This observation has important consequences for reconstruction algorithms -leading to 
methods for stabilizing existing algorithms and to new algorithms that use parallel search techniques 
to explore and classify models lying on the boundary of the feasible region. These ideas have 
been used successfully to stabilize reconstructions of both real and synthetic traveltime data in 
examples where ray bending effects would normally cause the algorithms to diverge. This work 
was initiated within the Underground Imaging project of BES, and is now continuing under the 
Seismic Transmission Imaging project. 

Another use of the these ideas developed in the last year is in application to electrical impedance 
(resistance) tomography, where electrical measurements in boreholes are used to image the resis

tivity distribution of the earth between the boreholes. Another variational principle (Dirichlet's) 
shows that the power dissipated while the current is being injected into the ground is a minimum. 
Thus, measured powers (or transfer resistances) may be used to constrain reconstructions for elec
trical resistivity. At the algorithmic level, the analysis is very similar to that of seismic tomography 
even though the physics is completely different (d.c. conduction versus wave propagation). These 
ideas have been used successfully to stabilize inversions of both real and synthetic electrical data. 
This work continues to develop within the New Approaches to Underground Imaging project. 

Variational Constraints for Tomographic Inversion 

Although it has only recently been realized that physical principles such as Fermat's princi
ple of least-time and Dirichlet's principle of least-dissipation actually lead to rigorous feasibility 

constraints for nonlinear inversion problems,l-22 the idea of using feasibility constraints in other 

nonlinear programming problems is very well established. 23 The main practical difference between 
the standard analysis in nonlinear programming and that in nonlinear inversion problems is that, 
whereas the functions involved in nonlinear programming are often continuous, differentiable, and 
relatively easy to compute, the functionals in nonlinear inversion (e.g., the traveltime functional or 

the power dissipation functional) need not be continuous or differentiable - and furthermore they 
are generally comparatively difficult to compute. 

42 



Seismic Traveltime Tomography 

Traveltime tomography reconstructs a slowness (reciprocal wave speed) model from measured 
traveltimes for first arrivals. The locations of sources and receivers are assumed known, but the 
actual ray paths are not known and must be determined along with the model slowness. Fermat's 

principle6 - that the path taken is the one of least traveltime - has been used extensively in forward 
modeling, i. e., given the slowness model Fermat's principle determines the ray paths . However, 
Fermat's principle may also be applied in an entirely different way during the reconstruction of the 
slowness model using first arrival traveltime data. 

To set notation, let t be the measured traveltime m-vector such that tT = (t1," . ,tm ), where 

ti is the traveltime along the i-th ray path (a superscript T implies the transpose). We form our 
model in two-dimensions by dividing the rectangular region enclosed by our sources and receivers 
into rectangular cells of constant slowness. In three dimensions, the cells are blocks of constant 

slowness. Then, s is the model slowness n-vector sT = (Sl,' .. ,sn), with si being the slowness of 

the y'-th cell. For forward modeling, sand t are related by the equation 

Ms=t, (1 ) 

where M is an m X n matrix whose matrix elements lid are determined by the length of the i-th ray 

path as it passes through the J'-th cell. Equation (1) simply states that the total traveltime along 
a ray path is the sum of the travel times through each of the cells traversed by the ray. Fermat's 
principle is often used in forward modeling to determine M and therefore t when s is given. 

The inverse problem associated with (1) starts with traveltime data t and attempts to find 

the corresponding slowness model s and ray-path matrix M. We will now depart from traditional 
methods by applying Fermat's principle in a new way. The forward problem (1) is replaced by the 
m feasibility constraints 

(2) 

This fact follows from Fermat's principle: the first arrival necessarily followed the path of minimum 
traveltime for the model s . Thus, (2) must be satisfied by any ray-path matrix M if s is the true 

model and therefore any model that violates (2) along any of the ray paths is not a feasible model. 

An exact solution to the inversion problem is found if and only if all of inequalities in (2) become 

identities for some choice of model slowness vector s. (Solutions are generally not unique unless the 

ray-path matrix M is offull rank. Uniqueness is obtained by using additional physical constraints.) 

For each of the m inequality constraints (2), the limiting equality is the equation for a hyperplane 
in the n-dimensional slowness model space . The feasible region is bounded by these hyperplanes 
and by the planes determined by positivity of slowness in all cells J', 

Sj > O. (3) 

The two sets of inequalities (2) and (3) guarantee that the feasible region of the model space is 

convex.12 Thus, for fixed ray-path matrix M, the set of all feasible models s includes all models 
either inside the feasible region or on the feasibility boundary determined by M and t. 

So far the argument has been pertinent only to linear traveltime tomography (i. e., fixed ray

path matrix M). However, it is a small step to see that the constraints (2) imply the existence of 
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a definite convex set in the model space containing all the feasible models for arbitrary choices of 
the ray-path matrix: Since any point s that is nonfeasible for any particular choice of M must lie 
outside of the global feasibility set, it follows that the intersection of the feasible sets for all choices 
of M determines the global (nonlinear) feasibility set. This global set must be convex since it is the 

intersection of convex sets. Furthermore, an exact solution of the inverse problem (i. e., assuming 

the data are consistent) must lie on the boundary of this global convex set. Finally, we note that 
the location of the global feasibility boundary depends only on the set of measured traveltimes t. 

Fermat's principle shows that a definite convex set of feasible slowness models - depending 
only on the seismic traveltime data and locations of the sources and receivers - exists for the fully 

nonlinear traveltime inversion problem.8 New stable iterative reconstruction methods have been 
developed using these physically based feasibility constraints. The minimum number of feasibility 
violations is used as a figure of merit to determine the optimum size of the model correction at 
each step. In the presence of noise, the new algorithms produce good reconstructions even for very 
high contrast materials where standard methods tend to diverge. 

Electrical Impedance Tomography 

The methods and results presented here apply to a wide class of inverse problems. Proofs were 
first given in terms of the first arrival traveltime inversion problem, but they apply equally to any 
problem that can be formulated so the data are minima of the pertinent variational problem. Thus, 
Dirichlet's principle shows that a definite convex set of feasible conductivity models exists for the 
nonlinear electrical impedance tomography problem. 

For example, suppose that we wish to invert electrical boundary measurements to obtain the 

interior conductivity distribution of a body.lO,15 This problem is commonly known as electrical 
impedance tomography. Then, the set of powers - dissipated while current is injected between 

pairs i of electrodes {Pi} - is the pertinent data set. The variational formulation (Dirichlet's 

principle) states that 

(4) 

where 4>~trial)(x) is the trial potential field for the i-th injection pair and 4>:[a](x) is the potential 

field distribution that actually minimizes the power dissipation for conductivity distribution a (x). 
We define a trial power dissipation by 

(5) 

Then, the correspondence between first arrival traveltime inversion and electrical impedance tomo-
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graphy is this: 

s ---* a, 

ti(S) ---* Pi(a), 

7
i
(Pi) (s) ---* p~ cf>;) (a), 

dl~path) ---* IV' <p~trial) 12 d3x, 

dli[s] ---* IV' <pi[aW d3 x, 

Ti ---* Pi. 

All the concepts such as feasibility constraints and feasible sets carryover immediately since 

must again be true if 0'0 is a solution of the inversion problem. 

(6) 

Another remarkable fact is this: For the electrical impedance tomography problem, there 

are actually two different sets of feasibility constraints.15 One set is for the variational method 
(Dirichlet 's principle) outlined above. The other is for its dual (Thomson's principle). The existence 
of dual variational principles will be a general result whenever the variational principles involved are 
true minimum principles. Fermat's principle is actually not in this class since it is only a stationary 
principle; but for first arrival traveltime inversion, it is nevertheless valid to treat this principle as 
a minimum principle, since the data are truly minima. 

The talk will stress applications of these ideas to real data, including seismic crosshole data 
and electrical field data. 
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Computational Methods for Improving 
the Resolution of Subsurface Seismic Images 

D. Hale and J. Cohen (Colorado School of Mines) 

Summary 

Spatial data structures currently used by explorationists to describe su bsur
face properties are either inefficient , requiring large computational resources, or 
inaccurate, failing to represent complex geologic structures of interest. Vye are 
developing spatial data structures that efficiently and accurately represent com
plex subsurface geology, while enabling the efficient and accurate computation of 
seismic waveficlds for use in exploration seismology. 

To date, we have developed software that represents two-dimensional models 
of the Ea.rth's subsurface as a mesh of triangles. This mesh is described by a 
data structure in computer memory that contains the adjacency topology of the 
model, as \vell as the values of subsurface parameters at specific vertex locations. 
Explicit representation of the adjacency topology makes it computationally sim
ple and efficient to determine the triangles that are adjacent to any t riangle in 
the mesh, to determine the vertex nearest to any subsurface location, to add a 
new vertex or delete an existing one intera.ct ively, and so on. 

The mesh-of-triangles data st ructure is appea.ling for at least three reasons. 
First, subsurface parameters (such as the velocity of sound waves) can be either 
continuous or discontinuolls across the edges of triangles, a.nd, within each trian
gular cell , p<trameters can vary linearly. This fl exibility enables rather complex 
structures to be represented with a relatively small number of vertices and trian
gles. Second, seismic ray tracing is extremely efficient in such structures . Rays 
are described by simple equations (e.g., parabolic) in each triangular cell , and 
intersections of the rays with the linear edges of triangles may be computed effi
ciently and a.ccurately. Third, the two-dimensional data structure currently being 
developed may be naturally extended to three dimensions , for which the triangles 
become tetrahedra, while retaining the features noted above. 

Introd uction 

The seismic image of a salt dome in Figure 1 was processed using software de
veloped at the Colorado School of Mines to image steep, even overhanging, geologic 
structures. This image, although apparently well resolved , ra.ises interesting ques
tions. 
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FIG. 1. Seismic image of a salt dome. Processing essential to imaging the steep flank 
of this structure included a seismic migration process capable of imaging reflectors 
with dips greater than 90 degrees. A subsurface model of a similar structure is 
illustrated in Figure 2. 

For example, the waves reflected off this steep salt flank have traveled a significant 
horizontal distance. \iVhat complications arise for waves propagating through the 
finely layered sediments? In pa.rticular, does a significant amount of the energy in 
these waves correspond to evanescent energy that has tunnelled through thin-high 
velocity sediments? Addressing questions such as this, aimed toward enhancing the 
resolution of images such as that shown here, is one goal of this research project. 

The second goal of this project is to develop improved methods for representing 
the Earth's subsurface in a computer. The subsurface implied by the image in Figure 
1 is not easily described by a simple sequence of layers . Traditional pa.rameterizations 
of t he subsurface are either inept or inefficient in representing folded or overhanging 
structures. Here, we address this second goal of facilitat ing the accurate , efficient, 
and useful representation of the subsurface. 

A constrained Delaunay mesh of triangles 

The subsurfa.ce model illustrated in Figure 2 consists of a mesh of triangles. This 
representation permits subsurface parameters (here, seismic wave velocity) to be ei
ther a continuous or discontinuous function of position in the subsurface. In t his 
example, velocity is continuous everywhere except along the salt/sediment interface. 
\Vith in each triangle (for reasons discussed below), the inverse of velocity-squared 
varies linearly. 
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FIG. 2. Two-dimensional model of the Earth's subsurface represented by a con
strained Delaunay mesh of triangles. (The model extends to the right of that portion 
displayed here.) The mesh is constrained to force the black edges to appear in the tri
angulation. Subject to these constraints, a unique set of white edges are determined 
to satisfy the Delaunay criterion. Dark shading within the triangles corresponds to 
high velocity; e.g., the velocity in the sediments increases with depth. Note the nu
merous thin triangles that occur where the salt interface is highly curved, due to the 
many short edges required to approximate this interface. 

Velocit.y increases predominately with depth in the sediments. Because seismic 
wave velocity often depends more on sediment compaction (and, hence, depth) than 
on the structure of the uplifted sediments, the velocity function need not conform 
to the sedimentary layers. In this model, velocity varies only slightly with lateral 
distance. 

For the vertices shown in Figure 2, there exists a large (but finite) number of 
possible triangulations. Here, a unique, constrained Delaunay triangulation is shown. 
Simply stated, the constrained Delaunay triangulation (Cline and Renka, 1990) yields 
triangles that are as equilateral as possible, while simultaneously forcing required 
edges to exist in the triangulation. The black edges in Figure 2 form interfaces that 
'must be represented in the mesh. The white edges are determined to avoid, as much 
as possible, long thin triangles, subject to the constraints. 

The mesh of triangles in Figure 2 is built on spatial data structures (\\Teiler, 1988) 
that contain the adjacency topology of the model. This adjacency topology enables 
one to easily and efficiently determine the three neighboring triangles of any triangle, 
all of the edges connected to any vertex, the vertex at the opposite end of any edge, 
etc. Every point in the mesh is thus aware of its surroundings, and this awareness 
facilitates the efficient construction and use of the mesh. 
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FIG. 3. Rays and wavefronts for the subsurface model of Figure 2. Rays are plotted 
in white , and wavefronts (points with equal traveltime) in black. Note the rays that 
turn past 90 degrees before and after reflection from the salt overhang. The waves 
that pass through the fo cus at a depth of about 2.3 km correspond to the stronges t 
reflection in Figure 4. For simplicity, the t riangles in Figure 2 are not shown here. 

Seismic ray tracing 

Meshes of triangles have been proposed for seismic ray tracing (e.g., Chapman, 
1985) , in part because rays are circular in triangles within which velocity varies lin
early. Here, we let the inverse of velocity-squared vary linearly, as suggested by 
Cerveny (1987), so that the rays shown in Figure 3 are parabolic within each trian
gle. In either case, velocity gradients in each triangle permit rays to refract and even 
turn beyond 90 degrees before and after refl ection from the salt dome. 

Rays leave one triangle by crossing an edge and entering an adjacent triangle. The 
adjacency topology, which enables efficient construction of the mesh, also provides 
efficiency in determining these edges and adj acent t riangles. 

One application of seismic ray tracing is the computation of synthetic seismo
grams. Seismograms computed using the method of Gaussian beams (Cerveny, 1984) 
for the salt dome model are illust rated in Figure 4. Each seismogram corresponds to 
a receiver located at the distance indicated along the surface . Efficient computation 
and study of synt.hetic seismograms such as these improves our understanding and 
interpretation of the recorded seismic t races used to obtain the image in Figure 1. 
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FIG. 4. Synthetic seismograms computed via the method of Gaussian beams, for the 
rays and wavefronts plotted in Figure 3. The strongest reflection exhibits a 90-degree 
phase shift, and corresponds to the waves that pass through the focus at a depth 
of about 2.3 km. (See Figure 3.) The weaker reflection, with a symmetric wavelet, 
corresponds to waves that did not pass through a focus after reflection from the salt. 
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Cross-Hole Geotomography in a Partially Depleted Reservoir 

J.A. McDonald, C.A. Link, H.-w. Zhou, and O.G. Johnson (University of Houston) 
J.H. Bangs and T.E. Owen (Southwest Research Institute) 

D.S. Hamilton (University of Texas at Austin) 

Introduction 

This report covers ongoing research to collect, model and 
process seismic data from a poorly consolidated clastic reservoir in 
south Texas. The aim is to produce tomographs which will give 
resolution to the order of feet between wells that have spacings typical 
for the field. We feel that if cross-hole tomography can be shown to be 
successful in such an unlikely geological setting as the Seventy-Six 
West Field, the technique holds great promise for more consolidated 
sediments. 

Geological Description 

The Seventy-Six West Field is in the northwest corner of Duval 
County in south Texas. The geology is described in detail by Hyatt 
(1990). The field produces mainly fom the Jackson-Yegua sands at a 
depth of about 1300 ft. Average daily production is about 165 bbl per 
day. The experimental work has concentrated on the most productive 
area of the field, section 62, and around the most productive well 62-
9. 

Initial experiments were aimed at the productive Jackson-Yegua 
sands but subsequent experiments have been directed at the shallower 
Frio sands. Experiments targeted a Frio sandstone that occurs in the 
eastern half of the Seventy-Six West Field. Although non-productive in 
this field, Frio sandstones are prolific producers along the Test Gulf 
Coast. The Frio sandstone at Seventy-Six West is up to 40 ft thick and 
was deposited in narrow, dip-oriented mixed-load to bed-load fluvial 
channels. Sandstone isopachs illustrate a strongly developed tributary 
pattern reflecting migration of the channels across a gently sloping, 
muddy floodbasin . Sandstone thickness between the experimental 
wells 62-7, 62-9, and 62-19 ranges from 17-26 ft, and the trend of 
the sandstone at this location defines the edge of a meander-loop. 

Petrophysical characteristics of the Frio sandstone such as 
sediment composition and degree of cementation and compaction are 
comparable to those of the Cole sandstones in the underlying Jackson
Yegua Group. The averages for Frio sandstones state-wide are 31 % 

'"Extended abstract of a paper to be presented at the Department of Energy Review of 
Underground Imaging. Lawrence Berkeley Laboratory. April 16-17. 1991. 
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porosity and 1300 md permeability; comparable numbers for the Cole 
sands at the Jackson-Yegua are 31% and 1000 md. The initial 
experiments on the Frio sandstone are therefore directly applicable to 
subsequent experiments on the oil-productive Cole sandstones. 

Cross-hole Data Acquisition 

Three sets of field experiments have been conducted in the 
Seventy-Six West Field. The goal of the third set of experiments has 
been to determine the most suitable downhole source for collecting a 
complete tomogram. Four sources were tested: a water gun, an air 
gun, an arc discharge tool and cylindrical bender. 

Fan data were to be collected from each of the sources and 
analyzed to determine the best source in terms of parameters such as: 
a) energy propagated at various offsets, b) variation of energy 
propagation with radiation angle, c) tool reliability, d) length of time 
required to collect a data set, e) signal-to-noise ratio, and 0 cost of 
required supporting equipment. 

The signal strength of the water gun was expected to lie 
between that of the air gun and the output from the arc discharge tool. 
However, no data was collected using the water gun because the tool 
would not fire correctly. Use of the water gun as a possible source 
could not be evaluated but is unlikely to be suitable because of 
mechanical problems. 

Data collected from the air gun consisted of rays with horizontal 
paths and three 'fans' with raypaths at varying angles to horizontal. 
The airgun also experienced mechanical difficulties. Transducers 
attached to the gun to determine the time break performed erratically 
and finally failed before the last fan could be completed. Other 
problems included failure of the main O-rings in the tool, occasional 
misfires, and problems with the synchronization communication. The 
air gun had been used successfully in previous experiments but was 
not further conSidered for the present experiments for the following 
reasons: a) there was a temporary loss of oil production following the 
experiments which possibly could be attributed to the high energy of 
the air gun, b) although it has a high energy output, its frequency 
spectrum has a lower range than the bender, c) its mechanical 
reliability is erratic, and d) a high amplitude tube wave is generated. 

The arc discharge tool is an impulsive source which utilizes the 
discharge of a high voltage capaCitor through salt water. The energy 
output of the sparker is estimated to be conSiderably less than that of 
the air gun but more than that of the cylindrical bender. Data sets 
consisting of five fans were collected. However, numerous mechanical 
problems occurred while using the sparker. Failure of the main power 
supply prevented data collection at the 600 ft offset. Data analysis 
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shows that the time break cannot be determined with confidence. 
The sparker is a potentially good source for a field such as Seventy-Six 
West. The main problem with the current configuration is its 
unreliability . 

The cylindrical bender (Balogh and Owen, 1988) is a reliable 
tool capable of outputting both a variable sweep and a constant 
frequency (or burst) signal. Output energy levels are low requiring a 
high stack number to create a usable signal. When the tool is used in 
the sweep mode the received signal can be enhanced by correlating 
the data with the input sweep. In addition, the high number of stacks 
required greatly diminishes random noise. Data were collected at 
offsets of 200 ft. and 600 ft. Data quality at the 200 ft. offset is very 
good for both burst and sweep data. Data quality at the 600 ft offset 
indicates that sweep data with associated processing will give the best 
results. The drawbacks to the use of the bender include its low energy 
output and the amount of time required for the large numbers of 
sweeps at the longer offsets. The advantages include reliability, 
controlled frequency input, and operational efficiency. 

Cross-Hole Data Analysis 

A number of analysis algorithms are under development on a Sun 
and on a Convex C210 computer. 

First, we have implemented and improved on an acoustic ray 
tracing method (Moser, 1991) which meets the requirements of 
physical soundness, reliability, and speed. 

Second, we have been pursuing better methods of phase arrival 
identification. Our studies show that random amplitude noise can be 
greatly suppressed using bandpass filtering, taking the advantage of 
the known source frequency content. A combination of the waveform 
envelope and the variation of high order moments is a viable means to 
correct the random phase shifts. 

Third, we have explored an iterative direct inversion approach 
aimed at handling a fundamental difficulty of the coupling between the 
velocities to be imaged and the raypaths used by inversion. Two types 
of direct inversion algorithms have been implemented using the 
Singular value decomposition and the conjugate gradient method. We 
have devised a spatial-coherency filtering algorithm which, based on 
the connection level of pixels of similar values, suppresses Singular 
artifacts on a tomogram. Inversion simulations have so far has shown 
encouraging results. For instance, we found stacking of images from 
different iterations seems to stabilize true anomalies and reduce the 
artifacts. We have also learned that the use of both low and high 
frequency energy sources will enhance the reliability of the tomogram. 
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This prompted the idea of using a swept frequency source in data 
acquisition. 

The simulations also indicate a major improvement in image 
quality if we can gather signals at surface geophones between the 
boreholes. This is because these data will cause a major increase in 
kernel quality. Surface data acquisition will be carried out during the 
tomographic data acquisition phase in March 1991. 

In order to further understand the received wave form an 
acoustic wave form animation technique has been developed on an 
IBM RS6000 workstation linked to the Convex C210 copmputer. The 
partial differential equations (Etgen and Dellinger, 1989) which 
govern transitory physical phenomena can equate the change in a value 
with time to a change in value from place to place. Snapshots of the 
changes in a physical phenomenum can be computed from past data by 
using partial differential equations as regulator of change. The display 
of rasters for succeeding time intervals results in an 'animated' movie. 
The numerically produced waveform can then be directly compared to 
the received waveform observed in the field. 
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Nonlinear Sources for Seismic Imaging 

B. Bonner (Lawrence Livermore National Laboratory) 
P.A. Johnson and T.J. Shankland (Los Alamos National Laboratory) 

R.J. O'Connell (Harvard University) 

The nonlinear mechanical response (deviations from Hooke's Law and amplitude 
dependent attenuation) of rock in the strain range 10-6 to 10-3 can be dramatic and lead to 
surprising effects. Although it is clear that the phenomenon arises mainly at internal 
discontinuities within the rock (open grain boundaries, cracks and fractures) the underlying 
processes have not been well characterized. Measurements at low strain levels are difficult 
and fall between the traditional disciplines of seismology and rock mechanics. New results 
suggest that nonlinear mixing can be exploited to produce collimated, low frequency beams 
with low divergence and improved penetrating power (Johnson et aI., this volume). 
Because the interaction volume in the rock acts as a nonlinear oscillator and is itself the 
signal source, the nonlinear rock response must be known and taken into account to 
optimize source performance. 

We have performed several types of experiments to investigate the nature of 
nonlinearities arising both at grain scale microcracks and at macroscopic fractures. The 
strength of the nonlinearity depends on structural properties of the rock such as porosity, 
pore size and shape distribution, pore fluid composition and content, and the normal force 
across crack surfaces, as well as the amplitude of the excitation. Our experimental program 
is therefore aimed at a systematic investigation of the effect of these parameters on the 
nonlinear response. New experimental methods and apparatus for both low frequency 
measurements and precision ultrasonics have been developed for quantifying the nonlinear 
response. Broadband measurements, over a frequency range of - 106 Hz, enable us to 
both characterize mechanisms more completely and to address the feasibility of a wide 
range of potential applications (Bonner et aI., 1989, Bonner and Wanamaker, 1990a, 
Bonner and Wanamaker,1991b, Bonner and Wanamaker,1991c). 

Low frequency shear modulus and attenuation are determined with a torsional 
oscillator (Figure 1) operating between 0.1 and 100 Hz at strain levels from 10-8 to 10-4. 
The apparatus applies a time varying torque to a cylindrical (9 mm dia. by 20-30 mm long) 
sample while measuring the resulting torsional strain. Modulus and attenuation are 
computed from the ratio of stress to strain, treating both as complex quantities. The 
capabilities of the apparatus have been extended for investigations of nonlinear properties 
by adding a resistance furnace allowing measurements to 3000C and by installing a 
mechanical device to apply and measure static uniaxial loads to the sample. We can 
carefully manipulate microcrack density by thermal cycling, and then observe the effect on 
strain dependent modulus and attenuation. Increases in amplitude dependent attenuation 
noted after heating Westerly granite (Wanamaker and Bonner, 1988) and additional cyclic 
fatigue experiments (Bonner et aI., 1988) both directly demonstrate that stronger nonlinear 
response is due to increasing microcrack porosity. Applying a uniaxial stress on the 
centerline of the sample enables us to close properly oriented fractures to simulate the effect 
of near surface confining pressure on attenuation and modulus. Sierra white granite 
samples containing a single throughgoing fracture show strong nonlinear response at low 
frequencies, including load dependent modulus, amplitude dependent attenuation, 
hysteretic loading history and the transfer of energy to higher frequencies (Bonner and 
Wanamaker,1990b, Bonner and Wanamaker, 1991a). Measured attenuation for strains 
> 10-6 are plotted in Figure 2 for a range of normal stresses. Uniaxial loads of 17 MPa are 
sufficient to reduce the amplitude dependent component of attenuation to that of an intact 
sample. 
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When the stress-strain relation deviates from Hooke's law, the elastic modulus of 
the material becomes dependent on pressure or stress. We have used ultrasonic pulse 
transmission (Figure 4) to determine changes in compressional velocity (and therefore 
modulus) in partially saturated tuffs caused by stress changes smaller than 0.03 MPa 
(Bonner and Wanamaker, 1990a). The system uses extensive signal averaging and precise 
timing to achieve the necessary travel time resolution. Literature results for similar rocks 
(Morrow and Brace, 1981) showed highly nonlinear electrical properties, which are related 
to stress induced movement of pore fluids. Corresponding effects for the velocity are 
plotted in Figure 4. Observed changes in velocity with load for partially saturated tuff are 
consistent with a general theory of nonlinear wave propagation, but are two orders of 
magnitude larger than those observed for typical solids. We intend to exploit the strong 
effects of partial saturation demonstrated here to improve our collimated, low frequency 
sources. 
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Fig. 3. A schematic of the electronic system used for ultrasonic pulse transmission 
measurements. 
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Nonlinear Sources for Seismic Imaging 
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INTRODUCTION 
When two intersecting waves (or alternatively, parallel and overlapping waves) propagate with 

different frequencies at relatively high strain amplitudes that are conventionally used in laboratory and 
seismic exploration, nonlinear elastic effects can arise. In this regime superposition is no longer valid. 
Instead, waves multiply rather than add within the overlapping volume of the primary waves. Because 
cosA*cosB = l/2[cos(A+B) + cos(A-B), an effective secondary source can be created at frequencies 
that are at the sum and difference between the frequencies of the two primary waves. The secondary 
waves either propagate in a predictable direction (other than the primary waves) when the primary 
waves are converging at an angle to each other, or in the same direction as the primary waves if the 
primary waves are parallel and overlapping (collinear). In addition, the secondary waves can be 
collimated. We are most interested in the difference frequency signal because it suffers less attenuation 
and can thus propagate farther than the sum or primary components, and could ultimately be used in 
imaging features that are out of the propagation range of the primary signals. The concept of a 
nonlinearly-derived source arose from research in underwater acoustics (Westervelt, 1963) where the 
idea of beating collinear high frequency beams to produce a collimated beam at the lower, and less 
attenuated difference frequency originated; this work led to the development of nonlinear, directional 
sources in water (Muir, 1976). 

The primary motivation of this paper is to show how nonlinear elastic waves generated within a 
material can be made to interfere and produce a strong difference frequency signal at distances where 
the primary signals have disappeared due to attenuation. Secondly, we demonstrate a low noise phase 
method that we developed from which travel times are obtained for difference frequency signals 
created by both non-collinear and collinear, nonlinear wave mixing. Results from both geometries are 
presented here. Ultimately, our research goals are to develop a difference frequency signal source for 
use in the earth and to apply nonlinearly generated signals to understanding physical properties of earth 
materials. . 

BACKGROUND 
Rocks contain a fine network of microfractures; as these cracks close with applied stress, there 

are large changes in elastic moduli (Winkler et aI., 1979). The change in a modulus M with pressure 
P, dM/dP, can be nearly two orders of magnitude larger in rocks than in an uncracked material such as 
a liquid or crystal. Nonlinear conversion efficiency from primary to difference frequency signals 
increases with dM/dP and is therefore higher for rocks (roughly 1 - 10%) than for uncracked materials 
(about 1 %) (Taylor and Rollins, 1964). However, the enhanced nonlinear conversion is partially 
diminished by the large elastic wave attenuation generally characteristic of rocks. 

Mixing of high strain amplitude primary waves in a manner that produces a difference 
frequency signal results from conservation of energy and momentum, and is described by selection 
rules derived from nonlinear elastic wave theory (Taylor and Rollins, 1964). In the general case of 
intersecting primary beams, when a particular frequency ratio of primary waves is chosen for a ratio of 
shear to compressional wave velocity (dictated by the material), the mixing angle between primary 
signals and the take-off angle of the difference frequency signal are fixed. Alternatively, when either 
angle is chosen, the second angle and frequency ratio are fixed. 

There are two possible interaction cases that produce a difference frequency when two primary 
waves intersect (non-collinear case) and one possibility when two·collinear primary waves mix. 
These interactions are described by the selection rules from nonlinear elasticity theory (Taylor and 
Rollins, 1964). Two compressional waves can intersect at an angle and thereby produce a shear wave 
polarized in the plane created by the primary wave vectors. Alternatively, a shear wave (which also 
must be polarized in the plane formed by the wave vectors) and a compressional wave can intersect at 
an angle creating another compressional wave. We will treat the former case. For collinear primary 
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waves, theory predicts that a difference frequency signal is produced only from compressional primary 
waves (Westervelt, 1963). The resulting difference frequency signal is also a compressional wave and 
it propagates in the same direction as the primary waves. 

EXPERIMENTAL METIIOD AND APPARATUS 
For the measurements of the relative amplitudes of the difference and primary wave signals 

transmitted across a sample, we use the following set-up. The two primary signals created in a 
function generator are electronically summed before being fed into a single transducer. The transducer 
produces two collinear waves propagating with separate frequencies, thereby creating the difference 
frequency signal. The detected signal is preamplified and recorded on a digital oscilloscope, and then 
relayed to a SUN SparcStation for processing. 

For the phase measurements, we describe two similar nonlinear elastic methods using ;i 

intersecting and collinear primary waves from which wave travel times can be obtained. They are 
based on measuring the phase difference between the nonlinearly-derived difference frequency wave 
produced in a rock sample and an electronically derived difference frequency signal obtained by 
multiplicative mixing of the primary signals, in essence, an analog cross-correlation. A third method 
stemming from our nonlinear studies that can use a single frequency propagating at strain amplitudes in 
the linear regime will also be discussed. This last method is described because the relative high 
frequencies produced using single primary waves (short wavelengths), in combination with the 
nonlinear methods that produce relatively low frequency waves (long wavelengths), may lead to 
development of a distance ranging imaging technique. 

Figure 1 is a block diagram of the experimental apparatus for studying intersecting primary 
waves. Frequencies f1 and f2are provided by two separate function generators to two compressional 
wave source transducers and also to a high frequency, low noise mixer (multiplier), denoted "first 
mixer" in the figure. The mixer output is the product of the two input signals, which can be expressed 
as a superposition of signals at the sum and difference frequencies. A low-pass filter attenuates the 
sum frequency from the mixer output and any leakage of the primary frequencies leaving the difference 
frequency. This electronically produced difference frequency signal is then fed to a second mixer. 
The other input to the second mixer is the amplified signal output from nonlinear mixing of waves in 
the sample, also low-pass filtered. The output of the second mixer is a dc voltage whose amplitude 
depends on the phase delay between the two input difference frequency signals. As one of the primary 
frequencies is swept, the phase difference between the difference frequency wave produced by the 
secondary source in the rock and that produced electronically creates an interference signal in the 
second mixer which is recorded using a digital voltmeter. The interference frequency is inversely 
proportional to the total travel time of the primary wave plus the secondary source difference frequency 
wave through the rock. By sweeping f1 or f2 (the other is held fixed), we obtain travel times of the two 
different wave paths: the travel time from source f1 to the detector and the travel time from f2 to the 
detector, respectively. (For a more detailed discussion see Johnson et al., 1991). 

The collinear experiment is similar in concept to the intersecting primary wave configuration .. 
However, this time the primary waves are summed before mixing and fed into a single transducer, as 
in the case of the relative amplitude measurements described above. Otherwise, the signal and mixer 
configuration is the same as before and again an interference signal whose frequency is inversely 
proportional to wave travel time is obtained. 

We can also measure travel times of a single-frequency primary wave across a rock sample by 
using a single mixer. Here the electronic signal with no phase delay is mixed with the phase-delayed 
signal from across the rock, again producing a dc level that oscillates as frequency is swept. This 
travel time is obtained independently of that from the difference frequency wave. 

RESULTS 
All measurements were taken using Berea sandstone. The most significant result presented in 

this paper is shown in Figure 2 because it illustrates strong difference frequency generation. The 
figure shows an example of the measured spectrum when two collinear, primary wave signals were 
simultaneously injected into a 183-cm long sample, thereby producing a difference frequency signal. 
The primary wave frequencies were fixed at 450 and 600 kHz and thus the difference frequency was 
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150 kHz. It is remarkable that there is no trace of the primary wave signals while the difference 
frequency remains strong, considering that the conversion efficiency between primary waves and the 
difference wave is less than 10%. 
Phase Measurements. Figure 3 illustrates the interference signal output from the mixer when 

sweeping fl from 500 to 620 kHz with f2 fixed at 366 kHz for the intersecting primary waves 
experiment. Distances of propagation were approximately 15 and 16 cm for the two primary wave 
travel paths. The oscillation frequency denoted delta fl is inversely proportional to travel time. Travel 
times of the two transit paths were calculated from the measured oscillation frequency while holding f1 
fixed and then holding f2 fixed, respectively. These were nearly identical to pulse mode measurements 
(Johnson and Shankland, 1989). In addition, propagation path lengths were calculated from the 
interference measurement by assuming a shear-to-compressional-wave velocity ratio of 0.61, in good 
agreement with path lengths measured directly. In practice, an FFT of the interference signal was used 
to measure travel time. Examples of this will be shown in the following measurements. 

Results of the collinear experiment are shown in Figure 4a for a 183-cm long propagation path. 
Measurement of the interference frequency can be made in several manners, but the best way is to 
transform the interference signal into the time domain and measure peaks corresponding to arrival 
times (Figure 4b). The direct travel time across the sample is 790 microseconds. 

Results of the single primary frequency measurement are shown in Figures 5a (interference 
measurement) and 5b (transform) for a propagation path length of 45.7 cm. 

DISCUSSION 
The foremost result from our current work, shown in Figure 2, is that producing a directed, 

nonlinear-wave source at the difference frequency may well be possible in the earth. As a simple test 
of whether or not the relative signal amplitudes of the primary and difference signals are reasonable, 
we calculated their respective decays by assuming realistic values of Q and spreading. We assumed a 
source amplitude of 1, Q of 25, and spreading to be proportional to l/distance (a worst case because 
the wave should be directed). The measured velocity of the sample is approximately 2.3 krn/s and 
conversion efficiency from primary wave sources to secondary source is assumed to be 1 % 
(conservative since this value is reasonable only for uncracked material). We calculate that the primary 
waves at 450 and 600 kHz decay in amplitude by 218 and 283 dB, while the difference signal decays 
by only 87 dB. 

Advantages of the phase method over conventional ultrasonic methods include, first, the low
noise data collection capability it offers. This results from the shifting of the signal of interest (which 
is at the difference frequency) to dc away from the generally higher frequency noise. Second, the 
effective signal-te-noise ratio is increased because the interference signal which is continuous contains 
numerous, repetitive oscillations from which travel times can be precisely measured. Third, in 
combining the collinear, non-collinear, or primary-wave measurements velocity can be calculated with 
no assumptions or a priori knowledge. For example, velocity can be obtained by combining the two 
geometries described in this paper, collinear and non-collinear (see Johnson et al., 1991). 
Alternatively, velocity can be gotten by combining the non-collinear measurement with the single 
primary frequency measurement; however, geometrical constraints imposed by the intersecting 
primary wave method may make the measurement difficult in the field. Fourth, the single frequency 
method is not only useful in itself as a low noise travel time method, but in combination with the 
collinear, nonlinear secondary source measurement, features over short and long distance intervals 
could be imaged by applying the methods simultaneously. Finally, the principle of the phase 
comparison of a transmitted wave with an external, electronic signal, which is the principle behind 
these measurements, is an innovation as significant as the nonlinearity itself. 

CONCLUSIONS 
We conclude that the possibility of creating a low frequency, directional source by nonlinear 

elastic wave mixing is promising. In addition, the continuous wave, nonlinear elastic (and linear 
elastic) interference measurement methods discussed in this paper for determining wave propagation 
distances and/or travel times across a material offer a simple, low-noise alternative to collecting such 
data. 
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Figure I. Experimental configuration. 
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Figure 3. Non-collinear case: de voltage versus frequency where fl was 
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Nonlinear Generation of Acoustic Beams 

TJ. Shankland and P.A. Johnson (Los Alamos National Laboratory) 

IN1RODUCfION 
In order to exploit the nonlinear elastic properties to generate low-frequency, long

wavelength beams, it is necessary to understand elastic nonlinearity in rocks, verify the effects, 
and address problems in seismic wave propagation. The appeal of rocks for nonlinear studies 
arises from their numerous microcracks that compress readily under applied stress and result in 
large changes of elastic moduli and wave velocities with pressure. Thus, rocks have large 
nonlinear coefficients in comparison with crystals, glasses, or liquids. This paper reviews our 
laboratory observations demonstrating that nonlinear elastic wave interactions take place in rock, 
principally by verifying selection rules derived from the nonlinear elastic wave equation. We are 
also studying the physics behind nonlinear elasticity of rocks and have begun to examine broader 
issues related to the frequency content that evolves when waves interact nonlinearly. 

Generally in geophysics, elastic nonlinearity has been modeled using equations of state 
containing nonlinear contributions appearing as third-or higher-order terms in the elastic free 
energy expansion. These terms result in pressure shifts of wave velocities. In materials such as 
water, metals, or single crystals where numerous measurements of nonlinear elasticity have been 
obtained [e.g., Rollins et aI., 1964], higher order contributions are small, produced by lattice 
anharmonicity. When two high frequency, high strain-amplitude beams are mixed in intact 
(uncracked) material, the weak higher-order contributions result in relatively low-amplitude differ
ence frequency (~f) generation. However, materials such as rock are inherently more nonlinear 
than other materials because their microcracks give rise to large changes of velocity (or moduli) 
with pressure [Birch, 1960] resulting in larger higher-order terms. The dimensionless parameter 
used to describe a change of an elastic modulus C with pressure P is M = dC/dP = (2pv dv/dP), 
where p is density and v is a velocity. In intact materials, M is approximately 4 - 5; for instance, 
this is the approximate variation dK/dP of bulk modulus K. For rocks, however, M can approach 
values two orders of magnitude greater. 

BACKGROUND 
Conservation of energy and momentum require that certain relationships exist between 

frequency, velocity and interaction angles when two non-collinear beams of frequencies f1 and f2 
are mixed in a rock. The experiments discussed here focus on the non-collinear case where two P 
waves interact to produce an S wave at ~f [Johnson et aI., 1987; Johnson and Shankland, 1989; 
Johnson, et aI., 1990]. In this case the relations are: 

cos <I> = 1/c2 - [(1 - c2) (a2 + 1)]/2ac2 

tan 'Y = -a sin <1>/(1 - a cos <1» 

(1) 

(2) 

where <I> is the angle between kl and k2 shown in Fig. 1, 'Y is the angle between kl and k3, c is the 
velocity ratio vslvp, and a is the frequency ratio fdf2. The scattered S wave is polarized in the 
plane formed by kl - k2 - k3 [Jones and Kobett, 1963; Taylor and Rollins, 1964]. A similar 
relationship exists for the case where Sand P waves interact to create a P wave. From (1) and (2) 
once either input angle, output angle, or frequency is selected for a given velocity ratio (a rock 
property), the two remaining parameters are fixed. 

BEAM MIXING MEASUREMENTS 
In these experiments, we used three criteria derived from the solution rules to verify that 

nonlinear mixing took place in rock: (1) ~f = f1 minus f2 precisely; (2) the trajectory and 
frequency ratios of the nonlinearly-generated signal must match those predicted by the selection 
rules; and, (3) pulsed beams must satisfy the criterion that the predicted travel time of the 
nonlinearly-generated signal ,matched the observed travel time. 
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The results represented here are for a sandstone whose average P- and S-wave velocities 
are 2.78 and 1.77 km/s, respectively [Johnson and Shankland, 1989]. These velocities were used 
to calculate the angles between f1, f2 and .1f. Figure 1 shows the experimental configuration. 
Typical signal path lengths were about 17 cm and typical wavelengths were of order 1 cm. 

FREQUENCY SWEEP TESTS 
There are other nonlinear elements that mix f1 and f2 such as intermodulation distortion 

(1M) within the electronic equipment and transducers and surface wave interaction between primary 
transducers. Thus criterion 1 cannot distinguish between .1f generated in the rock and a spurious 
signal. We therefore used angular discrimination (criterion 2) to prove that.1f was generated in the 
rock. Because.1f generated outside the rock by 1M or surface wave interaction exists 
independently, the angular criterion is a stringent test. 

Because we fixed the angle between input transducers and the velocity ratio is given by the 
rock, the frequency ratio and output angle were then set by the selection rules. In this sandstone, 
for an angle of 34 degrees between input transducer, criterion 2 predicts that a peak in amplitude 
should occur when fdf2;" 0.61, and the output angle should be -34.5°. When the rock was cut to 
provide 'Y = -34.5°, the angular requirement became a frequency requirement that could be tested by 
sweeping the input frequencies. For example, we held f1 fixed at 500 kHz with a constant CW 
driving voltage while sweeping f2 from 45 to 455 kHz. 

Results for the sandstone are shown in Fig. 2. The peak amplitude appeared at a 
frequency ratio of 0.59, close to the predicted value. Other experiments, discussed by Johnson et 
al. [1987], were conducted in granite for the interaction cases P + S -? P and P + P -? S. 

TRAVEL TIME MEASUREMENTS 
Travel times (criterion 3) are difficult to measure in small samples because the .1f signal 

arrives after the direct P waves and is thus masked by their coda. We therefore used the following 
technique to measure the arrival time of the .1f signal. In essence, the total received signal 
An + Af2 + AM was summed and averaged on the digital oscilloscope. Subtracted from this 
were the primaries An and Af2, also summation averaged. That is, 

N N N 
[(2. (An + Af2 + AM)!N - (I An)!N - (I Af2)/N], 

1 1 1 (3) 

where N is 500. The subtraction is not perfect, however, and small amounts of both primary 
signals appear in the subtracted signal. To further eliminate residual primary signals the subtracted 
signal was passed through a two-pole, low-pass digital Bessel filter with a cut-off frequency of 
200 kHz. 

Figure 3a shows travel time results for the sandstone. The top trace shows the summed, 
unsubtracted signal and the bottom trace is the subtracted and filtered result. Arrows mark the 
measured arrival times of f1, f2, and the .1f signal predicted (P), and observed (0) times. 
Observed f1 and f2 arrivals were measured with each beam operating separately, whereas the .1f 
signal arrivals were determined by detecting changes in frequency and amplitude. Onset of the .1f 
signal is unmistakable. We attribute the slight difference between observed and predicted travel 
times to velocity anisotropy. -

The spectral content of the traces in Fig. 3a are shown in Fig. 3b. Although the .1f signal 
is lost within the noise of the combined signals, the spectrum of the subtracted signal clearly shows 
the dominant frequency to be that of .1f. 

SHIFTS OF SPECTRAL DISTRIBUTION 
Changes of frequency content with wave amplitudes represent a consequence of nonlinear 

elastic interactions that could be significant for understanding, modeling, and verifying earthquake 
and explosive sources of seismic signals. As Fig. 4 demonstrates, nonlinear interactions cause an 
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initially concentrated distribution to broaden by adding frequencies above and below the initial 
distribution. The simplest example of this phenomenon is to consider how two primary fre
quencies interact to produce sum and difference frequencies above and below the initial 
"distribution" of two frequencies. Neglecting attenuation we see that energy is subtracted from the 
center of the spectrum and added at the edges. 

To investigate this effect, predicted for nuclear explosions by Andrews [1972], we began 
analyses of seismic spectra from BASEBALL and BORREGO. These events had virtually the 
same source location and instrumentation and differed principally in magnitude. Hence, we have 
tried to normalize the larger event to the smaller in the frequency domain to look for changes of 
spectral distribution with amplitude. Unfortunately, not enough seismic stations recorded both 
events well, and results were ambiguous. We are continuing the work by collecting records from 
events for which there are more stations, especially ones that are close-in. 

CONCLUSIONS 
We demonstrated that nonlinear interaction of two high-frequency waves in rocks produces 

a beam at their difference frequency. These experiments fulfill criteria that obey the nonlinear 
elastic wave equation selection rules. Should beam formation prove practical in the earth, there are 
numerous applications of a directed, low frequency beam such as mapping fractures and locating 
fluid in petroleum and geothermal reservoirs. Of more interest to basic research in rock physics is 
the investigation of nonlinear properties of rocks and frequency dependence of elastic properties. 
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Figure I. Experimental configuration used for verifying 
criteria 1-3. k1. k2. and k3 refer to wave propagation 
directions. P and S refer to P-wave and S-wave transducers. 
respectively. 

Figure 2. Amplitude dependence of the M beam with swept 
f2. 
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Investigation of Ultrasonic Wave Interaction with Porous Rocks 

L. Adler, P.B. Nagy, and Q. Xue (The Ohio State University) 

INTRODUCTION 

The acoustical properties of fluid-saturated porous media are of interest to the 
geophysical community because measurements of the various wave velocities and 
attenuations can lead to important parameters of fluid filled rocks, e.g. elastic 
properties, tortuosity, permeability, internal damping, porosity, etc. Acoustic wave 
propagation in fluid-filled porous materials has been studied by Biot [1] in 1956. He 
predicted the existence of the so-called slow compressional wave in these materials. 
Plona in 1980 [2] observed the additional slow compressional bulk waves in water 
saturated porous solid composed of sintered glass spheres and of sintered metals. The 
objective of this presentation is to discuss some of our results of novel ultrasonic 
techniques to investigate both surface waves and bulk waves in fluid-filled porous 
materials. 

SURFACE WAVE TECHNIQUES 

Generally two types of interface modes can propagate along the surface of solid
liquid interface, a true mode called Stonely wave and a pseudo-mode called Rayleigh 
wave. 

Corrugated Surface Technique [3]. One way to generate both Rayleigh- and 
Stonely-type surface modes on a liquid-solid interface is to make the surface slightly 
corrugated so that these modes become leaky into both media at particular frequencies 
where the periodicity of the corrugation is an integer multiple of the surface wavelength. 
These resonances produce sharp minima in the reflection coefficient of the interface, 
which can be used to calculate the surface wave velocities .. 

Figure 1 shows the deconvolved spectrum of the backscattered signal from the 
corrugated surface of a water-saturated porous cemented glass bead specimen. Three 
distinct minima can be observed on this reflection spectrum. Since the shear velocity 
(1410 m/s) is lower than the sound velocity in water, the leaky Rayleigh mode is 
nonpropagatory. The highest (third) minimum at 2.3 MHz corresponds to the 
compressional wave in water propagating at 1460 m/s. The middle (second) minimum 
at 1.8 MHz corresponds to a Stonely-type interface mode of 1140 mls velocity, which 
is slightly leaky into the slow compressional mode. Finally, the lowest (first) minimum 
at 1.3 MHz corresponds to a wave propagating at 825 mls velocity. Figure 2 shows 
a similar reflection spectrum from the corrugated surface of a Mt. Helen tuff specimen. 
Since the shear velocity of this particular rock is higher than the sound velocity in 
water, the higher maximum at 2.8 MHz corresponds to a leaky Rayleigh mode 
propagating at 1780 mls velocity. The lower minimum at 1.95 MHz corresponds to the 
Stonely wave propagating at 1250 mls velocity. There is no clear indication of slow 
wave propagation in the rock specimen, although some ripple is apparent on the lower 
part of the spectrum, probably caused by incoherent scattering and inevitable 
uncertainties in the gating process. 
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Direct Excitation Technique. Recently, we have developed a new experimental 
technique for surface and interface wave generation by direct exCitation using 
conventional contact transducers. This method can be readily used to generate and 
detect Stoneley wave on a liquid"solid interface, too. The schematic diagram of the 
suggested interface wave generation technique is shown in Fig. 4. A contact 
transducer is placed directly over the interface region so that it can generate bulk 
modes in the upper and lower half"spaces, as well as interface waves along the 
boundary. 

The practical advantages of the suggested direct excitation technique over the 
formerly used corrugated surface technique are quite obvious. The crucial question is 
whether or not it can be used on natural rocks. As an example, Figure 5 shows the 
Rayleigh and Stoneley wave pulses detected along the surface of a 28 mm long Mt. 
Helen tuff specimen. Because of the very high attenuation, single transmission was 
used with two shear transducers instead of the single"transducer technique with corner 
reflection. The Rayleigh and Stoneley velocities were found to be 1540 mls and 1300 
mis, respectively. The Stonely wave velocity can be determined from the corrugated 
surface measurements as 1250 mis, fairly good agreement with the direct excitation 
technique. 

INTERACTION OF ULTRASONIC WAVES WITH THIN FLUID"SATURATED POROUS 
PLATE: LAMB WAVE TECHNIQUE 

Although the mode conversion technique has been used successfully in detecting 
slow waves in various synthetic porous media, it appears that in the majority of porous 
systems (synthetic or natural porous solid), only one compressional (fast) wave has 
been observed. The lack of seeing the second compressional wave (or slow wave) in 
these media, especially in natural rocks, can be attributed to various attenuation 
mechanisms of the porous structure. For example, the unconsolidation of the porous 
frame and the deposition of clay particles on the pore walls could prohibit the 
propagation of the slow wave. A feasible way to reduce the attenuation of ultrasound 
is to reduce the thickness of the porous samples to be measured. However, for a thin 
porous slab it is inadequate to use the mode conversion technique to detect the slow 
wave because signals expected from the slab are usually overlapped by multiple 
reflection signals due to faster waves and therefore are undetectable. 

To overcome this problem, efforts were made recently [5] to explore a novel 
experimental strategy for measuring the slow wave in thin fluid-saturated porous plates 
by using Lamb modes. These so"called "Lamb modes" results are generally presented 
as dispersion curves which relate the phase velocity of a given mode to frequency 
times plate thickness. We have extended the theory of Lamb waves to the particular 
case of fluid-filled porous plates and showed how additional modes are generated when 
slow waves are present. On Fig. 5, our calculated dispersion curve is shown 
(indicating the mode appearing due to the presence of the slow wave) which is 
favorably compared to experimental results. 
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SLOW WAVE PROPAGATION IN AIR FILLED POROUS MATERIALS [5] 

The question of whether excessive attenuation renders the detection of slow 
waves impossible or not arises. Not necessarilyl Even a very weak slow wave 
attenuated by as much as 50-60 dB could be easily detected but for the presence of 
much stronger background "noise" caused by the direct arrivals and scattered 
components of the fast compressional and/or shear waves. If we could generate slow 
wave only and nothing else, it would be much easier to detect it in spite of the 
substantial attenuation. The transmission coefficient of the three waves through a 
porous material filled with water and air is compared on Figs. 6a and 6b, respectively. 
Because of the excellent coupling of the incident compressional wave to slow waves, 
in case of the air filled sample there is an obvious advantage of saturating the 
specimen with low-viscosity air rather than high viscosity water. The main advantage 
of air saturaiton over the more conventional technique of water saturation is that slow 
waves can be observed without any interference from other bulk modes. Figure 8 
shows the reference and transmitted signals through a 2 mm thick brown Berea 
sandstone sample of 600 mdarcy permeability. The slow wave nature of the 
transmitted signal was readily verified by a few drips of water which completely 
eliminated the transmitted signal by blocking the free airflow through the open pores 
in the rock. The principal geometrical and acoutical parameters of two rocks and the 
sintered glass bead sample are summarized in Table I. The slow wave velocity and 
attenuation were measured at 150 KHz and the tortuosity was calculated as a "" C,2/C2

• 

TABLE I. PHYSICAL PARAMETERS OF DIFFERENT POROUS SAMPLES. 

Thickness [mm] 
Grain Size [Jlm] 
Permeability [mdarcy] 
Slow Wave Velocity [m/s] 
Tortuosity 
Attenuation [dB] 

REFERENCES 

Sintered 
Glass Bead 

1.73 
120 
6000 
215 
2.3 
22 

Brown Berea 
Sandstone 

2.0 
400 
600 
190 
3.0 
46 

1. M . .A.. Biot, J. Acoust. Soc. Am. 28,168 (1956); 28,179 (1956) .. 

2. T.J. Plona, Appl. Phys. Lett. 36, 259 (1980). 

Gray Berea 
Sandstone 
1.0 
200 
400 
164 
4.0 
52 

3. M.J. Mayes, P.B. Nagy, L. Adler, B.P. Bonner, and R. Streit,J. Acoust. Soc. Am. 
86, S94 (1989). 

4. Q. Xue and L. Adler, Proceedings of Soc. of Exploration Geophysicists I, 791 
(1990). 

5. P.B. Nagy, L. Adler and B.P. Bonner, Appl. Phys. Lett. 56, 2504 (1990). 
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Process Definition in Fractured Hydrocarbon Reservoirs 

L.R. Myer and N.G.W. Cook (Lawrence Berkeley Laboratory) 

Introduction 

Improved characterization of fractured rock masses is important for the successful 
resolution of many problems, including underground storage of waste and raw materials, 
as well as exploitation of fractured hydrocarbon and geothermal reservoirs. An important 
step in achieving this improved characterization is the use of geophysical data, and, in 
particular, seismic wave velocities and attenuation. Most models for velocity and 
attenuation of seismic waves account for the effects of fractures through effective properties 
of the bulk medium. An alternative approach is to treat each fracture as a non-welded 
interface modeled mathematically as a displacement or a velocity discontinuity. From a 
single set of assumptions the theory predicts changes in group travel times and reflection 
and transmission coefficients of seismic waves for a single fracture of any orientation 
relative to the direction of wave propagation. Theory has been developed assuming elastic, 
Kelvin and Maxwell rheologies at the fracture. Assuming a displacement discontinuity 
only (elastic rheology) theory has been extended to investigate wave propagation through 
multiple, plane, parallel fractures, and along a fracture. Laboratory and field measurements 
show good correlations with model predictions. 

Theory 

The basic premise of the model is that displacements, and, depending upon the 
rheologic properties of the fracture, velocities, of a seismic wave are discontinuous across a 
fracture while the average seismic stresses remain constant. Assuming a fracture represents 
a boundary in the x-y plane between two elastic half-spaces, the displacement boundary 
conditions for an incident plane compressional (P-) wave and two polarizations of shear 
(Sv- and Sh-) waves are given by: 

where u = particle displacement 

't = stress 

UzI - UzII = 'tzJKz 
UxI - UxII = 'tzx/Kx 

UyI - UyII = 'tyx/Ky 

K = specific stiffness of the fracture 

I,ll = subscripts referring to media above and below the fracture. 
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Stresses are equal across the boundary and the usual elastic relations hold between stresses 
and displacements. Equations (1) represent the displacement boundary conditions if only a 
displacement discontinuity is present. If a velocity discontinuity is present additional terms 
are needed which depend upon the rheology of the fracture. For a rheology represented by 
the Kelvin model the displacement boundary conditions are: 

Kz (UzI - Uzn) + 11z (uz! - uzn) = 'tzz 

Kx (UxI - Uxn) + 11x (Uxl - Uxn) = 'tzx 

Ky (Uyl - Uyn) + 11y (UyI - Uyn) = 'tzy 

while, for a Maxwell model the boundary conditions are: 

(UzI - Uzn) = tu/Kz + 'tu/11z 

(UxI - Uxn) = tzx/Kx + 'tzJllx 

(UyI - Uyn) = tzy/Ky + 'tzyl1ly 

where 11 = specific viscosity of the fracture. 

(2) 

(3) 

The general solution of the wave equation for arbitrary angles of incidence and 
materials of different seismic impedance above and below a fracture assuming only a 
displacement discontinuity have been given by Schoenberg (1980), Pyrak-Nolte et al 
(1990) and others. Solutions for velocity discontinuities assuming Maxwell and Kelvin 
rheologies are discussed in Pyrak-Nolte et al1990 and Myer et a11990. 

Figure 1 presents the magnitude of the transmission coefficient, ITI, reflection 
coefficient, IRI, and the group time delay, tg, for the particular case of a wave normally 
incident upon a fracture represented by a displacement discontinuity only. The reflection 
and transmission coefficients are fm)ctions of frequency as well as the ratio of specific 
stiffness of the fracture to the seismic impedance of the surrounding media. As specific 
stiffness becomes infinite the displacement discontinuity becomes equivalent to a welded 
interface. If specific stiffness tends to zero the solution reverts to that of a free surface with 
all energy being reflected. If only a displacement discontinuity is present, IR(ro)12 + IT(ro)12 
= 1, representing effects of an elastic fracture rheology. 

In the presence of a velocity discontinuity, which can account for viscous coupling 
across a fracture, energy is dissipated so that IR(ro)12 + IT(ro)12;#: 1. The Kelvin rheologic 
model yields behavior in which viscous effects dominate when the viscous term is large 
while, for a Maxwell rheology these effects dominate when the viscous term is small. 
These models may represent bounds on the effects of fluid-filled fractures on seismic wave 
propagation. 

The model for a single fracture with elastic rheology was extended to calculate the 
anisotropy in group velocities and amplitudes of seismic waves transmitted at oblique 
angles across multiple, plane, parallel fractures by Pyrak-Nolte et al 1990a. Comparison 
with group velocities predicted by the more conventional approach of modelling such a 
media as a tranversely isotropic elastic material revealed several differences. Figure 2 
compares P-wave group velocities for the two approaches, assuming the same value of 
specific stiffness for the fractures in both cases, as well as equivalent values for the intact 
material properties. The effective elastic moduli for the transversely isotropic media were 
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derived by the average strain method, so EN = J.l/HK, where J.l = shear modulus of the 
intact rock, and H = fracture spacing. 

It is seen that group velocities predicted by the displacement discontinuity model are 
dependent upon frequency as well as the specific stiffness of the fractures while those 
predicted by the effective modeli model are frequency independent. The functional 
dependence of group velocity on propagation direction is also quite different for the two 
models, though, at normal incidence the displacement discontinuity model group velocity 
approaches, under some conditions, that of the effective moduli model in the limit as 
co ----? O. Results imply that significantly different interpretation of field data may result if 
the displacement discontinuity model is used for fractured rock. 

If the boundary conditions for a displacement discontinuity are applied in the solution 
for a generalized Rayleigh wave two distinct interface waves are found, even if the material 
properties are the same on both sides of the displacement discontinuity (Pyrak-Nolte and 
Cook 1987). The velocities of both waves are a function of frequency and stiffness. At 
high frequency or low stiffness the velocities asymptotically approach the Rayleigh wave 
velocity. At low frequency or high stiffness the velocity of the slower wave approaches the 
shear wave velocity. The faster wave, however, has a threshold of existence which 
depends upon frequency and the shear and normal specific stiffness of the fracture. 

Laboratory Results 

Laboratory measurements on granitic samples containing a single natural fracture 
have provided quantitative comparison between the displacement discontinuity theory and 
observed data (Pyrak-Nolte et aI1990). The samples were uniaxially compressed between 
seismic transducers such that a normal stress was generated across the fracture. P- and S
wave pulses were collected under dry and saturated conditions. Reference signals were 
obtained under the same conditions from samples of intact rock. Frequency spectra were 
obtained from a Fast Fourier Transform of the first arriving pulse. Typical results shown 
in Figure 3 for two stress levels under dry conditions show lower spectral amplitudes for 
the fractured sample and a slight shift in the frequency of the peak spectral amplitude. The 
behavior of the fractured sample is interpreted as a consequence of the discontinuity in 
displacements occurring at the fracture. 

To obtain the predicted spectra, the measured spectra for the companion intact sample 
was multiplied by IT(ro)1 with values of K selected by trial and error to give the "best fit." 
Good agreement between observed and predicted results was achieved using values of 
specific stiffness of the same order of magnitude, though somewhat higher than those 
measured on the same specimens under static loading conditions (Pyrak-Nolte et al, 1987). 

The best fit of the results for S-wave propagated across a saturated single fracture 
were obtained using the combined displacement and velocity discontinuity model, 
assuming a Kelvin rheology (Figure 4). Results suggest that viscous coupling across thin 
fluid layers in a fracture significantly affects S-wave propagation. However, continuing 
work suggests that this coupling depends upon mineral-surface/fluid interactions in 
addition to the viscosity of the saturant. 

Analysis of Field Data 

The theoretically predicted changes in transmitted pulses in response to reduction in 
specific stiffness are qualitatively similar to those observed in field data from a crosshole 
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experiment conducted by King et al 1986. In this experiment seismic waves were 
propagated between four horizontal drillholes in the wall of a drift in basalt at a shallow 
depth above the water table. Comparison of pulses propagated in a direction parallel to the 
predominate vertical fracturing with those propagated horizontally across the fractures, 
showed that the fractures filtered out the high frequencies, slowed, and reduced the 
amplitude of the seismic waves. Analysis of this data is ongoing but preliminary results 
indicate that the observed field behavior can be quantitatively modeled by the displacement 
discontinuity theory. 

References 

King, M.S., Myer, L.R., and Resowalli, J.J., 1986. Experimental studies of elastic-wave 
propagation in a c1umnar-jointed rock mass. Geophysical Prospecting, 34(8):1185-
1199. 

Myer, L.R., Pyrak-Nolte L.J., and Cook, N.G.W., 1990. "Effects of single fractures on 
seismic wave propagation"; in Rock Joints, Barton and Stephansson eds., 
Proceedings of the International Symposium on Rock Joints, A.A. Balkema, 
pp.-467-474. 

Pyrak-Nolte, L.J. and Cook, N.G.W., 1987. "Elastic interface waves along a fracture," 
Geophysical Research Letters, vol. 14, no. 11, pp. 1107-1110. 

Pyrak-Nolte, L.J., Myer, L.R., Cook, N.G.W., and Witherspoon, P.A., 1987. 
"Hydraulic and mechanical properties of natural fractures in low permeability rock," 
Proceedings of 6th International Congress of Rock Mechanics, Montreal, vol. I, 
pp.-225-232. 

Pyrak-Nolte, L.J., Myer, L.R., and Cook, N.G.W., 1990. "Transmission of seismic 
waves across single fractures," Journal of Geophysical Research, vol. 95, no. B6, 
pp. 8617-8638. 

Pyrak-Nolte, L.J., Myer, L.R., and Cook, N.G.W., 1990a. "Anisotropy in seismic 
velocities and amplitudes from multiple parallel fractures," Journal of Geophysical 
Research, vol. 95, no. B7, pp. 11345-11358. 

Schoenberg, M., 1980. "Elastic wave behavior across linear slip interfaces," Journal of 
the Acoustical Society of America, vol. 68, no.5, pp. 1516-1521. 

79 



IRI 
c 
0 

'13 
0.8 Cll 

;:;:: 
Cll >-
0:<"0 
-oQl 
cO 
<"00. tg c ::J 0.6 t/tgo = 00 (Z/2"i) ~(5 / 

~"'O 
- Cll 
~~ 
<"0 <tl 

t= E 0.4 
-0 Oz 
(j) 
--0 
C C 
.~ <tl 

ITI .~ 0.2 -Qj 
0 

U 

o L-__ ~~~~ ____ ~ __________ ~ 

o 2 4 6 

~, I k/Z) 
8 10 
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time delay for a seismic wave normally incident upon a displacement 
discontinuity as a function of normalized frequency. 
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Relation between Seismic and Reservoir Rock Properties 

A. Nur and G. Mavko (Stanford University) 

Introduction 

The ultimate purpose of underground geophysical imaging is to infer the spatial 
distribution of rockmass properties, especially fluid flow related properties in 
heterogeneous rock systems. Of interest are also the time change of these properties, ie., 
during steam and water flooding, or gas injection. To use seismically imaged data, it is 
necessary to transform seismic characteristics (velocities and attenuation) into rock 
properties of interest: 

• porosity • clay content • permeability 
• hydrocarbon type • strength • kerogen content 

Experimental and theoretical results obtained by us over the past decade have revealed 
several new relations between these properties and seismic properties. Specifically, we 
have uncovered (1) the precise relation between velocity and porosity in sandstones and 
sand, as a function of overburden pressure; (2) a relation between permeability and 
velocity in clay bearing sandstone; (3) relation between velocities, attenuation, and 
partial saturation (ie., gas content); (4) the effects of hydrocarbons in porous rocks; (5) 
the relations between rock strength and velocities; and (6) the seismic effects, especially 
anisotropy, of kerogen in petroleum source rock. 

Reservoir Properties (examples) 

Porosity 

Most existing models for the relation between velocity and porosity have generally failed 
to account for some of the main features observed in-situ or in the laboratory. Recent 
results by us (Han et aI., 1986) and others have revealed the reasons for this: (1) the 
shapes of pores; (2) the presence of clay particles between grains and in pores; and (3) 
the content between grains, all of which have impOltant effects on velocities. 

Using extensive experimental data, we construct a general relation between velocity and 
porosity in the three distinct domains: (1) Cemented Sands, (2) Uncemented Sands, and 
(3) Suspensions. The results, after removing the effects of clay (Figure 1), show that 
neither Voigt's nor Reuss' average are adequate predictors of velocities over the entire 
range of porosity. Although the self-consistent approximations for spherical pores and 
needles come closer to the data, they still fail to match it, nor do they account for the 
critical porosity at around 38 to 39%, below which grains are load-bearing (whether 
cemented or uncemented) and above which grains are in suspension. In the absence of 
pore-filling clays, the compressional velocity versus porosity obeys almost a linear 
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relation with porosity below a clitical porosity, a relation which is surprisingly simpler 
than most theoretical models. 

Clay content 

The same results with clay effects included are shown in Figure 2. Below the critical 
porosity, clay is found to reduce the compressional velocity at a fixed porosity. A simple 
linear regression was used to fit the data for cemented rocks. The best fit (at 40 MPa 
confining pressure) is 

v = 5.59 - 6.93~ - 2.18 C 

where C is the clay volume. 

Permeability 

Linear relationships between the logarithm of permeability and porosity have been 
observed commonly in many reservoirs. However, the considerable amount of scatter in 
the porosity-permeability relationship suggests that porosity alone is insufficient to 
account for large variations of permeability and that other parameters such as mineralogy 
should be incorporated in the porosity-permeability transforms. 

A micro geometrical sand-clay model, which was developed to explain the velocity data in 
Figures 1 and 2, can be adapted to show the combined effect of porosity and clay content 
on air permeability in Figure 3. For comparison, Kozeny-Carman equation calculated for 
pure sand and pure shale (dashed line) shows the effect of porosity on permeability. The 
reasonable agreement between the sand-clay model and the data in Figure 3 suggests that 
in shaley sands, the slope of the permeability-porosity relationship reflects primarily the 
influence of clay content on both permeability and porosity. Dispersion of data around 
the main trend is primarily attributed to the location of clay within the pore space. 

Hydrocarbon type 

Figure 4 shows laboratory measurements of compressional velocities on samples of oil 
sands from Venezuela. An important fact jumps out of these data: not only do the 
velocities depend on the hydrocarbon type, but as the oil-saturated sample is heated, there 
is a tremendous decrease of P velocity, by as much as 35-40 percent of the initial velocity 
in the Venezuelan sample, over the range of steamflood temperature. When the 
hydrocarbons are removed from these sands, the velocities become independent of 
temperature. It has been shown that the velocity of P waves in hydrocarbons is in fact 
inversely proportional to their molecular weight. These results suggest that velocities 
may someday be useful not only to detect changes in reservoir temperature due to thermal 
recovery, but also for estimating the average molecular weight of hydrocarbons in situ. 

Strength 

There are many engineering uses for the static moduli and strength of reservoir rocks -
from assessing reservoir potential and production parameters to wellbore stability. In a 
laboratory study of moduli and strength of sandstones and shaley sandstones we found a 
marked dependence on porosity and clay content, similar to our findings for velocity. 
Some results in Figure 5 show that for the sandstones studied, failure strength increases 
with confining pressure, and decreases with porosity. The plot suggests that rocks lose 
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their strength at a critical porosity of about 36%, which surprisingly coincides with the 
critical porosity for velocities in Figures 1 and 2. 

Kero&en content 

Unlike reservoir rocks, the petrophysical aspects of the formations originally rich in 
organic matter are much less developed. We have measured in the laboratory the P and S 
velocities in cores from the Bakken formation, which is known to have been both 
generating and producing oil and gas. Even thought the kerogen-rich Bakken shales at a 
depth of about 3 km are tight rocks with a porosity of less than 1 %, they are characterized 
by low densities and velocities, and high seismic anisotropy. Figure 6 shows some 
results, which indicate that increased kerogen can (1) dramatically decrease velocities and 
(2) increase anisotropy. 

A Crosswell Seismic Transform 

At the same time that our ability to understand the seismic-rock properties transforms has 
improved, so has the quality of seismic data, including dense high resolutions 3-D 
surveys and crosswell tomography. Figure 7 shows a crosswell P-Velocity tomogram 
from an on-shore Gulf of Mexico field. The image shows structural details with an 
unprecedented resolution of less than about 10 ft, corresponding to recorded seismic 
frequencies up to 1600 Hz. Figure 8 shows the transformed porosity image, developed 
using the velocity-porosity-clay content relation described above. Various schemes have 
been used to estimate the corresponding clay content or shaliness image; the most 
promising appears to be a geostatistical interpolation of log-derived clay content, using 
the velocity tomogram as a guide in the interwell region. 

Conclusions 

These results provide a major advance in our ability to transform seismic images into 
reservoir property images. Future planned work includes, beside further study of the 
effects listed above, also modeling and integration of wave propagation, reservoir 
description and core and log data bases. Much of this will involve the development of a 
fundamental model for porous rock with fluids, based on the extensive data we now have 
on the one hand, and theoretical mechanics on the other. 
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Seismic Absorption of Fluid Filled Porous Rocks as a 
Function of Seismic Frequencies, Pressure, and Temperature 

H. Spetzler, R. Cherry, and W. Dupree (University of Colorado) 

Introduction. Attenuation (Q-1) measurements both in the field and the laboratory may prove to be 
powerful tools in geophysics in the future. Some seismic signatures based on Q (e.g. bright spots) only 
provide a qualitative indication of gas saturation because similar amplitude anomalies occur for small 
amounts of gas saturation as for large amounts. A better understanding of Q may provide additional 
information about rock properties required in finding petroleum reserves. Field Q measurements are 
also being utilized for engineering purposes (Murphy and Rosenbaum, 1989, Hatherly, 1986, and Young 
and Hill, 1986). Q measurements may even be used to identify toxic plumes. 

Laboratory Q experiments have been performed under a variety of conditions and frequencies, yet 
very few field determinations have been made. Q field measurements are composed of both intrinsic and 
apparent components. Apparent Q is caused by interference and scattering effects. Studies show that in 
the absence of a detailed velocity model, it is difficult to separate intrinsic from apparent Q especially 
when the seismic wavelengths are greater then the lithologic units (Schoenberger and Levin, 1974, 1978, 
Spencer, T. W. et aI, 1982). Spencer, T. W. (1982) found that for small receiver separations Q is greatly 
effected by local stratigraphy. Using synthetic seismograms and check shot surveys, Ganley, D. C. and 
Kanusewich, E. R. (1980) showed that corrections for frequency dependent losses caused by multiples are 
significant in the spectral ratio method of determining Q. Significant observations were made by Hauge 
(1981); interbedded multiples contribute approximately 10 % to 40 % to the total attenuation measured, 
and lithology correlates well with attenuation. Murphy B J. and Rosenbaum, M. S. utilized the pulse 
broadening method to measure Q and found that Q values can be used to indicate discontinuities in 
rocks. A rather complete table of field Q measurements are given in Vassiliou et al 1989. 

In the present phase of our study we are developing laboratory technology to overcome previous 
difficulties in making meaningful Q measurements on partially saturated sedimentary rocks in the seismic 
frequency and strain range. Future studies should include controlled field experiments under conditions 
which are directly comparable to those in the laboratory. 
Previous Experimental Work. For a good review of previous experimental work, the reader is referred to 
Vassiliou et al (1989), from which the following draws heavily. The effect of moisture content on the 
elastic properties of sedimentary rocks has been studied in the laboratory since the mid-1930s (Born and 
Owen, 1935). In the earl6' experimental work bar resonance was used in the kilohertz frequency range 
and at strains around 10- . Later techniques entailed launching an ultrasonic pulse into the sample and 
measuring velocity and Q of the wave as it propagated through the sample. These experiments were 
done in the megahertz range. All of this early work showed that at low partial saturation Q is strongly 
dependent on the fluid content of the samples. 

Early researchers noted that Q is independent of strain below a certain strain amplitude threshold. 
This threshold is affected by a number of conditions. Rocks that have a low density of microcracks 
and/or are well cemented have a high threshold strain amplitude. Increasing the confining pressure also 
increases the threshold. A decrease in the threshold is noted with increasing fluid content. This effect 
tapers off as saturation is approached. 

Q has also been found to depend on confining pressure. Increasing the confining pressure generally 
increases Q rapidly until a nearly constant value is approached. Investigators have further noted that for 
dry sedimentary rocks, Q is approximately frequency independent, but with the addition of a liquid a 
frequency dependent Q is observed. The general effect of increasing the fluid content is to decrease Q , 
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until, at saturation levels of about 95% and greater, Q increases with increasing fluid content (Winkler 
and Nur, 1979). The Q of a fluid containing rock also depends on the type of fluid the rock contains. 

One of the phenomena contributing to Q is the chemical activity of the adsorbent. This effect is 
dominant when only a few monolayers of the fluid are adsorbed onto the surfaces of the pores, thus 
lowering the free surface energies of the rock forming minerals (Spencer, 1981). Others (Spetzler et ai, 
1980), have suggested that at low frequencies and high steady state background stress, this chemical 
activity takes the form of stress corrosion cracking caused by the presence of water at the tips of cracks. 
Another phenomenon causing attenuation is the viscous flow of fluids between the rock's pores, i.e. 
"squirting from pore to pore. Many of the trends observed in the experimental data have been interpreted 
in terms of frictional sliding between micro-crack surfaces, but other work suggests that this particular 
mechanism is not important at seismic strain amplitudes (Mavko,1979). 

While these early experiments offer insight into some mechanisms of seismic attenuation, there is 
little opportunity for direct application to field measurements for two reasons. First, the experimental 
frequency range is generally much higher than the seismic frequency range; no one has provided evidence 
that Q is frequency independent over large frequency ranges. In recent years the measurement of the 
hysteresis between stress and strain has enabled investigators to measure Q over wide ranges in 
frequency, including the seismic frequency band. 

Second, a subtle sample size effect, the Biot-Gardner effect (White, 1986), had generally not been 
recognized and thus ignored in the earlier work. As a stress wave propagates through an unjacketed 
sample, fluid within the sample will feel the pressure gradient established between the sample interior 
and the sample surface. Under compression, this causes fluid flow toward the unconfined surface and 
thus sample size dependent Q. The higher the viscositY and the larger the diameter of a given rock 
sample, the lower is the frequency at which this effect is important. Recent workers (Dunn, 1987, Moerig 
and Burkhardt, 1989) have demonstrated that the Biot-Gardner effect makes a significant, frequency 
dependent contribution to seismic attenuation measurements under laboratory conditions. Dunn has 
demonstrated that merely encasing the sample in a metal jacket will not completely eliminate the Biot
Gardner effect. Moerig and Burkhardt have demonstrated that attenuation due to the Biot-Gardner 
effect is indeed dependent on the radius of the sample. Dunn developed a method to estimate the 
attenuation due to the Biot-Gardner effect and thus to correct laboratory measurements. He has 
furthermore found a way to jacket the sample to reduce the effect. 
Experimental Apparatus. To determine the Q in our samples, we have chosen to measure the phase lag 
(A) between stress and strain during forced oscillations. Q = l/tan(A). This enables us to measure Q on 
a single sample over a large frequency range. The apparatus is designed such that compressional as well 
as shear Q can be measured without removing the sample from the apparatus (see figure 1). 

Results of previous work have demonstrated the importance of working at strain levels on the order of 
10-6 to insure that Q is independent of strain amplitude (Gordan and Davis, 1968, Winkler, et ai, 1979). 
For this reason the apparatus is designed to measure Q at strain levels of 10-6 and below. To enhance 
the precision of the measurements, a reference sample is mounted in series with the rock sample, thus 
allowing direct comparison of the sample Q with the known Q of a standard. 

Due to mechanical inhomogeneities in rock samples simple torsional or axial force transducers could 
deform the sample into oscillatory strain modes that are neither purely torsional nor purely 
compressional. We have therefore designed force transducer assemblies which allow us to fine tune the 
application of the force to compensate for sample inhomogeneities. This is accomplished for example for 
the compressional mode deformation by using three parallel stacks of piezoelectric transducers and 
controlling both their oscillatory and steady state displacements individually (but synchronized). 

For convenience and to allow for absolute displacement measurements, we have chosen to use optical 
interferometry for the displacement measurements on which both the stress and the strain determinations 
are based. The strains induced in the reference and the sample are measured at three symmetrically 
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located mirror stations on the sample and on the reference. The laser beam is directed to the various 
measurement stations by the beam distribution box. With three measurement stations, any impure mode 
of oscillation can be detected by comparing the displacements between the stations. The force applied by 
each transducer assembly can be separately adjusted until each measurement station measures an equal 
displacement assuring mode purity. 

The optical output of the interferometer is converted into a proportional voltage signal by a 
photodetector. The voltage signal is first amplified and then digitized and passed to a computer for 
storage and processing. We have developed the software to deconvolve the nonlinear ou~~)Ut of the 
optical interferometer to obtain displacement signals with a resolution of better than 10-1 m. This 
translates into strain resolutions of about 10-9 for the sample sizes under consideration. 

The entire assembly of mirrors, transducers, sample and reference will be housed in a pressure vessel 
capable of attaining 100 MPa working pressure. The contents of the pressure vessel can be heated up to 
roughly 150 oc. These conditions of pressure and temperature enable the investigator to subject the 
sample under study to conditions found in Earth's crust, while its Q is being measured. We anticipate 
making Q measurements from below 10-2 to about 103 Hz. In fig. 2 we show the available data in this 
frequency range on sandstone. The general range of Q values shown is probably representative of those 
applicable to the crust. The specific frequency dependence however must be due in part to the Biot
Gardner effect. 
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Figure 1 

Upper left: Photograph of the beam distribution 
box with the sample/reference/mirrors assembly 
mounted on top and the torque and axial load 
return structure to the assembly's left. Upper 
right: Close-up photograph of the 
sample/reference/mirrors assembly. The metal 
column behind the quarter is an aluminum 
"calibration sample". Lower left: Conceptual 
diagram of the apparatus. 
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Figure 2 Plot of log Q versus log frequency for various dry and saturated 
sandstones. The filled and empty symbols represent water saturated and dry 
respectively. Note the effect that saturation has on the frequency dependence. 
Some of this dependence may be due to the Biot-Garder effect. The Navajo data 
are from Spencer (1981) (dry) and from Dunn (1987) (saturated) . All other data 
were taken from Paffenholz and Burkhardt, (1989). 



Coupled Seismic and Geochemical Imaging of Magmatic Processes 

R.T. Williams, G.K. Jacobs, M.T. Naney, and AJ. Witten (Oak Ridge National Laboratory) 

Background. This project combines complementary research in seismic imaging and 
geochemistry to investigate the spatial configuration, and thermal, physical and chemical 
properties of magmatic and hydrothermal systems. It is coordinated with the production of 
a man-made magma body in another project, which is funded through the Office of 
Technology Development to test in situ vitrification (ISV) for the stabilization of waste sites. 
For the ISV test, a trench is constructed (Fig. 1) to simulate a waste disposal trench and its 
contents, melted by electrical resistance heating, and allowed to cool to a partially 
crystallized, vitreous body. The ground surface directly above the trench is covered by a 
hood, which provides mechanical support for the heating electrodes, and is used to collect 
gaseous and particulate emissions from the melted soil. The maximum size of the simulated 
magma body (-83 m) is reached after -80 hours of heating. Cooling occurs over a period 
of -2 months. Seismic data will be acquired at several time intervals during melting and 
cooling, using 3-component geophones on the surface and hydrophones in wells, and a 
Betsl8-gauge industrial shotgun source on the surface. Thermal data will be continuously 
recorded using type C and type K thermocouples, and pyrometers (Fig. 2). The cooled body 
will be core drilled after - 3 months to determine its shape, and to obtain samples for 
geochemical studies. 

Objectives. There are two main objectives for the research. (1) Produce an 
experimental seismic data set for a well-defined object that simulates magmatic and 
hydrothermal features in the earth. Melts produced in previous ISV tests have been 
excellent approximations to geologic-scale features, but have not been as completely 
characterized in terms of temperature, petrology, geochemistry, and physical properties. (2) 
Test candidate seismic imaging algorithms by comparing the images produced by various 
algorithms with the known object. The intent is to produce a method for recovering the 
velocity and Q structure of the simulated magma body that can be used to image magmatic 
or hydrothermal systems in the earth's crust. 

Timetable. The original project schedule called for the ISV test in June 1990, with 
anticipated postponements for technical reasons to October. Unanticipated delays in the 
ISV schedule were necessary to fully comply with current environmental regulations. The 
current plan is to complete the melting during May, 1991, and the collection of field data 
by September, 1991. Petrologic investigation will continue into FY 1992. 

Seismic Progress. ISV seismic data acquisition has been simulated at ORNL prior to 
trench construction, using 100 hz geophones on the surface and the shotgun source firing 
both steel and lead slugs. Acoustic imaging was conducted for another ISV test at Idaho 
National Engineering Laboratory (INEL) in July, 1990, using data from hydrophones in 
boreholes and the shotgun source, but was not verified by thermal monitoring and coring. 
The purposes of these tests were: (1) test the equipment and data acquistion procedures 
to be used during the ISV experiment at ORNL; (2) obtain information about background 
seismic velocities and possible structures in the soil at the ORNL ISV site prior to 
construction of the trench; (3) estimate the amplitude spectra for seismic data and noise 
recorded at the ORNL ISV site, and determine whether lead slugs produce significantly 
better seismic signals than steel; and (4) determine whether seismic data could be recorded 
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without turning off the electrical current to the heating electrodes. 
The vertical geophone traces from one steel-slug shot at ORNL are shown in Figure 3. 

V measured from the direct arrival is 840 m/s, and approximately uniform in the depth 
r:nge of interest for the ISV experiment. Significant energy was observed on the transverse 
geophones, and the measured value of V'h was 525 m/s. Trace #8 from this record, which 
was 7.5 m from the shotpoint, is shown in Figure 4, together with amplitude spectra for the 
coda and noise. The coda spectrum was computed from a 0-200 ms data window, while the 
noise spectrum was computed from a 400-440 ms data window. The spectral corner at 100 
hz is due to the combined effects of the response of the 100 hz geophones, an 18 db/octave 
high-pass filter with 100 hz corner frequency, and a 60 hz notch filter. The S/N ratio is 
greatest at -60 db (1fr3) in the 100-250 hz frequency range, and is about 30 db in the 900-
1000 hz range. Limited testing with lead slugs fired into a 15 cm diameter steel bullet trap 
showed significant improvement in the S/N ratio for the higher frequencies, but use of the 
bullet trap greatly increases the time needed to move the shotgun to the next shotpoint. 
Permission has been requested to use lead slugs without a bullet trap during the ISV 
ex-periment, and recover the lead from the ground later. 

The question of whether electrical current to the heating electrodes must be switched 
off during seismic shots is important to the ISV equipment operators. The ISV experiment 
conducted at INEL provided an opportunity to measure noise levels associated with the ISV 
equipment, and to test one of the imaging techniques that will be attempted for the ORNL 
work. This particular technique is based on inversion of the scalar wave equation 

V 2p + k 2p _ k 20(:rJp (1) 

subject to Rytov's approximation, which is a weak scattering approximation. In equation (1), 
p is the scalar wave field and k is the wave number associated with the frequency v. O(K) 
is known as the object profile, which is related to the spatially variable refractive index 
n(K) = Vo/V(K) by O(K) = 1-n2(K), where Vo=21TV /k is the background wave speed. The spatial 
Fourier transform of O(J:) is related by the Generalized Slice Theorem to the transform of 
the wave field, measured over some contour. Image construction uses only a single 
frequency component of the seismic data. 

The size, duration, and physical configuration of the INEL experiment were similar to 
the one planned for ORNL, but background Vp in the soil at INEL is much slower at -230 
m/s. Two-dimensional vertical cross-sections were produced for the region between the 
boreholes on either side of the hood (Fig. 1). Measurements were made in an offset vertical 
profiling geometry using hydrophones placed in the boreholes and source positions along 
the ground surface on the side of the hood opposite the hydrophones. The presence of the 
hood prohibIted source placement directly over the melt, and introduced the undesireable 
constraint of imaging with a greatly restricted range of view angles. Figure 5 shows the 
image produced from data acquired with the hydrophones in the borehole on the left-hand 
side of the hood, and shotpoints on the surface to the right. The frequency used for imaging 
was 100 hz. The effect of the restricted range of view angles was to reduce resolution, 
which smeared the image along the raypaths. A better image (Fig. 6) was obtained by 
combining two partial images, which were constructed from data obtained with the 
hydrophone array on opposite sides of the trench. Figure 6 is the image of the melt and 
surrounding soil based on data acquired late in the ISV heating process. Here, the 
velocities are displayed as gray levels with darker shades of gray associated with increasing 
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value of Vp. The melt zone, having a velocity greater than any of the surrounding features, 
is depicted as black. However, the velocity within the melt was not well-resolved. 

The INEL test highlighted the need to switch off current to the heating electrodes 
during seismic data recording at ORNL, and arrangements have been made with the ISV 
equipment operators to do so. Based on the tests at the ORNL ISV site, planned source 
and receiver spacings for the ORNL test have been decreased from 1 to V2 m to improve 
the trace-to-trace coherency in the data set. The number of recording system channels will 
be increased to provide faster data acquisition and redundancy in case of equipment 
problems during the ISV test. Because S-wave propagation in the soil was better than 
expected when the proposal for this project was written, more emphasis will be placed on 
S-wave recording, including tests with an S-wave source. 

Geochemical Progress. A principal activity of the geochemical effort will be continuous 
measurement and recording of temperatures from ambient to -1500 0 C for the - 2V2 month 
duration of the experiment. Temperature data, together with phase equilibria data, will be 
used to infer the physical state of the system (crystalline, crystals + liquid, liquid) during 
periods of both heating and cooling. An array of thermocouples and pyrometers will be 
used to monitor temperatures in the melt zone and the surrounding heated soils. A thermal 
monitoring system has been assembled, and was tested in January, 1990, at Pacific 
Northwest Laboratory (PNL) during an ISV experiment smaller than the one planned for 
ORNL. The objectives of this test were to: (1) evaluate the effects of chemical interaction 
between molybdenum sheathed tungsten-rhenium thermocouple assemblies, graphite and 
aluminum oxide protection sheathing materials, and the silicate melt generated by heating 
a small (1 m3

) trench, which was constructed of crushed limestone and ORNL soil; (2) 
evaluate the performance of a fiber optic-based thermometry system using both sapphire rod 
light pipe and optical pyrometer head sensors; (3) evaluate the chemical reactivity and 
mechanical integrity of a boron nitride sheath used to protect the sapphire rod sensor, and 
the graphite protection well/blackbody targets used with the optical pyrometers; and (4) test 
the data acquisition hardware and software. Molybdenum sheathed tungsten-rhenium 
thermocouples performed satisfactorily in the PNL test, and two nested closed-one-end 
aluminum oxide tubes provided effective protection for the thermocouples. A sapphire rod 
sensor was broken, indicating that the longer rods which would be required at ORNL would 
be too fragile and too costly. Six pyrometers will be used at ORNL to monitor temperatures 
within the melt zone. Because significant heating of fiber optic system components at 
distances of several feet from the melt zone was observed at PNL, the pyrometers were 
redesigned to incorporate a water cooling jacket for the pyrometer head and fiber optic 
cable, and an argon gas-purged optical path, for the larger scale, longer duration ORNL 
experiment. Twelve hafnia insulated and molybdenum sheathed, tungsten-rhenium 
thermocouple assemblies fitted with two nested, closed-one-end aluminum oxide tubes will 
also monitor temperature within the melt zone. This array of temperature sensors will 
provide some redundancy for the temperature measurements in case of potential sensor 
failures that may result from long-term exposure to harsh chemical and physical conditions 
in the melt. Three additional sensor types will be used during the ORNL experiment: (1) 
8 sensors to measure heat flux near the advancing melt front and in the heated soil 1-2 
meters from the melt front; (2) 2 air referenced, zirconia oxide sensors to measure oxygen 
fugacity in and adjacent to the melt; and (3) 5 gas pressure sensors to measure soil gas 
pressure near the melt front. Gas and particulate samples will be obtained from the hood 
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to continuously monitor changes in the composition of the melt during the course of the 
experiment. This compliment of sensors and samples will provide data needed to analyze 
heat and volatile fluxes associated with the controlled generation of the melt body. Insight 
gained from this activity will be useful for modeling heat and volatile transport associated 
with the emplacement of crustal magma bodies. 

Oll·Gas Line 

Oll·Gas Hood 

m 2 

Figure 1. Cross section of the ISV trench at ORNL. Metal off-gas hood covers the surface 
above the melt, and supports the heating electrodes. Squares: shotpoints and 3-component 
geophones on the surface. Triangles: hydrophones in boreholes. 
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Figure 2. Plan view of ISV trench at ORNL. 
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Figure 3. Example seismogram from ORNL ISV site. Trace spacing was 1 m. Shotpoint 
was 1/2 m to the left of trace # 1. Dead traces 9-15 were in the position of the off-gas hood. 
Traces were normalized but no AGe was applied. 
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Figure 4. Example coda and noise spectra at the ORNL ISV site. A: Trace #8 of shot 9 
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0.44 s (noise). 
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Figure 6. Image of ISV melt at INEL. Data from hydrophones on both sides of the trench. 
Distance is from borehole on right-hand side of off-gas hood (Fig. 1). 
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Figure 5. Partial image of ISV melt at INEL. Data from hydrophones in borehole on left
hand side of image, and surface shotpoints on right-hand side. Distance is from borehole 
on right-hand side of off-gas hood (Fig. 1). 

97 



Seismic Transmission Imaging 

G. Zandt and J.1. Zucca (Lawrence Livermore National Laboratory) 
H.M. Benz (U.S. Geological Survey, Menlo Park, CA) 
C.J. Ammon (University of California at Santa Cruz) 

INTRODUCTION 

The goals of this project are to develop enhanced resolution seismic transmission 
imaging (or reconstruction) methods and apply them to the study of complex structures and 
geological processes in the Earth's lithosphere. Our immediate objectives are to improve 
existing traveltime tomography algorithms by including new traveltime calculation codes 
and feasibility constraints (Berryman, 1991), test new reconstruction techniques (including 
nonlinear optimization) with synthetic and existing data sets, and conduct preliminary field 
experiments to test new algorithms and approaches. Enhanced images are not the only 
objectives; we also emphasize interpretation of the images to improve our understanding of 
geological processes in the continental lithosphere. 

The emphasis in this project is on seismic transmission imaging (STI) as opposed to 
seismic reflection imaging. STI uses direct (or diving) waves to "illuminate" a target 
volume. Occasionally wide-angle reflections are utilized for STI, but only in the sense that 
the reflecting horizon is used to "backlight" the target zone and is not imaged directly. Our 
purpose is to investigate enhancements to imaging methods to achieve higher resolution and 
apply them to regions of complex crustal structure such as magmatic and volcanic areas 
where the reflection technique often works poorly. In this presentation, we concentrate on 
describing our efforts in improving traveltime tomography and our initial work on utilizing 
the full waveform for seismic imaging. 

TRAVELTIME TOMOGRAPHY 

Currently, traveltime tomography still provides the highest resolution among 
transmission methods; hence, investigations of its limitations and capabilities remains an 
important and useful area of study. We have four data sets which we are using to study 
various aspects of traveltime tomography: 1) Teleseismic data from the USGS northern 
California network; 2) Local earthquake travetime data from the PG&E Cape Mendocino 
network; 3) Chemical shots recorded by a temporary USGS-LLNL array at Medicine Lake 
Volcano in northern California; and 4) Traveltimes and waveforms from local seismicity at 
the Geysers Geothermal Field recorded on a small aperature network operated by 
UNOCAL. The scales of the problems range from hundreds of kilometers (northern 
California) to a few kilometers (Geysers geothermal area). The most obvious way to 
improve resolution in traveltime tomography is to increase sampling density by using more 
stations and sources. We calculated regional-scale seismic images for the northern 
California lithosphere and confirmed the broad concepts of the slab window model for the 
Mendocino Triple Junction (Benz and Zandt, 1990; Benz, et al., 1990, 1991). Comparison 
of these new images with results from a 1981 study of the same region (Zandt, 1981) 
clearly show the improvement in resolution due principally to improved network coverage, 
major advances in computational power, and greatly enhanced display software. The upper 
mantle slab window is imaged beneath the northern California Coast Ranges as a 60-80 km 
wide, 5-6% low velocity zone extending to a depth of 150 km. At the Geysers, we inverted 
P-wave travel times and pulse widths from local earthquakes for a three-dimensional 
velocity and attenuation model (Zucca, et al., 1990). Velocity varied laterally on the order 
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of 5% and the Q varies on the order of 30%. The top of the dry steam reservoir at 
approximately 1.3 kIn below the surface appears to be correlated with low velocity and low 
attenuation. Preliminary results suggest that the joint interpretation of velocity and 
attenuation image data can be used to prospect for dry steam. 

The studies we described above use standard inversion techniques (Aki and Richards, 
1980; Eberhart-Phillips, 1990). We are investigating new approaches to tomography 
including a method requiring no calculation of raypaths. The method is based on inverting 
seismic traveltimes based on the finite difference solution of the eikonal equations (Vidale, 
1988; Vidale and Ammon, 1989). The traveltime calculations are are done rapidly and 
includes refraction and diffraction effects. The method of Shaw and Orcutt (1985) is used 
to apply smoothness constraints directly to the model and the linearized equations are 
solved using singular value decomposition. The iterative inversion procedure converges 
quite rapidly and remains stable with further iteration. The method has been tested on a 
series of two-dimensional numerical tests. The technique performs best for smooth models 
and is also successful for sharp-edged models (Figure 1). The influence of noise is minimal 
on the stability of the technique and the ability to require smooth models allows one to limit 
the effect of random or near random traveltime fluctuations. We are also investigating 
nonlinear techniques based on combinatorial search algorithms. Combinatorial optimization 
algorithms such as the Local Search or Simulated Annealing are typically used to solve 
problems containing large numbers of unknowns such as circuit-board design, 
communication network optimization, etc. Such algorithms are computationally intensive 
owing to a "brute force" approach to the problem solution. We are encouraged by early 
results (Figure 1) and believe that the robustness of these techniques in their search for 
global extrema and the simplicity with which we can implement constraints on the resulting 
models (through the cost function) could make them a valuable tool for the solution of 
seismological problems (Ammon and Vidale, 1990). 

WAVEFORM MODELING 

A long term goal is to incorporate waveform modeling into seismic imaging. Progress 
in this area has been limited to elegant theoretical formulations (Devaney, 1984), 
application to long-period data for smooth two-dimensional regional models (Nolet, 1987), 
and crustal-scale one-dimensional models (Owens et aI., 1984; Shaw and Orcutt, 1985). A 
major impediment to utilizing more of the waveform of local or regional seismograms is 
accounting for scattering effects, including multiple reflections, P-to-S conversions, and 
body-wave to surface-wave conversions. In many geologically complex cases, scattering 
can be the limiting effect in the pursuit of higher resolution. We are taking a data-driven 
approach to this problem and conducting small field experiments to collect 3-component, 
broadband waveforms to study specific aspects of the overall problem (Zandt and Jarpe, 
1990; Zandt and Beck, 1990). 

We conducted a small-scale field experiment in Death Valley, California, with the goal 
of testing a new approach to confirm and characterize a mid-crustal bright spot reported on 
a COCORP reflection profile. The approach is based on characterizing the coda of the 
reflections off the base of the crust (PrnP). We used teleseismic receiver functions to obtain 
a family of one-dimensional velocity models to use as a starting point for the study of the 
regional seismograms. The preferred family of solutions show a mid-crustal high velocity 
layer above a low velocity zone and a gradational crust-mantle boundary. Examination of 
relatively broad-band 3-component seismograms of a chemical shot recorded at 100-160 
km range along a profile through Death Valley shows the presence of a large amplitude, 
frequency dependent PmP-coda. A large amplitude arrival following PmP by a few 
seconds has been identified as a multiple reflection off the mid-crustal high velocity layer. 
The reflection exhibits a frequency dependence indicative of layering with multiple, thin, 

99 



alternating velocity layers. The coda also contains significant P- to S-converted energy 
from a large impedance boundary separating the base of the high velocity layer and the 
underlying low velocity zone (the COCORP bright spot). We are investigating the potential 
contribution of two-dimensional heterogeneity on the PmP-coda. Our results so far are 
consistent with the presence of sill-like intrusions in the mid-crust of the Death Valley 
extended terrain (Zandt and Beck, 1990). A capability to resolve several hundred-meter
scale layering in the mid-crust using a seismic transmission method would provide an 
important new technique to investigate other extended terrains and active volcanic and 
caldera regions where reflection methods work poorly. 

FUTURE WORK 

Future work will concentrate on enhancing resolution at several different scales, and 
interpreting our seismic images. We plan to test new approaches including the use of 
feasibility constraints and nonlinear optimization techniques with several existing traveltime 
data sets. Specifically, we will pursue several tasks: 1) One study where feasibility 
constraints (Beryman, 1991) may have a significant role is in the inversion of local 
earthquake traveltime data from the Cape Mendocino area. This is a unique data set for 
California because an intense "knot" of seismicity extends to depths of 30-40 km providing 
dense path coverage for the entire crust. Our initial work with this data set indicates the 
presence oflarge velocity perturbations (>20%), and we have experienced some stability 
problems using a standard linearized inversion scheme. A high resolution image of crustal 
structure and seismicity will aid in deciphering how three tectonic plates interact in this 
region. 2) Application of the nonlinear optimization techniques to a fully three-dimensional 
problem is not computationally feasible at this time; therefore, we will test it with a 
regional-scale two-dimensional data set. 3) Scattering effects will remain a focus of our 
work. We are investigating methods to characterize body-wave coda and correlate these 
characteristics with different styles of crustal heterogeneity. We are utilizing existing array 
data for this study, but we are also prepared to use our array recording capability to conduct 
small-scale field piggy-back experiments when opportunities arise. 

Work performed under the auspices of the U.S. Department of Energy by the 
Lawrence Livermore National Laboratory under Contract \.<J-7405-Eng-48. 
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and 0.l3. 
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In Situ Permeability Determination 
and Fracture Characterization Using Elastic Waves 

M.N. Toksoz and A.C.H. Cheng (Massachusetts Institute of Technology) 

SUMMARY 

This aim of this project is the characterization and imaging of in situ fractures using seismic waves. 
To achieve this we have taken approaches using three different frequency ranges. The first is 
using full waveform acoustic logging, with a frequency range of 1 to 10 kHz, and a depth of 
investigation of a meter or less. The second is using hydrophone VSP, with a frequency of around 
100Hz and a depth of investigation of around 10 meters. The third is using arrival times form 
microearthquakes generated by the fractures under hydraulic pumping, with an image area of the 
order of hundreds of meters. In this extended abstract, we concentrate on the propagation of 
borehole Stoneley waves across heterogeneous and permeable structures. By modeling the 
structure as a zone intersecting the borehole, a simple one-dimensional theory is formulated to treat 
the interaction of the Stoneley wave with the structure. The interaction occurs because the zone 
and the surrounding formation possess different Stoneley wavenumbers. Of special interest are the 
cases of permeable porous zones and fracture zones. The results show that, while Stoneley 
reflection is generated, strong Stoneley wave attenuation is produced across a very permeable 
zone. This result is particularly important in explaining the observed strong Stoneley attenuation at 
major fractures, while it has been a difficulty to explain the attenuation in terms of the planar 
fracture theory. This method may be used to provide a useful tool in fracture detection and 
characterization. 

INTRODUCTION 

Fractures or permeable structures in reservoirs are of great importance in the exploration and 
production of hydrocarbons. Heterogeneous layers in the formation are also of major significance. 
A very good example of such heterogeneous and permeable structures is the sand-shale sequence 
found in sedimentary formations. Full waveform acoustic logging offers an effective tool for 
characterizing these structures. The current technique for modeling borehole acoustic wave 
propagation with heterogeneous formation structures is finite difference method. This technique 
can handle heterogeneity quite easily. However, the implementation of the method to a permeable 
porous formation is still a topic of research. Although wavenumber integration technique can be 
used to calculate wave propagation in homogeneous porous formations (Rosenbaum, 1974; 
Schmitt et aI., 1988), it is very difficult, if not impossible, to apply such a technique to treat 
problems involving porous layer structures. In this study, we will show that if only the low
frequency Stoneley wave is used, the interaction of acoustic waves with borehole permeable 
structures can be much simplified. The objective of this study is to develop a theoretical model that 
can be used to calculate oorehole Stoneley wave propagation across heterogeneous and permeable 
structures. As a result, the properties of such structures can be characterized by means of Stoneley 
wave measurements. 

The Stoneley (or tube) wave has been used as a means of formation evaluation and fracture 
detection. This wave mode dominates the low-frequency portion of the full waveform acoustic log 
due to its relatively slow velocity and large amplitude. Because this wave is an interface wave 
borne in borehole fluid, the Stone1ey is sensitive to such formation properties as density, moduli, 
and most importantly, permeability or fluid transmissivity. It is expected that any change of these 
properties due to a formation heterogeneity will result in the change of Stoneley propagation 
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characteristics, allowing the heterogeneity to be characterized using Stoneley wave measurements. 
Borehole fractures are an example of such heterogeneity. Paillet and White (1982) observed that 
attenuation of the Stoneley wave occurs in the vicinity of penneable fractures. Hornby et al. 
(1989) showed that permeable fractures also give rise to reflected Stoneley waves. In all these 
models, the analogy of a parallel planar fluid layer was commonly adopted to represent the 
fracture. Laboratory model experiments that comply with this analogy have yielded results that 
agree with the theoretical results (Tang and Cheng, 1988; Hornby et al., 1989). Although both 
attenuation and reflection of the Stoneley wave are predicted by the plane-fracture model, it takes a v 
rather large fracture aperture (on the order of a centimeter) to attenuate the Stoneley wave 
significantly. However, fractures with such apertures are rarely found in the field (Hornby et aI., 
1989), but Stoneley wave attenuation (up to 50% or more) across in situ fractures is commonly 
observed (Hardin et al., 1987). Until now, there has not been an effective model to account for the 
significant Stoneley wave attenuation observed in the field Paillet et al. (1989) suggested that in 
situ fractures may consist of an array of flow passages or fracture layers, instead of a single fluid 
layer. In this study, we substantiate this hypothesis by modeling fractures as a permeable zone in 
the formation. Key parameters that are used to characterize the permeable zone are thickness of the 
zone, permeability, fracture porosity, and tortuosity. Since the last three parameters are typical 
parameters of a porous medium, we can use the Biot-Rosenbaum theory (Rosenbaum, 1974) to 
model the Stoneley wave characteristics in the permeable zone. Tang et al. (1990) have recently 
developed a simple model for Stoneley propagation in permeable formations. This model yields 
results consistent with the analysis of Biot-Rosenbaum theory in the presence of a hard formation, 
but the formulation and calculation are much simplified. The use of this simple theory in modeling 
the permeable zone will allow the development of a fast and efficient algorithm to characterize the 
effects of the zone on Stoneley waves. In the following, we develop a theory for the Stoneley 
wave interaction with a borehole structure. 

lHEORY 

In this section we develop a theory for calculating Stoneley wave propagation across 
heterogeneous and permeable borehole structures. The structure is modeled as a zone sandwiched 
between two formations of different properties. Because the Stoneley wave is a wave guided by 
the borehole with no geometric spreading, we can treat this as a one dimensional wave propagation 
problem with a complex wavenumber. The theory is able to handle a variety of structures 
including a fluid-filled plane fracture (horizontal or inclined), an elastic layer, a permeable porous 
zone, and a permeable fracture zone. In this study, we concentrate on the problem of a permeable 
fracture zone. We briefly outline the major steps concerning the calculation of a permeable fracture 
zone. This zone is modeled as thin layer of of porous materials which can have very high porosity 
and permeability. As the Stoneley wave encounters the permeable zone, interaction between 
borehole fluid and permeable fracture zone occurs because of dynamic fluid conduction into the 
permeable zone. This interaction is governed by the wave propagation characteristics in the zone as 
well as in the formation. Therefore, the interaction is characterized by two wavenumbers kl and 
k2, where kl is the Stoneley wavenumber in the surrounding formation (i.e., the Incident Stoneley 
wavenumber) that can be calculated using the borehole period equation. The Stoneley 
wavenumber in the permeable zone k2 can be calculated using Biot-Rosenbaum model 
(Rosenbaum, 1974; Cheng et al., 1987). However, this model is somewhat complicated. By 
applying the concept of dynamic permeability of Johnson et al. (1987) to acoustic logging in a 
porous formation, Tang et al. (1990) showed that the the complicated Biot-Rosenbaum model can 
be much simplified to give an explicit expression for the Stoneley wavenumber. The dynamic 
permeability captures the frequency-dependence of fluid flow in porous media and makes the 
simplified theory consistent with the exact theory of Biot-Rosenbaum model (Rosenbaum, 1974, 
Cheng et aI., 1987) even at high frequencies (Tang et al., 1990). The transmission and reflection 
coefficients at the permeable zone are given by 
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TC = (kl +k2)2 e-ik2L - (kl-k2)2 e-ik2L (1) 

RC _ 2i(k12 - k22) sin(k2L) 
- (kl +k2)2 e-ik2L - (kl-k2)2 e-ik2L (2) 

where L is the thickness of the penneable zone. In addition to the transmission and reflection 
coefficients, solutions for Stoneley wave motion in the penneable zone can also be obtained in a 
similar manner. As a result, synthetic seismograms can be computed for any source-receiver 
locations, which can be used to simulate the Stoneley wave log across the permeable zone. 

APPLICATION 

We apply the permeable zone theory to the modeling of Stoneley (tube) wave log across a fracture 
zone in the Moodus #1 well drilled in east-central Connecticut. The well was drilled into 
crystalline rocks. A major water-producing zone at depth of about 610 ft was identified. The 
various log data in the vicinity of the zone have been published in Hornby et al. (1990). Of special 
interest is the Stoneley wave log shown here in Figure 1. This log was recorded using a research 
prototype sonic tool which excites a Stoneley wave with centerband energy around 1 kHz (Hornby 
et al., 1990). As seen from the figure, Stoneley wave reflections are clearly generated at the 
fracturezone. The reflection coefficient of about 0.1 was estimated. In the section across the zone 
(at the origins of the up- and down-going reflected waves) the transmitted waves show weaker 
amplitudes compared with the waves outside the section. In other words, Stoneley waves are 
attenuated across the zone. The borehole televiewer in the figure shows that the thickness of the 
zone is about 5 ft. The fracture image obtained using formation microscanner indicates that the 
zone consists a large number of micro-fractures and the average fracture porosity is on the order of 
10%. Although fracture porosity determined by an electrical tool is usually very variable, this 
porosity value can still be used as an order-of-magnitude estimate for the fracture zone. This data 
set presents a very good example for our theoretical modeling. It also provides most of the 
parameters needed for the modeling. The borehole radius is given as R=8.5 cm. We assume that 
the tool radius is a=OA cm. Since the well is in crystalline rocks, we assume that the density, 
compressional and shear velocities are p=2.7 kg/m3, Vp=6 km/s, and V s=3 km/s. The same 
parameters are also used for the rock matrix of the fracture zone. For the fracture zone, we use a 
porosity of <1>=10% and the tortuosity a in the expression for dynamic permeability is assumed to 
be 1. The zone and the borehole are fIlled with water whose density, acoustic velocity, and 
viscosity are PO=1 kg/m3, VF1.5 km/s, 1l=1 cpo The zone thickness L is 1.52 m (- 5 ft). The 
only uncertain parameter in the modeling is the static permeability KO. Fortunately, we have the 
measured Stoneley wave reflectivity. The permeability can then be estimated by matching the 
theoretical reflection coefficient with the measured value. 

Using Eq. (2) and the given parameters, we have calculated the reflection coefficient for a number 
of permeability values. For a low permeability zone, the attenuation through the zone is not very 
strong, so that the superposition of the top and bottom reflections results in the undulation of the 
reflection curve. For a high permeability zone, the bottom reflection is almost completely 
attenuated and the curve represents primarily the top reflection which has no undulation. Thus the 
reflection curve is quite sensitive to the permeability of the zone. A KO value of 4 Darcies gives an 
average reflectivity of 0.1 between 0.5 and 1.5 kHz and is thus chosen as the representative 
permeability of the fracture zone. 

Hornby et al. (1990) interpreted the data in Figure 1 in terms of the plane fracture theory (Hornby 
et aI., 1989). They attributed the observed Stoneley reflection to an equivalent parallel plate 
fracture with an aperture of 5.6 mm, which gives a reflectivity of 0.1 around 1 kHz. This aperture 
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was obtained with a fluid-fIlled borehole. If a rigid tool of 4 cm radius in the borehole is accounted 
for, the aperture value reduces slightly to 4.5 mm, which gives the same reflectivity of 0.1 around 
1 kHz. It is convenient here to compare the full results from the present theory and the plane 
fracture theory. To do this, we have computed synthetic Stoneley wave logs across the fracture 
zone using to the two theories using a center frequency of 1 kHz. The source-receiver spacing is 
3.06 m (Hornby et al., 1990). The up- and down-going reflected waves from the two theories are 
almost equal. However, the waves transmitted across the fracture zone are quite different. The 
permeable zone theory predicts significant attenuation for the transmitted waves, whereas the plane .' 
fracture theory shows very slight attenuation. The Stoneley log data (Figure 1) exhibit significant 
attenuation, as can be seen from the distortion and thinning of the direct waves in the vicinity of the 
fracture zone. Around 1 kHz, the permeable zone theory predicts a transmission coefficient of 
0.28, while the plane fracture theory gives a value of 0.9. This latter value cannot explain the 
significant attenuation on the Stoneley wave log of Figure 1 . This comparison shows that in the 
presence of a fracture zone, permeability or fluid transmissivity, rather than the equivalent fracture 
aperture, is the appropriate parameter to characterize the fractures. The modeling example presented 
here also indicates that the permeable zone theory can be used in conjunction with borehole images, 
lithology indicators, and other log data to characterize the overall fluid transport properties of a 
fracture zone. The transmitted waves provide a constraint on the parameter estimation and a robust 
estimate of the fracture flow properties. 
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Sandia Downhole Seismic Source 

H.C. Hardee (Sandia National Laboratories) 

The Sandia Downhole Seismic Source is a resonant swept
frequency vertical dipole seismic source designed to be operated 
on commercial logging cable in shallow or deep, filled or 
unfilled holes. This vertical dipole source primarily generates 
vertical shear waves that are propagated in the horizontal 
direction. These waves are very useful for hole-to-hole seismic 
experiments or crosswell tomography. The source was originally 
developed with BES CSDP funds, and the first model was fleld 
tested in Kilauea Iki Lava Lake in 1981. Since that time, the 
source has been refined and tested numerous times in scientific 
holes, oil fields, civil engineering ap~lications and in holes at 
waste remediation sites. The civil englneering a~plications were 
funded with internal IR&D funds because of ~otentlal applications 
to treaty verification. The waste remediatlon field experiments 
have been funded by the DOE RDDT&E program. 

In the last year the Sandia source has been redesigned to 
operate with the Bolt Technology logging cable. This cable 
contains a high pressure gas su~ply line in addition to the usual 
electrical conductors. The modlfication of the source to be 
compatible with the Bolt cable has certainly improved the 
usefulness of the source. The main reason for adapting to the 
Bolt cable, however, was not for the obvious improvement in cycle 
rate and output but because the earlier version of the source 
that operated on a charged gas system became impractical under 
new ES&H guidelines implemented at Sandia during the last year. 

In the last few months some minor improvements and changes 
have been made to the source to pre~are and optimize it for the 
MIT/Michigan test this May. A portlon of the clamp was 
redesigned to strengthen the clamp and improve the transmission 
of shear waves. A new style rotary valve was fabricated based on 
a design that was extensivel¥ field tested in a small version of 
the source. The new valve wlll have much lower operating torque 
requirements and will have better response and higher frequency 
capabiJ.ity. The source was considerably lightened. The overall 
mass of the source will have been reduced by almost a factor of 
two from the last field test conducted at the Humble oil field in 
Houston. Also, the reference signal source geophone will be 
replaced b¥ an accelerometer to hopefully improve the pilot 
signal. Flnally, a new gas charge/relief system will be included 
in the accumulator to improve the charge cycle and compatibility 
with the Bolt cable. A version of this gas system was 
successfullX tested at the Humble test slte last fall. Two U.S. 
patents on improvements to the source issued in January, 1991. 

There are two important areas for future research. Both of 
these areas are related to the nature of resonance in the 
downhole seismic source. The need for resonance in downhole 
sources is fundamental. It is a simple textbook fact that an 
oscillating s¥stem radiates or dissipates the maximum amount of 
energy, in thlS case seismic energy, at resonance. Although an 
oscillating system may exchange a large amount of reactive energy 
with the near field and such energy may register on near-field 
sensors, this is not an indication of an efficient far-field 
radiator. The traditional approach with large surface 
oscillators has been to generate large quantlties of off
resonance energy in an attem~t to get reasonable amounts of 
radiated energy emitted. ThlS brute force approach, while 
wasteful, works reasonably well for large surface oscillators and 
produces a desirable flat response. Downhole sources, however, 
cannot tolerate the brute force approach and will require the use 
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of resonance to maximize the efficiency. The inclusion of 
resonance in the frequency sweep produces signal processing 
difficulties. One solution is to improve signal processing for a 
resonant type frequency sweep. This may involve numerical 
development as well as pilot sensor and signal sweep development. 
Another solution is to develop a moving-resonance t¥pe of 
oscillator. Both of these possibilities are promisln9 and 
important areas for further research which could signlficantly 
improve the nature of downhole seismic sources and undergrouna 
imaging. The research needed to o~timize the use of resonance 
and to move to hi9her frequencies lS ver¥ complex and not likely 
to be pursued by lndustry. BES support lS needed for this 
fundamental research. If this research is successful, the 
hardware development and extensive field evaluations could then 
be picked up by industry. 

One of the first experiments to evaluate a moving resonance 
should be to run an existing source in a Rogacord mode or series 
of discrete resonant monofrequencies. This should be done in 
such a way to demonstrate the effectiveness of operating at 
resonance throughout a sweep. Further theoretical work needs to 
be done on the concept of a moving resonance. The usual textbook 
analysis of resonance is developed from equations that exclude 
the possibility of a moving resonance. It is not immediately 
obvious that a moving resonance is theoretically possible, 
although preliminary anal¥sis indicates that a moving resonance 
is feasible if the sweep lS not too fast. Next, it would be 
important to try and develop a model source with moving resonance 
in which the moving resonance is stable and passively controlled. 
This would eliminate the need for elaborate aownhole electronics 
and feedback control. Finally, we should be9in to look at 
variable resonance or moving resonance seismlc sources which can 
operate in the 1 kHz to 5 kHz range. Although it is unlikely 
that pneumatic or h¥draulic sources can operate above 1 kHz, it 
does appear theoretlcally possible now to design an experimental 
resonant source for this frequency range. 
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Reservoir Characterization as Applied to a 
Reef-Type Reservoir: Review of Data 

GJ. Elbring (Sandia National Laboratories) 

The d'evelopment of a pneumatically-powered downhole shear wave seismic 
source has been underway at Sandia National Laboratories for several years. 
For the present project, a large version of the source will be used to image 
a reef-type reservoir located near Traverse City, Michigan. Crosshole data 
will be collected using wells owned and ope'rated by MIT on either side of 
the reservoir. The use of crosshole shear wave data in conjunction with 
crosshole compressional wave data will result in both greater spatial 
resolution of the reservoir and a better understanding of the properties of 
the reservoir and surrounding formation. 

During the course of its development, the Sandia Downhole Seismic Source 
has undergone numerous field tests to direct needed design changes and 
assess source capabilities (Elbring et al., 1989). More recerttiy, versions 
of the tool have been used for environmental and tunnel detection surveys 
(Elbring et,al., 1990). Initial field testing of the newest version of the 
downhole source to be used at the Traverse City, Michigan was conducted last 
summer at the Texaco Humble field in Humble, Texas. Analysis of all these 
data are providing the basis for the processing techniques needed for the 
crosswell survey of the reef reservoir. 

A small (3 inch diameter) version of the source is used for small scale 
crosshole surveys and to test design changes on an 
implementing these changes in the large (5.25 inch 
small scale crosshole surveys have been conducted. 
these surveys are shown in Figures 1 and 2. 

inexpensive scale before 
diameter) tool. Two 

Examples of data from 

Figure 1 shows a crosshole seismic section for a tunnel detection survey 
performed across a mine tunnel near Idaho Springs, Colorado. The formation 
at this site is a highly fractured and mineralized granite gneiss. The 
source was run ina swept frequency mode from 50 Hz to 450 Hz with a 
geophone in the source recording the source response and a three-component 
receiver tool in a borehole 30 meters distant. Processing of the data 
included filtering, correlation with the source trace, and deconvolution. 
The data exhibit a well behaved waveform with a dominant frequency of about 
160 Hz. Unfortunately, the tunnel could not be resolved due to a 
combination of rapid attenuation of the high frequencies resulting from the 
high fracture density and long wavelengths associated with the high velocity 
formation. Tomographic inversion did resolve major fracture zones that were 
confirmed with both well log data and crosshole EM results. 

Another small scale crosshole survey is underway at Savannah River 
Laboratory in South Carolina. Here crosshole seismics are being used to 
monitor an environmental remediation project involving air flooding of an 
unconsolidated sand formation. The same data collection and processing 
techniques are being applied with a borehole separation of 30 meters. 
Preliminary results are shown in Figure 2 with the data collected before the 
air flood began shown as solid lines and those collected during flooding as 
dotted. Again a consistent waveform is obtained with a dominant frequency 
of about 200 Hz. A small time shift is evident between the preflood and 
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flood data which may be attributed to changes in saturation in the 
subsurface. 

In preparation for the Michigan field test, a field test of the latest 
redesigns of the large source was performed at an oil field site operated by 
Texaco in Humble, Texas in late summer, 1990. The well separation at this 
site was 355 feet with 30 three-component geophones cemented in the receiver 
well at 50 foot vertical spacing. The source was swept from 30 Hz to 330 Hz 
in 14 second sweeps at 20 foot intervals from 750 feet to 1800 feet. An 
example of the data collected for a common receiver gather at 1200 feet is 
shown in Figure 3(a). The same data range generated using a standard airgun 
source is displayed in Figure 3(b). Both show a strong initial P-wave 
arrival, except for the near-horizontal records for the Sandia source. This 
is to be expected from the radiation pattern of this type of source. Strong 
shear wave arrivals are also evident on the Sandia source records, but are 
lost in the tube wave noise for records generated with the airgun. 

The "ringiness" of the Sandia data in Figure 3(a) arises from the 
resonant nature of the source and the corresponding non-flat frequency 
spectrum. Some of this can be removed by applying the processing techniques 
used for the previously discussed surveys. This results in a better 
waveform (Figure 4), but also decreases the signal-to-noise ratio. Ways to 
improve the correlated signal by providing a more well-behaved reference 
trace are currently under investigation. An attempt was made to create a 
synthetic source trace from the output of the tachometer that monitors the 
rotation rate of the rotary valve controlling the vibration frequency. A 
synthetic trace could be successfully created, but the tachometer did not 
track the actual vibration frequency well enough to result in a good 
correlation. 

A second method being investigated involves dividing the source trace 
into equal time slices and Fourier Transforming these slices into the 
frequency domain. A time-varying filter can then be applied and amplitude 
normalization performed to create a better source trace for correlation. 
Results from this approach have not yet been determined. 
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Figure 1: Example of crossho1e shear wave data collected at Idaho· Springs, 
Colorado during tunnel detection survey. Source located at 60 meters depth. 
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Reservoir Characterization by Cross Hole Measurements 

R. Turpening (Massachusetts Institute of Technology) 

BACKGROUND 

The Earth Resources Laboratory (ERL) of the Massachusetts Institute of 
Technology (M.I.T.) has completed the eighteen months of a four-year research effort. 
This program of investigation, in conjunction with the companion effort of Sandia National 
Laboratories, focuses on the field use of cross hole measurements in reservoir 
characterization. ERL, through its industrial support, has a research facility in the Northern 
Michigan Reef Trend. Deep (2.1 km) holes have been placed on opposite sides (0.6 km 
apart) of a producing reef. Since the holes are much deeper (see Figure 1) than the 
reservoir (at a depth of 1.45 km) they provide an opportunity better than that usually found 
in industry for the use of seismic cross hole techniques. 

The four-year effort can be stated as: 

• Year One-Preparation. 

• Year Two-Use of compressional and vertically polarized shear waves (SV). 

• Year Three-Addition of horizontally polarized shear waves (SH). 

• Year Four-Present static image of reservoir properties and observe any time varying 
phenomena in the reservoir by reshooting the high frequency compressional wave 
survey. 

This report summarizes the first eighteen months of preparation, data acquisition, 
and research. It restates the goals for next year, fiscal year 1992 (September 15, 1991-
September 14, 1992) and identifies the support needed for fiscal year 1992. 

DA T A ACQUISITION 

Despite the temporary impoundment of DOE funds in October 1990, field 
operations at ERL continued without a pause. Although the Sandia source was not 
available for use due to this gap in funding, research at the Michigan Test Facility 
proceeded. BP Exploration, Inc. began a two-year effort (at no cost to this contract) of 
data acquisition using piezoelectric, cylindrical bender technology. 
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Source and Receiver 

The source and receivers are identical devices deployed on different wirelines. The 
source must be used on a heavy mono-conductor wireline that can transmit 16 kvolts 
without failure. Two receivers were run on a single conventional seven-conductor wireline 
to speed up data acquisition. Dedicated trucks are utilized by BP for these purposes. 

Frequency Content-Resolution Improvement 

The frequency range of the source and receivers is from 300 Hz to 5,000 Hz. The 
source sweep selected by MIT/ERL and BP personnel was from 300 Hz to 2,400 Hz. This 
resulted in a peak frequency of approximately 1,700 Hz for P waves propagating across 
2,000 ft. This is the fIrst time in the young history of cross hole seismic research that such 
high frequency energy has been observed across such long distances (Figure 3). Contrast 
this with the 50 Hz P waves seen in previous reflection and VSP data acquisition efforts-a 
thirty-four-fold improvement in resolution has been achieved. 

Size of Survey 

The spacing between source positions in the MIT/Stech 1-21A is 10 ft; the same 
spacing was used for receiver positions in the MIT/Burch 1-20B. The survey, when 
complete, will comprise 200 source positions and 200 receiver locations, a 2,000 ft. 
aperture centered around the reservoir. This means that ray path angles of forty-fIve 
degrees are available and ray path lengths of approximately 2,800 ft are attained. The 
importance of the high-angle ray paths cannot be underestimated in the quest for good high 
resolution tomographic images. 

Data Acquisition to Date 

At this time the BP Exploration, Inc. survey is approximately 33% complete. 
13,000 ray paths have been collected out of a total of 40,000. The survey will be 
completed in mid-July 1991. 

IMAGING 

Regions of crossed ray paths now exist in the BP Exploration data set for the 
structure immediately beneath the reservoir. Images obtained using travel time tomography 
are also available. 

MODELING 

Modeling of the seismic wave propagation in the region around the reef has 
substantiated the intuitive feeling that high angle ray paths are necessary. Using an 
innovative modifIcation of Huygen's principle we have modeled the fIrst arrivals for 
selected source/receiver combinations. Figure 4 shows that head waves in the reef area 
would leave large holes in the images if the high angle rays were not used. 
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USE OF SANDIA VERTICAL VIBRATOR 

The Sandia downhole vertical vibrator survey has been rescheduled for June 1, 
1991. This will take place just before the BP Exploration data acquisition effort. This 
effects a cost savings for the contract since the MIT/Burch 1-21B will have to be cleaned 
out only once. Halliburton Logging Services has successfully tested a new high frequency 
three-component, wall clamping downhole receiver that was inspired by this contractual 
effort. Approximately ten days of field work has been budgeted by MIT/ERL and Sandia. 
This includes periods of field testing of the new shortened and modified Sandia vibrator. 
Thus we do not expect to achieve a full tomographic data set from this year's deployment 
of Sandia's source. 

SUMMARY 

The temporary impoundment of DOE funds in October 1990 has not slowed the 
research activity on this project. The BP Exploration, Inc. (Borehole Geophysics Group) 
has completed the first phase of a large cross hole data acquisition effort on behalf of the 
Earth Resources Laboratory and this DOE program. High frequency (1,700 Hz) energy 
has been recorded over, around, and through the hydrocarbon reservoir. Images of the 
structure immediately below the reservoir are available now and the entire survey will be 
completed in mid-July 1991. The Sandia vertical vibrator is scheduled to be deployed in its 
modified form on June 1, 1991. 
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Figure 1: Cross-section ofERL's Michigan Reservoir Delineation Test Facility. 
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