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Studies of Nonlinear Electrodynamics of High-Temperature Superconductors.

by

Quan-chiu Harry Lam,w

ABSTRACT

Nonlinear electrodynamics of high-T c superconductors are studied both theoreti-

cally and experimentally. For powdered samples, a novel model is presented in which

the metallographically observed superconducting grains in the powder are modeled as

superconducting current loops of various areas with weak links. Surprising harmonic

generation behavior in an ac field, H 1cos(03t), is predicted by the model; the power at

high harmonics show sharp dips almost periodic in a superposing dc magnetic field,

revealing flux quantization in the prototype loops in the model. Such oscillation of the

harmonic power in dc magnetic field, P,,,f(Hac), is indeed experimentally observed in

powdered YBa2Cu307. Other experimental aspects also agree with model predictions.

For bulk sintered cylindrical samples, a generalized critical state model is presented. In

this model, the nonlinear electrodynamics are due to flux-pinning, somewhat similar to

low-temperature type-II superconductors, but with a more generalized critical current

densities' dependence on magnetic field m Jc (H)-n2al, with [3 being an adjustable

parameter. Experiments in ac and dc magnetic fields on a sintered cylindrical rod of

YBa2Cu307 yield unambiguous evidence of independent inter- and intragranular contri-

butions to the complex harmonic permeability _,, -- It',,- i It",,. For example, two

- peaks in It"l(H1) are clearly observed, which signify ac absorption by the inter- and

intragranular supercurrents, respectively. These data, together with P,f(Hdc ) , are

explained very well quantitatively by the generalized critical state model, yielding a

dependence on magnetic field of Jc(H) -2-Hloca I for the intergranular component, a

steeper field dependence than for conventional type-II superconductors. Temperature-
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Chapter 1 Introduction

The discovery of high-temperature copper-oxide superconductors by Bednorz and

MOiler [1] triggered an enormous amount of international research effort to understand

" the materials' nature and properties, and to put the materials into application. However,

for application purposes the efforts have encountered many difficulties, including unusu-

ally small critical current densities in ceramic samples [2], and high sensitivity of the

critical current to small r_mgnetic fields. These unusual properties have been ascribed by

many to the granular nature of the materials, and they bear some reremblance to those

of the low-temperature granular superconductors. The latter granular materials, thougb,

have usually been intentionally fabricated to exhibit granularity for the sake of exper-

imental studies. For these materials, granularity is usually only of academic interests.

But for high-tempexature superconductors, granularity may well be something we will

have to deal with, and live with, in practical applications.

To help understand these unusual properties of high-temperature superconductors,

we study the nonlinear electrodynamics of the materials. The nonlinearity may be

due to the granularity of the materials, such as Josephson weak links in the samples

[3][4][5][6], or, from the point of view of conventional type-II superconductors, magnetic

hysteresis [7][8][9]. To be more specific, we experimentally study the materials through

the harmonics they generate when they are driven by a low-frequency ac magnetic field,

while being in a superconducting state. High harmonics are particularly interesting

because they are extremely sensitive to the details of the materials' electrodynamical

. properties such as the dependence of the critical currents on magnetic field. Thus they

provide very severe tests to the theoretical models which we will us_ to help understand

the experimental data. But before we go into details of the theoretical models and the

experiments, let us review some background information in this chapter.
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1.1 High-Temperature Superconductors

Since much has been published in the literature about the high-temperature copper-

oxide type of superconductors [10][11][12], we will only briefly go over some of the

general properties of the two particular compounds reievant to us in this thesis, namely,

YBa2Cu3OT__ and Bi2Sr2CaCu20_.

Y-Ba-Cu-O. Y-Ba-Cu-O compounds were first reported by M.K. Wu et ai [i3] to

be superconducting at an amazingly high temperature: 92 K. The relevant compound

responsible was later identified as YBa2Cu3OT__. The crystallographic structure of

this compound is of the perovskite type. The structure of a prototypical perovskite

compound BaTiO3 is shown in Figure 1.1.1.

The compound YBa2Cu3OT__ exists in tetragonal and orthorhombic phases [12].

The tetragonal YBa2Cu3OT__ ( Figure 1.1.2(a) ) is stable above about 650°C with _ >

0.5. The unit cell dimensions are a = b = 3.90/_ and c = 11.94/_; the structure may be

visualized as being derived from three prototype perovskite unit cells stacked one above

the other along the c-axis. This tetragonal phase can also be obtained at room temperature

by quenching from above -_ 700°C, and it is found to be semiconducting. However,

if instead the temperature is slowly lowered from above -_ 700°C, the compound

will undergo a second order phase transition from the tetragonal to an orthorhombic

phase ( Figure 1.1.2(b) ). It is the orthorhombic phase of YBa2Cu3OT__ which can

supercnaduct. This phase has lattice constants a = 3.80/_,, b = 3.86/_, and c = 11.55

/_,. The a and b axes alternate across an anti-phase boundary which runs parallel to the

[110] direction. Because the magnitudes of the a and b dimensions are so similar, with

2 (b - a) / (a + b) _ 0.01, the a and b occasionally interchange directions during sample

preparation, crystal growth, or cooling down through the tetragonal to orthorhombic

transition. This phenomenon is called twinning, and the twin-planes are the (110) planes.

Because most single crystal and thin-film samples of YBa2Cu307__ are extensively

2
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twinned, they act as though they were symmetric about the c-axis; the anisotropy on

the ab-plane is mostly averaged out. However, the material is very anisotropic in the c-

direction; the effective mass anisotropy parameter "r = (rnc/mab) 1/2 has been measured

to have a value between 5 and 10 [14][15], where rnc and rnab are the Ginzburg-Landau

superconducting effective masses for pair motion along the c-direction and in the ab-

plane respectively. The lower critical field along the ab-plane Ht1, II(T = 0) has been

measured to be 250 + 20 Oe, while along the c-axis Hcl,_k (T = 0) - 850 -t--40 Oe

[16], while the upper critical fields have been derived to be Ht2, II(T = 0) = 140 T and

Hc2,± (T = 0) = 29 T [17]. The penetration depth Aab(T = 0) has been measured to be

1400 A [18], while _11(T = 0) _ 34 A and _± (T = 0) _ 3.8 - 7 A, [19][17], where _11

and (± are the ab-plane and c-direction coherence lengths respectively, so the material

is strongly type-II, with _ - ,k/( >> 1.

Bi-Sr-Ca-Cu-O. Among the copper-oxide superconductors, Bi2Sr2CaCu2Os is one

with the most anisotropic in properties. For instance, using torque magnetometry, Farrell

et al [20] found the effective mass anisotropy parameter -y to have a value of 55 + 5,

substantially larger than that of Y-Ba-Cu-O. That means the effective mass in the c-

direction is about 3 x 103 times as large as that in the ab-plane. The coherence lengths

also show larger anisotropy than Y-Ba-Cu-O, with _11_ 42 ,& and (z _ 1 A [21].

The compound Bi2Sr2CaCu_Os has a critical temperature of about 85 K. lt crystal-

lizes in tetragonal structure, with two formula units per unit cell and lattice parameters

a = b = 3.817 A and c = 30.6 A [12]. The crystallographic structure is shown in

Figure 1.1.3. Because of the tetragonal structure, there is no twinning in the single

crystals or thin-films. This absence of twin bouna,,ries in Bi_Sr2CaCu2Os naturally

. aroused interests in the flux-pinning capability of the compound, since in the case of Y-

Ba-Cu-O, the pinning force in the crystals is often ascribed to the twin boundaries. R.B.

van Dover et al, [22] using I-V measurements, find that at above ,-_35 I,/, the effective

flux-pinning force in Bi2Sr_CaCu2Os, is extremely small. Because of this, the critical
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current density at above 35 K also becomes very small, due to the dissipation caused

by the flux line motion; below _ 20 K, the critical current density is high and only

weakly field-dependent. These authors attribute this behavior to two possible reasons.

The first one is that at above 35 K the pinning force itself may be small, leading to a high

flux-creep rate; the resulting movement of the flux vortices due to the "creep" causes

dissipation and thus reduces the critical current density. The second possible reason is

that the Abrikosov flux lattice may melt at above 35 K, causing its shear modulus to

vanish, so that the few pinned vortices do not prevent motion of the rest of the vortices.

In Chapter 4, we will find that in our Bi2Sr2CaCu2Os single crystal sample, the critical

current density at 77 K, measured by ac susceptibility experiments, is extremely small,

in agreement with the picture of a small effective pinning force.

1.2 Granularity of High-Tc Superconductors

Soon after the discovery of the first high-temperature copper-oxide superconductors,

the materials were suspected to have a granular nature. For instance, transport critical

current densities of ceramic Y-Ba-Cu-O were found to drop by an order of magnitude

when a small dc magnetic field of about 25 Oe was applied to the sample [23]. Many

authors thought the fact that the critical current densities were unusually sensitive to

small magnetic fields was because they were the averaged critical current densities

of the Josephson weak links which existed inside the ceramics and possibly formed

a 3-dimensional matrix. In this matrix is, presumably, formed an array of highly

superconducting grains coupled together through the weak links [2][24]. In support

of this, Esteve et al [25] found that the I-V curves of a nonsuperconducting aluminum

tip and a superconducting ceramic Lai.8.sSr0.1.sCuO4 showed the characteristics of a

Josephson junction, including Shapiro steps upon microwave irradiation, thus proving

the existence of Josephson junctions inside their ceramic Lai.s._Sr0.1._CuO4 sample.
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From susceptibility and magnetic-moment r,_.zasurements on ceramic and powder

samples of (Lal-xBax)2 CuO4_y, MUller, Takashige and Bect,aorz [26] found a quasi

de Almeida-Thouless line [27], D (H,T*), in the H-T space, separating the mag-

netically reversible and irreversible regimes, and obeying empirically the expression

H = 1.17 [1- T* (H)lT(O)] 3/2, where T(0) = 23 K is the critical temperature of

the samples and H is measured in teslas. Since from a theoretical point of view, de

Almeicla and Thouless first derived the line separating ergodic and nonergodic regions

from the spin-glass model, Miiller, Takashige and Bednorz concluded the existence of

superconductive glass state [28] in their (Lai-xBax)2 CuO4_y samples. Moreover, by

equating Ht1 of the superconductive glass to _o/2S, where ¢0 is the flt,x quantum, ahd

finding that the homogeneous superconducting area S was smaller than the grain size,

they concluded that the superconductive glass state existed within the metal!ographically

observed grain size.

This conclusion sparked debates about whether the weak links in the ceramics are

located between the metallographically observed grains or within them, or both ( see, for

example, Ref [29] ). While it is not too difficult conceptually to visualize the existence

of weak links between individual highly-superconducting grains pressed and sintered

together into a ceramic, i.ztragranular weak links are not as simple to explain. One

reason often cited for the possible existence of intra-granular weak links is the smallness

of the coherence lengths in the oxide superconductors. The short coherence lengths

cause weakening of the pair potential at surt_aces, interfaces, and possibly even at twin

boundaries between domains of different crystalline orientations.

Some microwave experiments seem to indicate that Josephson junctions do indeed

. exist at twin boundaries. For example, narrow absorption lines periodic in static magnetic

field were observed by Blazey et al [30][31][32][10] at microwave frequencies in thin

single crystals of micro-twinned Y-Ba-Cu-O. The static field in these experiments is in

the ab-plane, while the microwave field is normal to the plane. The periodic absorption
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lines are believed to be due to microwave-current induced fluxon nucleation in rf-SQUID

structures which naturally existed in the Y-Ba-Cu-O single crystals, probably with the

twin-boundaries acting as Josephson junctions.

In short, according to the superconductive glass picture, Josephson weak links that

exist in the high-temperature superconductors, either inter- or intragranular, together with

the relatively high temperatures at which the oxide superconductors are usually subject

to in experiments, account for the glassy or granular behavior of the materials.

Later, Yeshurun and Malozemoff _33] observed the quasi de Almeida-Thouless line

in single crystals of Y-Ba-Cu-O and thus showed that the line is not only characteristic

of ceramic samples. Also, instead of invoking the more novel superconductiv, glass

model, they argued that the conventional flux-pinning and flux-creep models [34][35]

were able to explain the "glassy" behavior of the crystals, including the empirical fact

that the quasi de Almeida-Thouless irreversibility line obeys ( 1 - T/Tc) oc H2/3, using

simple scaling arguments. They cited the direct flux-line decoration in crystals and the

observation of conventional hysteresis loops interpretable in the Bean critical-state model

[36] as supports for the conventional theories.

However, even in this "conventional" picture, the smallness of the coherence lengths

and the high temperatures also play an important role. This makes one wonder if the

two pictures -- superconducting glass and conventional flux-pinning/flux-creep -- are

really mutually exclusive. Later in Chapter 4 of this thesis, we will show experimental

evidence that, at least for the intergranular medium of ceramic Y-Ba-Cu-O, both the

superconducting glass model and the critical state model are valid and applicable to

describe different aspects of the same system.
,i

In Chapter 2, several models regarding the nonlinear nature of the electrodynamical

behavior of granular and type-II superconductors are developed. These models predict

novel properties including extensive harmonic generation by an applied ac magnetic



field, with dips in the harmonic power as a function of an applied dc magnetic field.

The models also provide methods to quantitatively deduce the critical current densities,

both intrinsic and intergranular in the case of ceramic samples, and to tell experimentally

if there is more than one supercurrent component in a sample. Details about the actual

model calculations are given in Appendices A and B.

Details about the experimental procedures are presented in Chapter 3. The samples

relevant to the data presented in this thesis are listed and described. Actual data

acquisition programs using an AT-compatible computer will be presented in Appendix C.

Experimental _esults, anaJyses, and comparison to models are presented in Chapter 4.

Extensive harmonic generation by the high-Tc compounds is obse:'ved. The dependence

of the harmonic power on dc and ac magnetic lields, and temperature, are measured and

compared to model calculations. The question raised earlier about the novel supercon-

ducting glass model versus conventional critical state model will also be addressed for

the ceramic Y-Ba-Cu-O. Experimental evidence supporting both models simultaneously

will be presented. Evidence proving the coexistence of inter- and intragranular supercur-

rents in a single ceramic sample are given, together with quantitative estimates oi"their

respective critical current densities. The separate transition temperatures for the inter-

and intragranular superconductivity in a ceramic sample are measured and presented. A

summary is given in Chapter 5.



1.3 Figure Captions and Figures of Chapter 1

Figure 1.1.1. Perovskite cubic unit cell showing titanium on the apices and oxygen

in the edge-centered positions. Barium, which is in the body center, is not shown. [12]

Figure 1.1.2. Sketches of the (a) tetragonal and (b) orthorhombic yttrium-barium-

copper oxide unit cells. Oxygens are randomly dispersed over the basal plane sites in

the tetragonal structure. Thermal vibration ellipsoids are shown for the atoms. [12]

Figure 1.1.3. The structure of Bi2Sr2CaCu2Os, sometimes called Bi(2212). [11]
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Chapter 2 Models

In this chapter we introduce two classes of models by which we shall explain our

- experimental data in Chapter 4. The first class of models, presented in Section 2.1,

is designed to explain the nonlinear electrodynamical behavior of powdered high-Tc

samples. It assumes that each grain inside the sample behaves as a superconducting loop.

Due to flux quantization of the loops, interesting properties ,af the powdered samples,

which is modeled to be an ensemble of loops with different areas, are predicted.

The second class of model, presented in Sectior 2.2, is based on and modified

from the crJaical-state model designed originally by C. P. Bean [36] back in the 1960's

to explain flux trapping and dc magnetization hysteresis in low-temperature type-II

superconductors. The model is generalized in this section and will be used later in

Chapter 4 to explain data taken on a bulk cylindrical ceramic YBa2CuaOT_8 sample, a

YBa2Cu307-6 thin-film and a Bi2Sr2CaCu208 single crystal.

2.1 Superconducting Loop Models

In this section, a novel class of models is presented which predicts interesting nonlin-

ear electrodynamical behavior from an ensemble of superconducting current loops with

a wide distribution of loop areas. These models are later used to explain experimental

data of high harmonic generation taken on powdered YBa2CuaOT_6 sample.

The idea of the models is shown schematica!ly in Figure 2.1.1. The metallograph-

ically observed grains in a powdered superconducting sample, Figure 2.1.1(a), are as-

sumed to contain Josephsor_ weak links. Such weak links may be due to twin boundaries,

. cracks in the crystal structures introduced during the various grinding processes, or that

the grains themselves are composed of subgrains which are in electrical contact with one

another through weak links, such as shown in Figure 2.1. l(c). In this class of models, we

concentrate on the junction current density jj which flows through these "intragranular"

11



junctions, which for low fields ( ___50 Oe ) will usually dominate the intrinsic currents.

We assume that this intragranular junction current ,ij can be represented prototypically

by an rf-SQUID-like superconducting current loop, Figure 2.1.1(d); the Josephson junc-

tion in the prototype ft-SQUID represents the weakest link among the possibly many

link: in Figure 2.1.1(c).

In the "zero-order model," a prototype j j loop in the ensemble is assumed to

behave as a lossless rf-SQUID; the normal current component of the two-fluid model

is ignored. The current-phase relationship of the Josephson junction is assumed to be

purely sinusoidal. Also ignored is the self-field generated by the loop-current which

tends to reduce the flux through the loop.

In the "loop model," the possibility and effects of a non-sinusoidal, periodic current-

phase relationship are considered. However, loss is still ignored in this model.

In the "first-order model," loss is introduced into the model by adding a shunt-

resistance across the Josephson junction '_nthe prototype ft-SQUID-like loop. Hysteretic

loss is also made possible by introducing a self-inductance to the loop. This model may

account for some of the loss mechanisms which manifest themselves in the data.

2.1.1 Zero-order model

A superconducting powdered sample is considered to be subjected to parallel and

uniform dc and ac fields, the total applied field being H =Hdc + H1 sin (wt). The

sample is assumed to have no electrical contacts but is surrounded by a solenoid; all

measurements are made from the voltage induced into this "receiver" coil. Each current

loop j.l of the powdered sample is assumed to behave as an idealized superconducting

current loop, with a weak link in its current path, Figure 2.1.1(d). The weak link may

be a Josephson tunnel junction or a point contact. For low fields H < Hcl of the

intrinsic material, the situation will be modeled by an ensemble of superconducting

paths intersected by weak links, the specific prototype being a thin ring-shaped loop of

12



area So in series with a junction of area so, such that the flux due to the applied field is

Soil cos 0 and soil cos ¢, respectively. Note that this geometry is similar to that used

to model rf superconducting quantum interference devices (SQUID's). In the zero-order

model we neglect the flux due to the loop current itself, but reconsider it below in the

first order model. The electromagnetic properties of the sample are then predicted by

taking suitable averages over a distribution of areas So , so and orientations O, ¢. Let

us define the dimensionless quantifies

2rrSoHdc cos 0 2rSoH_ cos 0
hdc =-- , hl =--

_o fro ' (2.1.1)
7rsoH cos ¢

rf0

where rf0 is the flux quantum and hdc / 2rr is just the number of flux quanta in the loop

due to Hdc, etc. The applied field induces current in the prototype loop, which, for a

tunnel junction is given by the Josephson current-phase relation

I (t)= Ic sin (3'(t)) , (2.1.2)

where _,(t) = ha_ + hl sin¢ot, and Ic is the junction critical current. We assume that the

junction area so is sufficiently small that the diffraction term [sin rl/rl] _ 1, and consider

only the Fourier components of sin % arising from flux quantization of the loop"

Ilo = IcJo(hl)sin(hdc),

{ 2IcJ_ (hl)sin(hdc)COS(nwt), n even, (2.1.3)Itri = 2IcJn (hi) cos (hdc) sin (na.,_), n odd,

where Jn (hl) is the Bessel function of integer order n.

We assume that each superconducting loop with area So induces a receiver coil

harmonic signal voltage vn (t) proportional to So cos0 dItn/dt. K the sample were

. composed of only one loop the signal power P (nw) o_ v_ for N1 harmonics would

be periodic in Hd_ due to flux quantization, with period /_hec = rr, i.e., AHdc =

_0/(2S0 cos 0) between dips, corresponding to the period of cos 2 hdc or sin 2 bdc. We

characterize the ensemble of current loops by a uniform distribution qf orientation angles
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and an area diswibution function F (A), with A - S/So. Ali the loops are assumed to

be coherently driven, so that the total signal voltage _'n (t) at some harmonic n_, can

be represented by the algebraic sum of all vn (t). The sample-average sigra_l amplitude

(]_) is computed by the expression,

c_ 1

(I'n) -- _ dA AeJn (Ahl)cos(Ahdc)F(A)de, oddn; (2.1.4a)
A=6 e=O

oo 1

/(I,;_) = _ dA AeJn (Ahl)sin(Ahdc)F(A)de, even n; (2.1.4b)
A=6 e=0

where e -- cos O and V is the normalizing factor f f F (A)sin O dA dO . For later

reference we also include the average sample magnetization (Mz) computed under the

same averaging assuwptions, using the dc current term/to in Eqn. (2.1.3)

oo 1

(._lz) -- GVtotc-TCf dA /eA sin(Ahdc) F(A) de , (2.1.5)
A=_ e=0

where Vtot is the total volume of the sample.

To examine the effects of averaging on P(nw) vs hdc, we take as an example a

Gaussian distribution function for loop areas

F (.4) = exp (2.1.6)

peaked at A = 1, or S = So, with standard deviation a. First, to represent a single loop

we taxe a = 0, and cos 0 = 1 in Eqn. (2.1.4) and compute P(nw), plotted in Figure

_ 2.1.2(a), which shows the expected periodicity Ahdc = zr; this plot is valid for ali values

of ac field amplitude hl and odd n. Next, for standard deviation cr = 2, hl = 5, and

n = 1 we compute P(nw), plotted in Figure 2.1.2(b). We see that the periodicity is

, "averaged out" for a distribution of areas and orientations. However, for large values of

n the result is different. For cr = 2. hi = 5, and n = 15, we compute and plot P(15,0

in Figure 2.1.2(c), finding deep and almost periodic dips, with an average dip spacing

Ahd_ = 1.03. If we omit the averaging over 0 in Eqn. (2.1.4) the plot is essentially
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the same as Figure 2.1.2(c), with Ahdc smaller by 1.5 %. For increased a, the plots

are very similar, with decreased Ahac; the pattern converges for a > 2. Essentially,

the same behavior is found for other values of n, with Ahd_ c_ n -1 for n >> 1. If we

include the [sin r//77] term in Eqn. (2.1.2), the computed shapes of P(nw) for small n

are modified to an extent depending on the distributions of S and s. However, for large

- n, the shapes are not sensitive to the details of either S and s distributions, as long as

they are monotonically decreasing at large areas.

The principal result of the rf-SQUID model is that this model of powdered high-

temperature superconductors, even with a broad distribution of areas and grain orienta-

tions, predicts sharp and almost periodic dips in the harmonic power as the dc field is

varied, perhaps giving evidence of an effective flux quantization arising from the loop

of the model. One would have naively expected the periodic flux quantization of the

individual loops to be generally averaged out by the wide distribution of loop areas, this

is not so for high harmonics. Other distribution functions F (A) also yield sharp dips in

P(nw) vs. ha_ for large n. At this point it is instructive to observe that the distribution

function F (A), assumed to be a Gaussian for illustrative purposes in Eqn. (2.1.6), can

instead be experimentally determined by a second independent measurement: the dc

magnetization M (H); this quantity is predicted by the model in Eqn. (2.1.5). lt is gen-

erally found by many observers ( see, for example, [23][37] ) that M (H) in low fields

( H < 25 Oe ) shows initially a linear behavior and then saturates. We approximate

this behavior by the simple analytic expression

_af(Hdc ) ,_, tanh (Hdc" -_I0 -_ ] , (2.1.7)

. where H' is the field where saturation begins. In order to get an analytical Fourier sine

transform from this dc magnetization expression, Eqn. (2.1.7) is further approximated as

_I (Hdc ) sinh (_Hdc / H' )
(2.1.8)

-"_IO cosh (Hdc/H') '
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with ( smaller than but close to one. If we equate this "empirical" result with Eqn.

(2.1.5), the function F(A), with ( < 1, is determined [38]; in the limit of ( --_ 1_,

sinh (A rr/ 2)

F(A) = A [cosh(Arr)- 1]" (2.1.9)

This distribution function will be used in Chapter 4 to fit the experimental data.

2.1.2 Loop model

We now explore the possibility that the current-flux relation of the individual

prototype current loop is not sinusoidal, as in Eqn. (2.1.2), but still periodic with period

rf0. There are several conceivable cases in which this occurs: (i) The current-phase

relation of the weak links may deviate from the pure sit_usoidal form of Eq. (2.1.2),

which was derived by Josephson for the case of a weakly coupled tunnel junction; (ii)

the prototype loop has a large number of identical junctions, and the change in the loop

current is then controlled by the change in phase-winding number of the loop rather

than by the current-bhase relation of individual _unctions; (iii) screening by the loop

current effectively gives a skewed periodic current-applied flux relation, as in the case

of rf-SQUIDs; and (iv) there may be current loops which simply are superconducting

without any junction or weak link in their paths. We now consider this last special

case, although the results should be applicable to the others. Fluxoid quantization in

a loop requires that

f H-\ 2e ] v. = n =0.1,2, .... (2.1.10)
dS + dl 72(I)0,

S l

which, for a thin ring of radius R, yields the velocity v of the superconducting electrons

and, hence, the current density lt -_ t, = h (r_ - ¢/¢0) / (m* R) , where ¢ = H_R 2

is the applied flux through the ring. The kinetic energy is proportional to (n - q/¢0)2

As the flux q_/q_0 is increased we allow n to switch from n = 0 to 1, etc., maintaining

the system in a minimum kinetic energy state. The current It is then a sawtooth function
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of ft/rf0 which we write as the Fourier series

OG

(_1) m+lI,-- Z sin (2.1.11)
m \ % )'m=l

with 2tfr/rf0 to be identified with hdo + hl sin(wf) in Eqn. (2.1.1). Following the

same procedure used to obtain Eqn. (2.1.4), we use Eqn. (2.1.11) to find, for odd n,

- the sample-average signal voltage components

oo 7r/2

(Vn) - _ dA A cosO,ln (mAhl) (2.1.12)
m=l 0 0

x cos(mAh&) F(A) sin0d8 ,

where for convergence we have replaced 1/rn in the summation in Eqn. (2.1.12) by

exp (-rn + 1) to round ¢_ffthe high harmonics of an otherwise infinitely sharp sawtooth.

From Eqn. (2.1.4), one can see that the zero-order model is merely the first term of Eqn.

(2.1.12). Plots of P(nw) vs. hdo computed from Eqn. (2.1.12) are found to be quite

similar to the zero-order model; however, at small values of hl the loop model predicts

additional structures. Shown in Figure 2.1.2(d) is P(2w) vs. hdc computed from Eqn.

(2.1.12) for hl = 0.5. This is to be compared to P(2w) for the zero-order model, Figure

2.1.2(e), computed for hl = 0.5 and the same F(A) as Figure 2.1.2(d).

2.1.3 First-order model

Note that the models in Section 2.1.1 and 2.1.2 do not contain any source of

dissipation. For n = 1 the model signal voltage ( ,-_ cos wt ) is just in phase with

the leakage signal dHac/dt _ coswt; these models do not yield an imaginary part of

the complex susceptibility, which is neither realistic nor in agreement with the data.

So far we have made the assumption that the self-induced flux due to the current

. circulating in the loop could be neglected. We have also neglected the resistive current

flowing in the loop. However, these assumptions ignore dissipation in the sample which

can be caused by either the resistive current or bulk-pinning hysteresis. A result of these

assumptions is that Eqns. (2.1.3) only give the inductive components in the receiver
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coil signal. As an attempt to describe the system more realistically, we generalize the

zero-order model by assigning a self-inductance to the loop and adding a resistance R in

shunt with the junction. The loop current is then given by I (t) = Ic sin 7 (t) + I/"/R

where V = (h/2e)dT/dt and 7 =hdc + hl sin(wt)-2rrLI/_o. Combining these

expressions one obtains

1 di1 1
= {sin[hale + hl sin(wt)- LoI1] - I1 }

a_ dt _Lo (2.1.13)

(h_0)
+ cos (wt) ,

where I_ - I/I_ , _ - t_ / 2eR/c, Lo - 2rrLIc / e_o. For given values of parameters

hdc, hl, _, and Lo and loop area S = ASo, Eqn. (2.1.13) is nomerically iterated to yield

dI1/dt. This quantity is averaged over a Gaussian distribution of areas, Eqn. (2.1.6),

with Lo assumed to vary as A 1/2 , to obtain (V (t))A, then the spectral components

of which are computed using a fast Fourier transform algorithm, yielding real and

imaginary components Wreat (no_) and _/_rnag (nta). The corresponding power P (nw)

is plotted versus h,/c in Figure 2.1.2(f) for n = 15, hl = 5. Although there is a clear

correspondence with Figure 2.1.2(c), one sees that now the inductive and dissipative

terms have a different dependence on hac so that the dips have a more complex pattern.

2.2 Generalized Critical State Model

In this section, we review the critical state model which was proposed originally by

C. P. Bean [36] to explain flux trapping and dc magnetization hysteresis in conventional

'type-II superconductors. We also introduce a generalized version of the model which

will be more suitable to explain the experimental data on high-Tc superconductors.

Let us suppose a type-II superconductor penetrated by a magnetic field H > He1.

When this magnetic field is first applied, it induces a bulk screening current in the

superconductor. This current will be given by

(2.2.1)
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and it will try to prevent the flux lines nucleated at the surface from moving into the

superconductor. The magnetic field will penetrate in the form of Abrikosov flux lines,

ie. "vortices" or "fluxons"; the flux density in the sample is clearly not spatially uniform

because of the current. The magnetic energy per unit volume, or the magnetic pressure

exerted by the flux lines on one another, is HB/8r. In the case when the distances

- between flux lines are small compared to the penetration depth, A, this magnetic energy

HB / 87r is equal to the interaction free energy density of the flux lines. This would

mean that the force on the flux lines per unit volume would be given by the gradient of

the interaction free energy density _Fint = -B x V x H / 47r = J x B / c, ie., the

Lorentz force; the force per flux line is then J x _0 / c per unit length, where _0 has

a magnitude of the flux quantum hc / 2e and the same direction as that of the flux line.

Throughout this thesis, we will assume a linear relation between B and H: lteff -- B/H.

For an intrinsically nonmagnetic homogeneous material, tte.fy -- 1.

The interaction between flux lines is relatively long-ranged. Because of this, local

perturbations of the line density are very unfavorable energetically; simply putting in

locally one extra flux line costs an energy of the order of Hfr0 per unit length, much

greater than the energy available from any reasonable pinning centers [34]. Thus on

a length scale smaller than the penetration depth, the density of the flux lines is well-

defined. In the case of a granular superconductor, it will then be reasonable that if the

intergranular medium's penetration depth 3,j is greater than the typical grain dimension,

a, then the local flux line density, or magnetic induction, B (r) should be well-defined

in spite of the granularity and the intergranular medium can be treated as a continuum

type-II superconductor with an effective permeability

- B(r)
ltef y = (2.2.2)

H(r)

Here the overline stands for an average over a volume scale larger than a3, but much

smaller than the sample volume. This effective permeability reflects the ratio of the
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volume of the intergranular weak link region to the total volume of the sample. The

intergranular weak link region's volume is dependent on temperatare because it includes

the London penetration depth of the highly superconducting grains. Thus for a granular

superconductor [39],

I.Zeff (T) = fn + fs 1 - F Ag (T) ' (2.2.3) "

where f,_ and fs are the nonsuperconducting ( including voids ) and superconducting

volume fractions, respectively, and f, + fs = 1. Rg and Ag are the grains' (averaged)

radius and London penetration depth respectively, and F (Rg / Ag) is the factor by which

the magnetic flux penetration suppresses a grain's magnetization below that expected

for complete Meissner-state flux exclusion.

If the flux lines are not pinned, the Lorentz force, Jft0 / c, acting on them will cause

them to flow. In the steady state of the flux flow, the Lorentz force on the flux lines

will be balanced by the viscous drag exerted by the material of the superconductor on

the vortices, and a constant flow velocity will be attained. The work done against the

viscosity will appear as an emf against the current. This is the origin of the flux-flow

resistivity in type-II superconductors.

If, however, the flux lines are somehow immobilized in the superconductor, zero

resistance will be allowed. Defects and other pinning centers in the material, for instance,

may be able to trap the flux lines and thus fix them in their positions. When a transport

current (as distinct from the supercurrents around the flux vortices) is flowing in the
4"

superconductor, the resulting Lorentz force will try to depin the flux lines from their

pinning sites. Thus the Lorentz force density being smaller than the pinning force

density a, J B / c < a, is the requirement for dissipationless current flow in the type-II

superconductors. Note that for simplicity, we have ignored all possible thermal effects in

our discussion such as thermally activated flux creep, which is still an unresolved issue.

2o
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In the critical state model, it is assumed that wheo the external magnetic field

applied on the type-II superconductor is changed, a current will be induced in such a

way as to oppose a corresponding change in the density of the magnetic flux through the

. superconductor. For instance, if the superconductor has been cooled in zero magnetic

field ("zero-field-cooled") and the external field is subsequently increased from zero to a

" certain, positive value larger than the lower critical field Hcl, current will be induced to

reduce the amount of flux vortices, which are nucleated at the surface, penetrating into

the material. On the other hand, if flux vortices already exist inside the superconductor

due to previous application of magnetic field, reducing the external field, say to zero,

will not cause ali the penetrated flux to exit the superconductor, because current will be

induced to prevent some of the flux from getting out.

Another assumption of the critical state model is that the current density induced by

a changing field will be equal to the (local) critical current density of the material. That

is to say, the current is induced to such a value that the Lorentz force density on the

flux lines is equal to the flux pinning force density o_:

3"cB / c = o_. (2.2.4)

This value of current density is the maximum value at which a dissipationless current

flow is still allowed; beyond that is the resistive flux-flow regime. Hence, this maximum

supercurrent density Jc is called the critical current density. Eqn. (2.2.1) can then be

rewritten as

. Because of this finite value of critical current density, the type-II superconductor has a

limited ability to screen or trap flux. For instance, in case of an increasing external

field applied on a zero-field-cooled sample, it can only screen the penetrating flux

up to a certain depth into the material; the flux density will, in this case, decrease
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from a maximum value at the surface, to zero after penetrating a certain depth. When

the external field is fu_"ther increased, the supercurrent already flowing in the surface

layer, being at its critical value, cannot prevent more flux lines from penetrating further.

However, supercurrent will then be induced in a region deeper into the sample which

has previously been unexposed to the flux vortices, and will stop the penetration of the

flux vortices at this deeper level. At some point in increasing the external field, the "

penetrated flux front will reach the center of the sample, and supercurrent will begin

to flow throughout the sample. The external field at this point is of significance in

experiments presented later _qd is denoted by H*. As will be mentioned in more detail

later, in an ac susceptibility experiment, the dissipative component X" of the complex

susceptibility _ = X' - iX" will attain a peak at H* when measured as a function of

ac field amplitude Hl. For convenience, we will refer to H* as the "penetration field."

In the original Bean version of the critical state model, the critical current density

is assumed to be independent of the magnetic field. For a cylindrical geometry, Eqn.

(2.2.5) can then be written as

dH 4rr

dr - -4-n Jc = constant, (2.2.6)C

where the sign is determined by the direction of the supercurrent flow in the local region,

or, in other words, by whether the local current is trying to screen out or to trap in flux

vortices. Because Jc is taken to be constant, both the magnetic field H and the flux

density B are linear as a function of the radius. In Figure 2.2.1(a), the field profile

is plotted across the sample for several values of increasing external field. Note that
w

when Her.t = H*, the flux front reaches the center. In Figure 2.2.1(b), the external

field is assumed to have been reduced back to zero from a non-zero maximum field

value Hma,. Flux is trapped in the sample, indicated by the shaded area. Flux trapping

such as this would account for hysteretic behavior in dc magnetization measurements

of type-li superconductors.

22



The critical state model was later extended from the Bean version by Kim and

Anderson to cases in which the critical current density is dependent on the local

magnetic field. They, instead of taking Yc as a constant, assume a constant flux

pinning force density, c_, in the sample. Thus the critical current density can be

written as Jc (H) = cec/ (_eff IHI). To prevent the singularity of Jc at H = 0.

" a phenomenological parameter H0 is added to the Jc expression:

ceC

Jc (H) = . (2.2.7)
# sf (IHI + H0)

The critical state equation in the cylindrical geometry then becomes

dH (r) 4rro_
= 4- (2.2.8)

dr FeSS(lH (_)1 + g0)'

For a conventional type-II superconductor, Anderson [34] estimates that the positive

parameter H0 is of the order of fro/(#ef.f ,_2), and its appearance in Eqn. (2.2.7) is due

to the discreteness of quantized flux; any movement of flux must involve a minimum

value of fro. When applied to the intergranular medium of a granular superconductor,

presumably containing Josephson weak links between the grains, H0 is estimated to be

of the order of fro/(#efr so), where so is a characteristic area for the weak links [40].

While Eqns. (2.2.7) and (2.2.8) have been rather satisfactory in explaining dc

magnetization measurements on conventional type-II superconductors, there has been

evidence that Eqn. (2.2.7) may not be an accurate enough description for the transport

critical current density measured in ceramic high-temperature superconductors. For

example, in Ref. [41], it is found that the critical current density Jc measured by
"4

H-2transport experiment on a ceramic Y-Ba-Cu-O drops as ,-_ upon the application

. of a dc magnetic field. In terms of Eqn. (2.2.7), it would seem that the flux pinning

force density o, is itself a function of magnetic field. In order to generalize the critical

state model to accommodate this possibility of the H-dependence of ce, and to include

the Bean version, Kim-Anderson version and the empirical J_ ,_ H -2 relation with a
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minimum of parameters, Eqn. (2.2.7) is generalized to [42][9][43]

Jt(H) = _(H) c __ a' c (2.2.9)
tuff(IHI + Ho) (IHI + Ho)_ '

with/3 an adjustable parameter, and where a' is taken to be a field-independent parameter.

Eqn. (2.2.8) will then become

dH (r) 47ra'

dr = =k )/_ . (2.2.10)(lH (r)l+ H0

Note thatwhen /3= 0, Eqn. (2.2.10)willbecome theoriginalBean version,Eqn.

(2.2.6);when /3= I,itwillbe theKim-Andersonversion,Eqn. (2.2.8).From Eqn.

(2.2.10),thepenetrationfieldH* can be derivedas

...2._

,,"-[-0+ + H0. (2.2.11)

The fulldetailsof thecalculationwillbe giveninAppendixA. For thespecialcase

of theBean-version,

471"

H* = w JcR ; (2.2.12)
c

and for the Kim-Anderson version,

1

H* = H 2 + - Ho. (2.2.13)
#ef/

TO illustrate the differences from the Bean version introduced by the H-dependence

of Jc, field profiles for several values of external magnetic field are plotted for the Kim-

Anderson model in Figure 2.2.2(a) and (b), and for the generalized model with/3 = 1.8,

and H0 = 3 in Figure 2.2.2(c) and (d).

According to the critical state model, when a type-II superconductor is subject to a

purely sinusoidal ac magnetic field [44], say

Hac (t) = H1 cos(cot) , (2.2.14)
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the magnetization of the sample will traverse a minor hysteresis loop. Because of this

hysteretic behavior, the dependence of the total flux in the superconductor on time

is nonsinusoidal. In Ref. [36], Bean predicts from Eqn. (2.2.6) generation of odd

harmonics of the driving frequency in the voltage signal picked up by a secondary coila,

tightly wound on a cylindrical specimen with a constant Jt"

I/"(t) = l,q cos(wt - "7) + Va cos(3wt) + V5 cos(5wt) + ... , (2.2.15)

where

I,_ = 1.088 V3 (2.2.16a)

"2wH21NR]I'_ = - rrJc x 10-8 volts (2.2.16b)

= (n - 2)(n + 2) Va, (2.2.16c)

where, in Bean's particular derivation, H1 < H °, and where N is the number of turns of

the secondary coil and R is the radius of the sample. That the Bean version predicts only

odd harmonic generation is due to the assumption that Jc is independent of H. For the

Kim-Anderson version [351145], Eqn. (2.2.8), or our generalized model, Eqn. (2.2.10),

even harmonics are also predicted in addition to the odd ones when the dc magnetic

field superposed on the ac field is non-zero.

In order to clearly explain how we are going to use the generalized critical state

model to explain our experiments, let's for the moment take an experimental viewpoint.

For a long cylindrical sample of radius R in a coil of N turns, in general one can write

the pick-up voltage signal as

NrrR 2 d

V (t) = c dt (B (t)) , (2.2.17)

where (B(t)) is the flux density averaged over the cross-section area of the sample,

R

PeYl f H (r,t) 2rtr dr(B = (2.2.18)
,1

0
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Note that the field value H (r, t) itself already represents a spatial average of the

microscopic magnetic field values over a volume greater than the average grain size

but much smaller than the sample.

One can write Eqn. (2.2.18) as a Fourier expansion .
CO

(B(t)) = {B&) + #eyyH1 _ [#_cos(nwt) + #_sin(nwt) ] , (2.2.19)
n-'l "

where
T

, w f (B(t))cos(nwt) dr,
I'Zn = rr#efr H1 qd

0

T (2.2.20)

tt t.a.' /

#, = (B (t)) sin (ru_¢) dt
rr#eH H1

0

are the components of the complexharmonic permeability; in most previous experiments

only the rz = I components were considered. From Eqns. (2.2.17) and (2.2.19), one

obtains

CO

V (t) = #eYY 17oZ n [I.Z'nsin(nwt) - t.z_cos(nwt)] , (2.2.21)
n=l

and

Vo = 1-NrrR2Hlx (2.2.22)
c

is the amplitude to the pick-up signal in the absence of the sample. We note that

the complex permeability _n = #_- i#_ is related to the complex susceptibility

Xn = _'_n-- iX_ by the relations #l = 1 + 4rr_l, and/_n = 4rr_n for n > 1.

To compare the experimental data with the model, Eqn. (2.2.10) is solved analyti-

cally to find H (r) as a function of the instantaneous applied magnetic field

Happ (t,) = H (r = 1:l,t) = Hac + H1 cos (a.,t) , (2.2.23)

for 0 < r < R, 0 < t < 2rr/a.,. From this we derive the analytical expressions for the

magnetic flux in the sample

¢(Havv(t),t) = rtr 2 (B(Happ(t),t)) , (2.2.24)
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and its time-derivative d_/dt, where (B(t)) = (B(Havv(t),t)) is defined by Eqn.

(2.2.18). From a discrete time series (number of points = 2048) of d_/dt we used

a fast Fourier transform [46][47] to compute the Fourier components /_n and #_ in

Eqns. (2.2.19) and (2.2.21), as functions of the experimentally known parameters

(Hdc, Hl, R). However, because H* is readily measured experimentally as the peak

- position of #_t(Hl), this leaves only two independent parameters, /3 and H0 in Eqn.

(2.2.10) to be selected by fitting the computed/_,_ to the data. The analytical expressions

relevant for the model calculations will be presented in Appendix A.

Details of the harmonic signals predicted by the generalized critical state model as a

function of dc and ac magnetic fields will be given in Chapter 4 as fits to experimental

data. In essence, the harmonics contain information on the details of the penetrated

flux profile in the sample and, hence, the critical current dependence on magnetic field,

Jt(H).

As for the fundamental mode signal, the in-phase signal V0#_ ("in-phase" defined

to be sin(wt), which is the phase of the leakage signal induced by dHac(t)dr) is

proportional to the flux in the sample when the applied ac field is at the peaks, as

illustrated by the shaded area in Figure 2.2.3(a) [48]. The out-of-phase signal _0/z1,'," "

though, is proportional to the flux trapped in the sample as the ac field crosses zero, as

in Figure 2.2.3(b). In fact, the out-of-phase component of the fundamental permeability

Fz'_'is related to the ac loss in the sample per unit volume per cycle of ac magnetic field

[49], denoted by I_, by

li r_/t jI_l o

" 4"7 = X - r_H_ " (2.2.25)

. it will then not be difficult to see that when the ac magnetic field amplitude is larger

than the penetration field, H1 > H*, the rate of increase of I'_], as a function of H1 is

not as fast as when H1 < H*. In fact, according to the critical state model, p'( shows

a peak at H* when calculated as a function of the ac field amplitude Hl, regardless of
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the different versions. This peak of #1 is directly measurable in experiments and thus

reduces the number of unmeasurable fitting parameters in our generalized critical state

equation, Eqn. (2.2.10), from three to two, namely B and H0.

Finally, we mention that while the generalized critical state model will likely be .

appropriate for dense sintered samples, thin films and crystals, it is not expected to be

valid for 1_.e intergranular component for ( loosely p:tcked ) powdered samples, which

cannot support bulk, macroscopic circulating currents.
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2.3 Figure Captions and Figures of Chapter 2

Figure 2.1.1. (a) The metallographically observed grains in a powdered copper-

. oxide superconductor are modelled to behave as (b) an ensemble of superconducting

loops with different loop areas and orientations. (c) MetallographicaUy observed grains

" may be composed of subgrains in electrical contact with each other through weak links.

(d) A prototype superconducting loop in the ensemble (b), modeling the grain (c). The

loop has area So and junction area so.

Figure 2.1.2. (a) Harmonic power P (nw) versus ha_, computed from Eqns. (2.1.4)

and (2.1.6) with cr = 0, corresponding to a single loop, with no averaging; figure is

valid for ali values of hl and odd n, and shows periodicity Ah,ic = rr due to flux

quantization of the loop. (b) Harmonic power P (nw) versus hdc computed from Eqns.

(2.1.4) and (2.1.6) with cr = 2, hl = 5, and n = 1; sample averaging washes out

the sharp dips of (a). (c) Harmonic power P (15w) versus ha_ computed from Eqns.

(2.1.4) and (2.1.6) for cr = 2, hl = 5, and n = 15; sample averaging does not wash out

the sharp dips. (d) Harmonic power P (2w) versus ha_, computed from Eqn. (2.1.12)

for n = 2, hl -- 0.5, and a monotonically decreasing distribution function F (A). (e)

Harmonic power P (2,;) versus ha_, computed from Eqn. (2.1.4) for n = 2, hl = 0.5,

and same F (A) as in (d). (f) Harmonic power P (15w) versus ha_, computed for the

first-order model, Eqn. (2.1.13), with hl ---- 5, _z -- 0.3, and Lo = 0.35, using F(A)

from Eqn. (2.1.6) and _r = 2.

Figure 2.2.1. (a) A plot of local magnetic fields H (r) for a long cylinder of radius

R according to the Bean model, Eqns. (2.2.6) and (2.2.12), for applied magnetic field

. equal to 0, 0.5H*, H*, 1.5H* and 2.0H*. (b) A plot of local magnetic fields H (r)

according to the Bean model after an external magnetic field of Hmaz has been applied

and then removed. The shaded area represents the fact that magnetic flux is trapped

after the field is removed.
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Fi_tre 2.2.2. (a) A plot of local magnetic fields H (r) for a long cylinder of radius R

according to the Kim-Anderson model, Eqns. (2.2.8) and (2.2.13), for applied magnetic

field equal to 0, 0.5H*, H', 1.5H* and 2.0H*. (b) A plot of local magnetic fields

H(r) according to the Kim-Anderson model after an external magnetic field of Hmaz

has been applied and then removed. The shaded area represents the fact that magnetic

flux is trapped after the field is removed. (c) Same as (a), except that the generalized

critical state model, Eqns. (2.2.10) and (2.2.11), is used, with _3= 1.8, H0 = 3.0. (d)

Same as (b), except that the generalized critical state model, Eqn. (2.2.10), is used,

with 3 = 1.8, H0 = 3.0.

Figure 2.2.3. (a) The instantaneous flux distribution in a cylindrical specimen at the

time the ac field/'/ac (t) = H1 cos (wt) is at its peak. (b) Instantaneous flux distribution

at the time when Hac (t) = 0. The signal from the detector is proportional to the shaded

area whether the flux profile is linear or not. [48]
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Chapter 3 Experimental Procedures

In this chapter, details of the experimental procedures will be presented. In Section

• 3.1, the samples used in the experiments presented in this thesis and relevant publications

will be listed and described. In Section 3.2, details about the experimental setup and

apparatus will be presented. A table will be given which provides information about the

magnetic coils used in the experiments. The data acquisition system will be described

in Section 3.3. Actual computer codes written for automated data acqusition will be

presented in Appendix C.

3.1 Samples

In Table 3.1.1, the various samples used in the experiments are listed by sample

numbers.

Table 3.1.1 Samples zsed in the experiments.

Sample Type of sample Dimensions Source
number

C-15 YBCO powder Grain radii range Zcttl Group at
from below 1 to 10 Berkeley

microns.

C-46N YBCO ceramic cylinder 3.07 mm diameter x National
density = 546 g/c.c. 22.9 mm length Superconductor Inc.

(Catalog No.
B-4015C)

i i

C-48B 1 volume of YBCO powder Grain radii range Same original batch as
mixed with 1 volume of 1 from 1 to 60 C-46N

micron grit and 1 volume microns, with rough

of 0.1 micron grit alumina average of about 10
v

powder microns.

C-50 BSCCO(2212) single (approx.) 2.8 mm x Zettl Group
- crystal 3.3 mm x 10

microns thickness

C-51 pulsed-laser ablated YBCO (approx.) 3 mm x 3 Paul Berdahl Group at

thin-film deposited on mm x .5 micron Lawrence Berkeley

strontium titanate thickness Laboratory
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The YBa2Cu307__ ceramics and powdered samples were produced either by Pro-

fessor Alex Zettl, Dr. Lincoln Bourne, and Mr. C. M. Kim here at Berkeley, or by

National Superconductor Inc. The ceramics were made by standard procedures [50]

of grinding together stoichiometric mixture of Y203, BaCO3 and CuO, calcinating in

oxygen, sintering, and finally annealing in oxygen. The powdered samples, C-15 and

C-48B, were made from the ceramic by grinding the latter in an agate mortar. Ceramic

samples in cylindrical forms, such as C-46N, were made by cutting them first into rect-

angular shape of appropriate dimensions, and then rolling them on fine A1203 paper

into cylindrical shape of the desired radii.

The Y-Ba-Cu-O thin-film C-51 was made by pulsed laser ablation on SrTiO3 by Dr.

Paul Berdahl, Dr. Richard Russo and Mr. Ron Reade at Lawrence Berkeley Laboratory.

lt is about .5 pm thick and its diameter is _.. 3 mm, and is oriented with the c-axis

perpendicular to the plane of the film. lt has a critical temperature of 87 K.

The Bi-Sr-Ca-Cu-O single crystal C-50 was made by Professor Alex Zettl, Mr.

Gabriel Bricefio, and Dr. Angelica Behrooz at Berkeley. The crystal-growing procedure

is described in detail in Ref. [51]. The crystal size is about 2.8 x 3.3 mm 2, with a

thickness of ,-_ 10 pm. Its transition temperature, both by four-probe dc resistance and

dc magnetic susceptibility measurements, is approximately 88 K; full resistive transition

width is of order 2-3 K.

3.2 Experimental Setup

qr

The method we use to study nonlinear electrodynamical behavior consists essentially

of subjecting a high-temperature superconducting sample to an ac magnetic field gener-

ated by a copper solenoid, and observing and investigating the responses of the sample

through the voltage which the sample induces into a surrounding copper "receiver" coil.

A dc magnetic field and a slowly scanning magnetic field may be added coaxially onto
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the ac magnetic field. The total applied field is thus

Happ(t) =Hdc + H1 coswt + Hsca,(t). (3.2.1)

All the fields are produced by coaxial copper solenoids immersed in liquid nitrogen

and thus kept at 77 K for temperature stability. The nitrogen Dewar is encased in

- an annealed hypernom magnetic shield, which reduces the residual Earth's field to the

milliOersted range.

A diagram of the experimental setup is shown in Figure 3.2.1. Specifications of the

magnetic coils used are listed in Tables 3.2.1 and 3.2.2.

Table 3.2.1 Coils used in the experiments (I).

Coil Purpose Wire size No. of layers

1 AC magnetic field No. 32 4
("Transmittor coil")

2 Slow scanning magnetic field No. 36 32

3 DC bias magnetic field No. 32 6

4 Additional DC magnetic field No. 36 4

5 Signal pick-up coil No. 36 4
(Top "receiver coil")

6 Balancing coil No. 36 4+
(Bottom "receiver coil")

i

The ac magnetic field [44], Hat(t) = Ha cos(wt) , has a frequency range of

f = _/27r _ 102 to 10_ Hz. The field is produced by a copper solenoid 10.2

cm long and 1.74 cm diameter, its number of turns is 1667, divided into four layers

and its inductance is about 8.2 mH (Coil #1 in Tables 3.2.1 and 3.2.2). The drive-coil

is driven by a very stable, synthesized function generator (HP model 3325A). In case a

. high ac field (30 < H1 < 600 Oe) is required, the function generator will drive the

solenoid through a very linear NAD ac power amplifier ( model number 2100 ), which

has residual harmonic power at about 80 dB below the fundamental mode. In order

to prevent overheating or even burning the ac-drive-coil when high ac field is being
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Table 3.2.2 Coils used in the experiments flI).
i

Coil Length Diameter Coil constant Resistance No. of
(inner) at room turns

temp
,v,,

1 10.2 cm 1.75 cm 186.30e/A 52 ohms 1667

(4.00 inches) (0.687 inches) (at 85 Hz)

2 11.0 cm 3.56 cm 2508.6 Oe/A 3.89 22661 .

(4.35 inches) (1.40 inches) kilo-ohms

3 11.0 cm 3.31 cm 328.50e/A 166 ohms 2938

(4.35 inches) (1.30 inches)

4 11.0 cm 3.18 cm 318.90e/A 404 ohms 2892

(4.35 inches) (1.25 inches)

5 1.25 crn 1.1 cm N/A 17.5 ohms 324

(0.5 inch) (" 0.45 inch)

6 1.25 cm 1.1 cm N/A 17.9 ohms 341

(0.5 inch) (-0.45 inch)

generated, special attention has been paid to ensure proper circulation of liquid nitrogen

around the coil, since the cryogen is constantly being boiled into gaseous form by the

coil when it is generating high ac fields.

For measurements of harmonic power versus superposing dc magnetic field, the

"dc" field is scanned at a cycle time larger than or equal to 100 seconds, using Coil

#2 in Tables 3.2.1 and 3.2.2 . This scanning field Hscan (t) is produced by another

HP3325A synthesizer, which can produce a sawtooth waveform. The maximum span of

the scanning dc field is about + 100 Oe. If more dc field is required, it can be provided

at a fixed value by solenoids Coil #3 and #4.

The signal voltage induced by the superconducting samples into the receiver coil is

of the form I,'(t) = y" I,_(t), where In(t) = An sin(nu,,t) + Bn cos(naJt), n =

1, 2, .... The signal voltage can be processed by an anaiog spectrum analyzer with

a 100-dB dynamic range (HP model 3585A) , to yield the power spectral components

P(nf) o¢ (A_ + B_ ) . The signal can also be processed by a lock-in amplifier (PARC
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model 5209), which can distinguish the individual phase components, A,, and B,,, at n

= 1 andn=2.

Two arrangements of receiver coil are used in our experiments. In the two-coil

. method, the superconducting sample is located in a solenoid of length !.25 cm and

diameter 1.15 cm ( coil no. 5 ). Voltage signal from the sample picked up by this

" solenoid is subtracted externally by that of a similar but empty solenoid, coil no. 6, which

is being driven by the same ac field. Because of the slight differences in dimensions

of Coil #5 and #6 due to machining precision, the number of mms in the two coils

are intentionally set to different values. When both coils are empty, and connected in

opposition, their total signal voltage is balanced out to within 0.5% of theia_individual

values without additional aid of circuit balancing. In case a better balance is desired, a

simple balancing circuit, shown in Figure 3.2.2, is used. This circuit can balance both the

in-phase and in-quadrature components to within 100 ppm of the individual coils' pick-

up voltage values. The resulting voltage signal from the "two-coil" receiver is equal to

the time-derivative of the sample magnetization dMdr. The fundamental mode in-phzse

and in-quadrature components of the lock-in output voltage, when normalized by the ac

I
field amplitude Hl, are proportional to X_ and X__, respectively, where )_1 = Xi - iX'_,

is the fundamental mode complex susceptibility of the sample.

In the one-coil method, a cylindrical bar of ceramic superconducting sample is closely

wound directly with a single receiver coil of no. 40 copper wire. The receiver (cross-

sectional area A, number of turns = N = 78) generates a signal voltage V (t) proportional

to the time-derivative of the instantaneous induction field (B (t)) averaged over the whole

sample. The signal voltage can be expanded in a Fourier series

" W(t) = [NAHaw ,,:: [ ,_," sin (,_t) - ,_," cos (nwt) ] , (3.2.2)
n=l

where the bracketed term outside the summation is the signal amplitude when the sample

is normal. For ceramic samples, #ely is the effective permeability of the polycrystalline
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sample, given by ( Eqn. (2.2.3))

_eff(T) = fn + fs 1 - F ,_-(_) , (3.2.3)

where fn and fs are the intergranular ( including voids ) and intragranular volume fractions •

and fn + fs = 1. Rg and Ag are the grains' (averaged) radius and London penetration

depth respectively, and F (/Rg/_) is the factor by which the magnetic flux penetration

suppresses a grain's magnetization below that expected for complete Meissner-state flux

exclusion. More discussion about this will be given later in Chapter 4. The Fourier

• I!

components are the real and imaginary parts of a complex ac permeability/2n = #_n- Z_n
' lt

for the nth harmonic; they are related to the ac susceptibility _:n = _" - zX,, by

_1 = 1 + 4r_1, and _n = 47r;_n for ali n > 1.

Most data presented in this thesis are taken on samples immersed in liquid nitrogen

and kept at T = 77 K. The only exception are the data for the ceramic YBa_CuaO7

cylinder C-46N, in which clear signals of inter- and intragrarmlar supercurrents are

detected. For this sample, the temperature is varied from 77 K to above Tc _ 92 K.

To do this a simple temperature-control system is made, as follows.

Temperature control system. A schematic diagram of the temperature control

system is shown in Figure 3.2.3. The sample C-46N is placed in a 5 rnm o.d., 4 mm i.d.

quartz sample tube, free of magnetic impurities, produced by Wilmad Co for use in an

EPR spectrometer. Warm nitrogen gas (T _ 160 K) is generated from a separate liquid

nitrogen storage dewar with a controlled resistive heater and forced through a teflon

tube into the sample tube. Because the diameter of the sample is about 1 mm smaller

than the i.d. of the sample tube, the whole sample will be in thermal contact with the

warm nitrogen gas. The 5 mm o.d. sample tube is then sealed and inserted into a 9

mm od. and 7 mm id. quartz tube. The space between the two quartz tubes is packed

with thermally insulating materials. Such a double-tube with insulating packing prevents

direct heat-sinking from taking piace when the whoi_. ,:louble-tube is immersed in liquid
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nitrogen. However, the double-sample-tube-complex is intentionally designed to have a

less-than-perfect thermal insulation to allow the originally 160 K, warm nitr_gen gas to

be cooled by the outside hq aid nitrogen to the desired ambient temperature for the sample

within a com'enient time-,,_cale. The final temperature of the sample will be determined

by the flow-rate of the gas m the higher the flow-rate, the warmer the temperature of

" the sample. The coarse control of the flow-rate of the gas is managed by means of a

needle-valve at the outlet of the gas. The fine control is provided by the heater in the

liquid nitrogen storage dewar which supphes the warm nitrogen gas. The heater boils

the hquid nitrogen and builds a pressure in the storage dewar, by controlling the power

of the heater, one controls the pressure inside the storage dewar and thus the flow-rate of

the warm gas. Such a simple system manages to control the temperature of the sample

from 77 K to well above Tc _ 92 K, and is stable to within 0.2 K. Temperature is

monitored by a copper-constantan ( 3 mil diameter ) thermocouple with the tip attached

by stycast to the bottom of the sample. It is so located to avoid direct blowing by the

warm gas onto the couple junction, which may cause a higher-than-actual temperature

reading. The reference junction of the thermocouple is hquid nitrogen and the voltage is

read by a digital multimeter (Keithley 197) which is monitored through GPIB ( General

Purpose Interface Bus ) by the computer.

Due to the size of the sample, though, it takes about 20 minutes for the sample and

the thermocouple to come to equilibrium every time the temperature is changed. Also

note that while the temperature of the sample is varied, ali the magnetic field coils in

the system are stably maintained at 77 K. At a set temperature, desired data are taken

" rapidly by the following GPIB computer system.

3.3 Data Acquisition

The data presented in this thesis are either taken in the analog mode by an x-

y tc_urder, or in the digital taiode by au AT-compatible computer made by Fountain
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Technologies Inc.

A block diagram for the analog mode is shown in Figure 3.3.1. This mode is used

mainly for measuring the harmonic power P (hf) generated by the superconducting

samples as a function of the "dc" field superposed on the ac magnetic field. The "dc"

field is actually Hdo + Hsc,,n (t), a slowly scanning field at a frequency fsca,_ < 0.01

Hz, plus a small true dc field preset to balance out any residual Earth's magnetic field.

The scanning is provided by a synthesizer with a sawtooth output waveform. The output

voltage from the scanning synthesizer is used to drive both the scanning dc-coil and the

x-axis of the x-y recorder_

The y-axis of the x-y ,ecorder is driven by the "video-output" of the spectrum

analyzer. This output produces a voltage signal proportional to the power of the harmonic

chosen to be measured. So as the dc field is varied by the scanning synthesizer, P (hf)

as a function of Hdo can be plotted.

An analog spectrum, P (n f) versus frequency, of the sample's signal can also be

easily taken by the x-y recorder. In this case, with the dc field being fixed at a desired

value, the x- and y-input of the x-y recorder are driven respectively by the "x-output"

and "y-output" of the spectrum analyzer. The recorder will then generate a hard-copy

of the spectrum currently on the CRT of the spectrum analyzer.

A block diagram for the digital mode is shown in Figure 3.3.2. This mode is used

mainly for measuring either the harmonic power P (hf) using the spectrum analyzer

or the two components of the complex permeability using the lock-in amplifier as a

function of the ac magnetic field amplitude Hl. In this mode, the computer automates

the data acquisition by means of a National Instrument GPIB-PCII card. Among the

electronic apparatus, the Keithley 197 DMM's, the lock-in amplifier, the synthesizers

and the spectrum analyzer all have built-in GPIB capability. This system reads and

(]it:TillTP_ thP_P nnrnmPrPrc- _r _T "[,'1 "[,'li D [,_c_ n_,,_A tl,_a, t.l_ ........ 1 .... 1 .... x r`
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These can be read essentially simultaneously into data files. Control programs and file

structures are described in Appendix C.

When the harmonic power P (hf) is to be measured as a function of Hl, the

• computer program can systematically step up the voltage output of the synthesizer

which is driving the ac-coil, probably through the NAD ac amplifier, and thus step

" up Hl. The current through the precalibrated ac-coil is monitored by the voltage across

a monitoring resistor which is immersed in liquid nitrogen for stability. This ac-field-

monitoring voltage is measured by a Keithley DMM and read by the computer through

GPIB. The power of the chosen harmonics P (hf) is also read by the program from

the spectrum analyzer through its GPIB. Caution should be exercised to avoid driving

the NAD amplifier to nonlinearity. The program checks and decides if the output of the

driving synthesizer is exceeding the maximum tolerance of the NAD amplifier, if so, it

will pause and let the experimenter manually step down the synthesizer output and, to

ccmpensate, step up the amplification factor of the NAD.

! I!

When the complex permeability components #1 and #1 are to be measured as a

function of Hl, a little more caution is needed. Correct measurements of the components,

especially p_', are sensitive to the correct phase-setting of the lock-in amplifier. In this

!
thesis, the phase of the measured _1 is first determined, in the case of 2-coil receiver, by

setting the lock-in to be in phase with the induced voltage ( :x H1 ..' sin _:t ) of the empty

and unbalanced upper receiver coil. In the case of the 1-coil receiver wound directly

on the cylindrical ceramic superconducting sample, the sample is brought to well above

its critical temperature and the resulting phase at maximum voltage is defined to be the

phase of _'l-

There is actually another complication about correct phase-setting which is rather

unexpected. As it turns out, if one is using a fixed output of the HP3325A synthesizer, the

relative phase between the "SIGNAl." output and the "SYNC OUT" of the synthesizer

is fixed to a value close to but not equal to 0°. However, this relative phase changes
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when the "SIGNAL" value is changed, up to as much as +_5°. In other words, in a

phase-sensitive measurement of #_ and #_ as a function of Hl, the "SYNC OUT" of the

ac-drive synthesizer cannot be used as the reference to the lock-in, because the phases of

the measured #1 and would be constantly changed as H1 is being stepped up. This

behavior of the synthesizer causes some inconvenience in automating the data-taking

process because, to make sure that the phases of the two measured components are still

correct, one would have to check the phases after every data point of a different H1

value. This of course could be done by using a Lissajous figure on an oscilloscope.

lt is fortunate that the changes in the phase of the synthesizer with changes in its

output are quite systematic within a particular decade of output voltage. I found that

this relative phase between the "SIGNAL" output and the "SYNC OUT" has about the

same value when the "SIGNAL" is at, say, 0.02 Vpp, 0.20 Vm and 20 Vpp. Also, the

unit to unit difference in this relative phase change does not vary much, at least at low

frequencies (-_ 100 - 500 Hz). So, to automate the system and to eliminate constant

checking of the phases, a second synthesizer set to the same frequency is phase-locked

to the ac-drive synthesizer and its output, which is set to vary according to that of the ac-

drive synthesizer, is used as the lock-in reference. The output of this second synthesizer

is set to vary within the input-voltage tolerance of the lock-in reference. For instance,

when the ac-drive synthesizer's output is 20 Vpp, the phase-locked reference synthesizer

output will be set to 2.0 Vpp. This compensation method enables the full-automation of

I li
the data-taking process of the #1 and/_1 measurements as a function of Hl.
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3.4 Figure Captions and Figures of Chapter 3

_e 3.2.1. Diagram of the experimental mutual inductance bridge apparatus.

Details of the magnetic coils are given in Tables 3.2.1 and 3.2.2.

Figure 3.2.2. Balancing circuit for the receiver coils ( Coils #5 and #6 in Figure

" 3.2.1 ). The circuit can balance the in-phase and in-quadrature signals to within 100

ppm of the individual coils' pick-up voltage values.

Figure 3.2.3. Temperature control system ( for ceramic Y-Ba-Cu-O sample, no.

C-46N ). The temperature is controlled by the rate of flow of the warm nitrogen gas; the

temperature increases as the rate of flow is increased. The rate is coarsely controlled by

the needle valve and finely controlled by the power resistor in the storage dewar.

Figure 3.3.1. Block diagram for the analog data acquisition system. The coils and

the sample are immersed in liquid nitrogen dewar, represented by the dashed lines.

Figure 3.3.2. Block diagram for the digital data acquisition system: GPIB ( General

Purpose Interface Bus ). The coils and the sample are immersed in liquid nitrogen

dewar, represented by the dashed fines. The copper-constantan thermocouple, however,

is not directly immersed in liquid nitrogen; details about temperature control are shown

in Figure 3.2.3. The GPIB control programs are described in Appendix C.
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Chapter 4 Results and Analysis i

In this chapter we present the results of a series of experimental investigation on

the nonlinear electrodynamics of high-temperature superconductors in both powderedo

and bulk form. The samples and their properties are summarized in Table 3.1.1. In

" these experiments, investigation of high harmonic power generation by the samples

plays an important role. These high harmonics are generated by the nonlinearity in

electrodynamical behavior of the samples. Other than being an interesting subject of

their own, the high harmonics provide a severe test of the models that we are going to

use to explain the experimental results. As described in Chapter 3, the signal of the

experiments come from a receiver coil in which a superconducting sample is located.

The signal is of a form V(t) = _Vn(t) = _ A,, sin (nwt) +Bncos(nwt) and
n fl

is processed by either an analog spectrum analyzer or, for phase-sensitive detection, a

lock-in amplifier.

In Section 4.1, all of the data presented are taken on a powdered Y-Ba-Cu-O sample

(C-15) at T = 77 K. The data are best explained by the zero-order model as described

in Section 2.1.1, owing to the fact that bulk critical currents cannot flow in the powders.

In Section 4.2, the data are mainly taken on a Y-Ba-Cu-O bulk ceramic cylinder.

Here, both harmonic power data and the fundamental mode (n = 1) complex permeabil-

ity will emphasized. In these data, one can see unambiguous evidence of the coexistence

of the inter- and intragranular supercurrent components in a ceramic cylindrical sample

of Y-Ba-Cu-O. Estimates of the respective supercurrent critical densities can also be

made on these data. The data are explained by the generalized critical state model as

described in Section 2.2.

Data taken on the ceramic Y-Ba-Cu-O cylindrical sample at various temperatures

will also be presented in Section 4.2. From these data at different temperatures, the

phase-locking temperature of the bulk ceramic sample, as separate from the intrinsic

53



critical temperature of the material, is measured. This measurement gives support to

the "gauge-glass" model of describing the superconducting ceramic as a 3-dimensional

superconducting array as described in Shih, Ebner and Stroud [52].

Measurements on a pulsed-laser ablated Y-Ba-Cu-O thin film, and on a Bi-Sr-Ca-

Cu-O single crystal will be presented in Sections 4.3 and 4.4, respectively. Ali the

measurements are done at 77 K. These data will be compared to the generalized critical

state model calculations. In contrast to the Y-Ba-Cu-O ceramic in Section 4.2, both the

Y-Ba-Cu-O thin film and the Bi-Sr-Ca-Cu-O single crystal show only one supercurrent

component. Estimates of the critical current densities will be presented and suggestions

for further work will be made.

4.1 Measurements and models on Powdered Y-Ba-Cu-O

Extensive harmonic generation. When a powdered sample of Y-Ba-Cu-O is cooled

in liquid nitrogen in "zero" magnetic field (Hac < 1 mOe) and driven by an ac magnetic

field, signals with harmonic components of the driving frequency will be generated and

can be picked up by a receiver coil surrounding the sample. For instance, Figure 4.1.1

shows the harmonic power spectra P (hf) versus the harmonic number n of Y-Ba-Cu-O

powder sample C-15 at T = 77 K, taken by the two-coil method, with H1 = 2.30e,

and Hac = 0 and 1 Oe, respectively. Note the symmetry of the even harmonics -- at

Hdo = 0, only odd harmonics are generated by the sample; when Hac _- 0, symmetry

is broken and even harmonics also appear. We shall discuss more in detail about this

symmetry later. Figure 4.1.2 shows the harmonic power P (hf) versus the harmonic

number n for sample C-15, also at T = 77 K, with Ha = 23 Oe, and Hac _ 1 mOe.

The power falls off slowly with n; ali odd harnionics up to at least n = 41 are clearly

observed, superposed on a broad receiver coil resonance at 363 kHz.

Figure 4.1.3 shows the P(nf) versus n data of Figure 4.1.2, corrected for the

receiver coil resonance; the slope for large n is 1.9 dB/harmonic. The broken line is that
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computed for the zero-order model, Eqn. (2.1.4) with the area distribution

sinh (A rr/ 2 )

F(A) = A [cosh(Arr) - 1] ' (4.1.1)

which was previously discussed in Section 2.1.1; the slope for large n is 2.4 kB/harmonic;

this model thus gives a reasonable explanation of the slow falloff of the harmonic power.

• The dotted line, computed for the first-order model, Eqn. (2.1.13), does not fit the data

owing to a resonanct-, near n = 17 due to the choice of the parameters Lo and _ in

Eq. (2.1.13).

Plots of P (hf) versus H1 for n = 3, 5, and 7 show a roughly cubic dependence

on H1 in the intermediate-Hl region, for which we have no numerical model, and

more complex behavior in the high-Hl region. We also note that Xia and Stroud [6]

have developed a model of superconducting clusters by which they explain the power

dependence on n.

Symmetry of harmonic power. The symmetry of the even and odd harmonics with

respect to Hdc that we mentioned above when describing Figure 4.1.1 can be best

illustrated by plotting the harmonic power P (n f) versus Hdc. Figure 4.1.4(a) shows

the second harmonic power P (2f) generated by sample C-15 as a function of Hec

obtained by slowly scanning from Hdo = +20 to -20 Oe. As pointed out earlier, the

second harmonic power becomes essentially nonexistent at Hec = 0. The dip in P (2f)

at Hdc = 0 is so sharp that, when shown in expanded scale in Figure 4.1.4(b), one

finds that it changes by about 30 dB with a superposition of only 1 mOe, and increases

by 85 dB for a dc field change, of ,_ 10e. This is qualitatively in agreement with

the prediction of the zero-order model, based on the symmetry of Eqn. (2.1.4), that

. P (hf) _ 0 as Hdc _ 0 for even n. To observe this very narrow dip it is necessary

to both use H1 >_ 2 Oe and to cool in zero field to reduce the remanent local fields

due to pinned fluxons. Moreover, there is some experimental evidence that this very

narrow dip is an unstable state. If the dc field is scanned up to Hdo > 5 Oe and back,
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the narrow dip cannot be recovered without zero field cooling, possibly the result of

pinned fluxons. The system appears to be somewhat unstable, probably at localized

sites, against self-symmetry-breaking.

Periodic dips in Pn (Hdc)._ Yet another aspect of the nonlinear electrodynamics

observable in YBa2Cu307 powder is shown in Figure 4.1.5, the relative harmonic power

for selected harmonics, versus Hdc, scanned at a uniform rate for field increasing and

then decreasing; the ac field has the relatively large value H1 = 23 Oe. For n = 2

the trace is similar to Figure 4.1.4 except for a broader dip at zero field and a larger

hysteresis. For higher even harmonics, the same symmetry with respect to Hdc = 0 as

P (2f) holds; the harmonic power goes to a minimum at Hdc = 0. For odd harmonics,

the power has a peak at Hdc = 0. However, for the higher harmonics, both even and odd,

a series of sharp dips in Pn (Hdo) is observed, approximately equally spaced, with the

average spacing/XHdc inversely proportional to n. The spacing is given empirically by

AHdc _ 3Hl/n, which also is qualitatively I,redicted by the model as discussed below.

These dips are interpreted as evidence for a pseudo flux quantization of superconducting

loops in the powdered sample and are a confirmation of the predictions of the model

in Section 2.1. For example, Figure 4.1.6 shows P (hf) versus hd_, computed for the

zero-order model, Eqns. (2.1.4) and (2.1.9), for the same harmonic numbers as Figure

4.1.5. Since hdc is just proportional to Hdc a strong correspondence between experiment

and model is readily apparent for ali harmonics. The small hysteresis in the data is

believed to have an origin in pinning and depinning of fluxons, as discussed by Blazey

et al [53], and many others.

In the computation for Figure 4.1.6 we used the loop area distribution function Eqn.

(2.1.9). As discussed in Section 2.1.1, this monotonically decreasing expression was

not chosen arbitrarily, but rather empirically, in order to yield from the integral in Eqn.

(2.1.4), for n = 0, a dc magnetization of the form ._I (Hdc) "_ tanh(Hdc / He), which is

an approximate representation of the low-field data reported for granular YBa:_Cu307
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at 77 K for which H r -_ 10 Oe. Equation (2.1.4) was numerically integrated, with

Eqn. (2.1.9), and with limits of integration chosen as 6 = 0.005 and Am,,x = 30.0 .

Even though Eqn. (2.1.9) is singular at A = 0, it was found that these limits yielded a

magnetization within a few percent of the hyperbolic tangent function. Furthermore, we

only use Eqns. (2.1.4) and (2.1.9) to compare the relative power for various harmonics,

• or, for a given n, variation of the harmonic signal with hac; these results are not sensitive

to the limits of integration as long as the singularity of F (A) at A = 0 is avoided.

Equation (2.1.4) with Eq. (2.1.9) also qualitatively predicts the observed shapes of the

lock-in voltage signals I_ versus Hdo, for n = 1 and 2, and the falloff of P(2f) in

Fi_o'ure4.1.4(a), as Hac moves away from zero.

';Ce also used Eqn. (2.1.4) to compute P(nf) vs 5", for a Gaussian distributior

function

F(.4) = exp { (A-1)_"}2cr2 , (4.1.2)

finding predictions similar to Eqn. (2.1.9) for large n. However, for small n, predictions

do not agree well with experiment. From data like that of Figure 4.1.5, we plot ::-.figure

4.1.7(a) the average spacing AHac between dips versus harmonic numbers n = 3, 4,

.... 30. Except for small n the data are well fit by the expression /XH,_c cx n -°93. In a

similar fashion we compute from Eqns. (2.1.4) and (2.1.6) the average spacing between

dips _hdc, l_lotted in Figure 4.1.7(b) for several values of the standard deviation cr of

the Gaussian distribution. We find that the slope converges to -0.98 for cr > 2. Using

Eqns. (2.1.4) and (2.1.9), we also find a very good linear fit for /hhd¢ versus n with

slope -0.97. So both calculation and experiment suggest that as n increases, the slope

. asymptotically approaches -1, ie. AHdc o¢ n -1 We thus conclude that the decrease in

spacing of the dips with n in Figure 4.1.5 can be semiquantitatively understood by the

zero-order model, and that it is not sensitively dependent on the assumed distribution

function F(A), other than that it should monotonically decrease for large loop areas
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A; however, the area distribution function Eqn. (2.1.9) fits the data better than Eqn.

(2.1.6) for small n.

Figure 4.1.8 shows P (nf i versus hdc computed from the first-order model, Eqn.

(2.1.13). This model provides a mechanism for dissipation, and creates both the inductive

and dissipative phases for each harmonic, so it is not surprising that the dips are broader

and less _,olved, e.g., n = 15 and 30, because of the interference between the two

phases. In other words, the Fourier transform of (Vn (t)) now contains both real and

imaginary components, and both must vanish to give a deep power dip. The pattern is

more complex, and, in fact, this feature is qualitatively observed, e.g., in Figure 4.1.5(f),

if the hysteresis is ignored. In principle this model is superior to the zero-order model,

but it was unfortunately not evaluated in detail owing to the long times required for the

computation ( roughly a factor of 103 greater than the zero-order model ).

Why doe......_sa random sample show pseudo "flux quantization"? Recognizing that

various versions of the superconducting loop model can explain the experimental finding

of deep dips in the harmonic power, almost periodic in the dc field, an interesting

question can be asked: How does it come about mathematically that ali this structure

is not averaged out in, say, Eqn. (2.1.4). Or, to put the question in physical terms,

why does a random powder sample of YBa2Cu307 show sharp dips, eg., as in Figure

4.1.5(e), quite similar to those observed in fabricated thin film arrays of superconducting

wires, or arrays of identical Josephson junctions? lt will be easier to first answer this

question mathematically by examining Eqn. (2.1.4).

The general behavior of the harmonic voltage signal, as modeled by Eqn. (2.1.4),

is clearly determined by the integral in the equation. To understand the structure

of the signal as a function of hac, one can separate the integrand, say that for odd

n, into two factors: the periodic factor cos (Ahdc) and the amplitude Qn (h 1, A) -

A J,_ (Ahl) F (A). We have neglected the average over orientations; so one can interpret

A as the dimensionless projection area. One recognizes that Qn (hl, A) is, within a

58



constant factor, the Fourier cosine transform of (I_, (hdo)), for odd n; for even n, it

is the sine transform. For n > 1, the Bessel function Jn (x) initially increases rapidly

as 3', (x) _ (x/2)n/(n!), and then behaves like a damped oscillation. If the area

distribution F (A) is a sufficiently rapidly decreasing function, at least for large enough

values of A, then Qn (hl, A) will be a rapidly decreasing oscillating function of A, with

" dependent on n and hl.a well-defined peak at A* and with the value of A*_,hln,hl '

For example, in Figure 4.1.9(a), we have used F (A) from Eqn. (2.1.9) and computed

IQn (hl,A)[ versus A for the parameters n = 10 and hl = 5.0. lt indeed shows

successive decreasing peaks with the dominant peak at A = An,hl --" 2.09, larger by

a factor of 6.7 than the next peak. Thus the integral could roughly be evaluated at only

the dominant value of A"

* 4* 4* *(Iin,hl) _ -4n,h_ Jn (- n,ha hx) F (. n,hl) sin (An,hl hdc) (4.1.3)

giving a harmonic power Pn (hdo) with hat-dependence roughly in the form of

sin"_' (.4n,hl hdc) , and hence with periodic spacing between dips Ahdc _ r/a*n,hl ----

1.50, in good agreement with the directly calculated value of Ahd_ = 1.52 using the

full expression Eq. (2.1.4). To show the dependence on n, we plot, in Figure 4.1.9(b),

[Qn (hl,A)l versus A for n = 5, hl = 5.0, also using Eq. (2.1.9) for F(A). In this case

the location of the dominant peak decreases approximately by a factor of 2, to A*_,ha --

, lit

1.10, corresponding to dip spacing of/_hac _, ,, An.hl -- 2.86, again in good agreement

with Ahac = 2.80, directly calculated ?rom Eq. (2.1.4). Additional computation shows

that .4_,h_ is approximately proportional to n, in agreement with the full integral and

also with the data, where AH,, cx n -1, as in Figure 4.1.7, for large enough n.

. One can take the view that A*n.h_is an "effective loop area" in the sense that the dip

( )'4* -1spacing Ahdc zx - ,,.h, _:xn is, for large n, determined by the larger areas A in

( * )isathe distribution and for small n by the small areas. In some sense Qn hl,An,h ,

"sensitivity factor": out of the wide distribution of supercurrent loop areas, observation

59_



of the n th harmonic selects out only areas near An,hl. in other words, it means that in

an ensemble of superconducting loops with a distribution of loop areas, for a given ac

magnetic field amplitude, each generated harmonic is dominantly contributed by loops

within a relatively narrow range of loop areas, thus manifesting their flux quantization

phenomena in the harmonic.
a,

To examine the dependence of _hac on the ac field hl, we show in Figure 4.1.9(c),

Q,_ (hl,A) I versus A for n = 5, hl = 10.0. The dominant peak of ]Qn (hl,A) I is now

located at An,ha -- 0.58, corresponding to dip spacing Ahac = 5.45, in good agreement

with that computed directly from Eq. (2.1.4), Ahac = 5.39. Additional calculation

shows that approximately Ahac oc hl, i.e., AHac oc Hl, for large enough values of Hl.

The overall result is AHa_ _ 3H1/n. We show below that this behavior is observed

experimentally.

To summarize, the unexpected observation of sharp, almost periodic dips in the

72th harmonic power with dc field for a distribution of loop areas A can be understood

semiquantitatively as the consequence of the folding of a decreasing function F (A) and

the rapidly increasing part of the Bessel function Jn (x). However, it should be noted

that even though the Bessel functions arise from the properties of Josephson junctions,

we have not shown that it is necessary as well as sufficient to ascribe the phenomena to

Jos,'vtason junctions and hence to flux quantization.

Structure in the intermediate-Hl region. Figure 4.1.10 shows what happens to

P(16f) versus Ha_ as the ac field is reduced from H1 = 23 to 20e. The spacing

/_Hdc decreases, initially linearly with Ha, as expected from the argument in the previous
,e

paragraph. Then structure develops, which seems irregular, and depends on the sense of

the Hd_ scan, e.g., Figures 4.1.10(c) and (e). However, if the leftward trace is reversed,

shown as the dotted line in Figure 4.1.10(d), it superposes exactly on the rightward

trace. This is the same property shown by the traces in Figure 4.1.5 and is possibly

a cnn,_eqlJent-_enf All'_c_n ninnine nncl cl_nlnnlne, l_,,tI_,_,-,_,I-,........ Olpetu_E, E,'ivc_ an

_
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enhanced effect. In Figures 4.1.10(i) and (j) there are many resolved and reproducible

sharp dips not uniformly spaced but with average spacing still roughly proportional to

Hl. This behavior in the intermediate-Hl region is similar to the flux jumps observed

in nonresonant microwave absorption in low fields.

A set of P(n f) versus Hac traces taken as in Figure 4.1.10 but for odd harmonics

shows similar behavior for large Hl, with /XHac linearly proportional to Hl, but with

the dips decreasing in amplitude as H1 becomes small. The sharp spikes in Figures

4.1.10(i) and (j) are not observed for odd harmonics.

Figure 4.1.11 summarizes the experimental results in a plot of the values of Hac for

the dips versus the magnitude of Hl. The circles denote positions of well-resolved dips,

the diamonds regions of unresolved and more closely spaced dips. The solid lines are

plots of the dip positions hdc versus the ac field hl, computed for the zero-order model,

Eqs. (2.1.4) and (2.1.9). This figure shows graphically the general agreement between

experiment and theory for large Ha, with poor agreement for Ha < 5 Oe.

Structure in the second harmonic. The smooth deep narrow dip in P (2f) versus

Hac, Figure 4.1.4, are observed only in the moderately high-Ha region ( Ha > 2 Oe ).

Figure 4.1.12 shows the behavior in the same sample as the ac field is reduced to the

intermediate region: at Ha = 1 Oe the dip has broadened; at Ha = 0.5 Oe there is a fairly

abrupt transition to a wide dip with more hysteresis; at 0.4 the pattern is seen to consist

of three dips, which broaden and change shape at 0.2 Oe. Although this structure is not

predicted by the zero-order model, we find the loop model does predict similar behavior,

. shown in Figure 4.1.13, computed from Eqs. (2.1.12) and (2.1.9). Although this model

does not predict the hysteresis, whose origin is noted above, the abrupt onset of the

structure is reasonably related to the experimental behavior. However, this phenomenon

has not been explored in detail in other samples.
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4.2 Measurements and models on a Ceramic
Y-Ba-Cu-O Cylinder

In this section, experimental data taken on a bulk ceramic YBa2Cu307 cylinder are

presented. In this case, extensive harmonics are also generated when the sample is driven

by an ac magnetic field. Like in the case of powdered YBa_Cu3OT, the harmonics show

the same symmetry with respect to Hac = 0; when plotted versus the dc magnetic field

superposing on the ac field, even harmonics show a sharp dip in power at Hdc = 0, while

the odd harmonics have a peak in power. Also, as in the case of powdered YBa2Cu3OT,

there are modulations in harmonic power when the dc magnetic field is varied, and dips

and peaks in Pn(Hdc) are observed for both even and odd harmonics.

However, there are important qualitative differences between the harmonic data of

bulk ceramic cylinder and the powdered sample. The most obvious one is that when

the harmonics are plotted versus dc magnetic field, the dips in power are no longer

as regularly spaced and as sharp as in the case of powdered YBa2Cu3OT. We found

that there is no way to fit the harmonic data of the bulk ceramic YBa_Cu307 cylinder

with the zero-order model. Another obvious question one has to ask oneself in the

present experiment is where the supercurrent, which is giving rise to these harmonics,

is flowing. For the powdered sample case, there is no doubt that the currents are

flowing within the physical grains of the powder, with the "grains" themselves possibly

composed of subgrains or cracks that give rise to the rf-SQUID-like behavior. But

in the case of a bulk ceramic, one has to consider also the possibility that large

supercurrents may be flowing between the grains and throughout the bulk volume of
,Q

the sample. In fact, the ceramic superconductors have been suggested by many papers

in the literature to be "natural" 3-dimensional superconducting array systems formed by

highly superconducting grains coupled by Josephson junctions [54][55][56][57]. They

are "natural" in the sense that they are not intentionally designed and fabricated arrays

such as those 2-dimensional regular arrays of low-temperature superconducting wires
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and Josephson junctions which had been fabricated and experimented on even before

the high-temperature superconducting materials were discovered [58][59][60]. Instead,

the 3-dimensional arrays as suggested are formed naturally during the process of high

. compression and sintering in the making the earliest high-Tc materials, before single-

crystals and thin-films became available.

This suggestion that the high-Tc ceramics are 3-dimensional superconducting arrays

also brings up the conjecture that the ceramic should also behave as a "gauge-glass,"

which is in a sense the superconductivity version of spin-glasses. In this picture, the

individual highly superconducting grains are coupled by Josephson effects to give phase

coherence and hence superconductivity to the overall, macroscopic system. However,

at high enough temperatures thermal fluctuations may be strong enough to disrupt the

coupling, and the phases of the individual grains' pairing order parameters will fail to

remain coherent over the whole sample. So, at these temperatures, which are between the

intrinsic critical temperature of the intragranular material and the 3-dimensional array's

phase-locking temperature, the sample as a whole is not superconducting, even though

Cooper pairs exist within individual grains. Monte-Carlo simulations have suggested

that at the phase-locking temperature of the overall array, there is indeed a real phase

transition occurring [52].

However, physically reasonable as these suggestions are, there has not been, to

my knowledge, any unambiguous experimental evidence about the coexistence of the

intergranular Josephson supercurrent in the ceramic ¥Ba2Cu307 together with the

intrinsic supercurrents inside the individual grains. The question of the existence of

the 3-dimensional superconducting array's phase-locking temperature in the high-Tc

. ceramic has also been rarely addressed exper.'mentally. In the present section, one of our

objectives is to present unambiguous experimental evidence for the existence of both the

intergranular Josephson supercurrent and the intrinsic intragranular supercurrents within

the same piece of ceramic sample. Another objective is to show that the generalized
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critical state model presented in Chapter 2 describes the intergranular superconducting

medium of the ceramic quantitatively. Lastly, experimental measurement of the phase-

locking temperature of the 3-dimensional array formed by the superconducting grains,

as separate from the intrinsic critical temperature of the grains, will be presented.

The bulk ceramic YBa2Cu307 sample that we used in this experiment is in the

form of a cylinder ( sample no." C-46N ), 2.3 cm long and 3.1 mm diameter. When

this sample is cooled in liquid nitrogen in zero magnetic field, extensive harmonic

components picked up by the receiver coil can be detected by the spectrum analyzer. In

this case, the receiver coil, which is made up of gauge 40 wire, is wound tightly and

directly on the sample itself, covering the middle of the sample's length ( 78 turns in

two layers; cross-sectional area = .074 cm 2 ).

Harmonic power versus Hdc', measurements and initial modeling. As mentioned

above, the harmonics generated by the bulk ceramic sample show the same symmetry

with respect to Hac as the powder samples -- even harmonics have a dip in power at

Hac = 0, while odd harmonics have a peak. In Figure 4.2.1(a), harmonic power plotted

as a function of dc magnetic field superposed on the ac field is shown for harmonic

numbers n = 2, 5, 6 and 10. The ac magnetic field amplitude H1 is 13.5 Oe in this

case, while the temperature is 77 K. The arrows indicate the direction in which the dc

magnetic field is scanned. Figure 4.2.1(c) shows data at H 1 -- 4.50e.

Because of the bulk nature of the sample, in an attempt to explain the data we

ignore for the moment the granular nature of the sample and assume that supercurrent

is flowing throughout the sample as if it were a continuous medium, as in Section 2.2.

Since the materials are known to be type-II superconductors, the modified critical-state

model would seem appropriate to describe the system. In fact, using Eqns. (2.2.9) and .

(2.2.10) with/3 = 1.8 and H0 = 3.00e, the model calculation fits the harmonic power

versus Hdc data very well up to the 10th harmonic; these values of ¢_ and H0 were

empirically determined by model fitting. Beyond the 10th harmonic the cal¢ ulation no
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longer gives a very satisfactory fit (not shown). In Figures 4.2.1(b) and (d), these model

calculations are compared side by side with the data, with the same corresponding ac

field amplitude Hl, harmonic numbers n and dc magnetic field range Hac. The fit is

quite good. To highlight this significant improvement in data-fitting by the introduction

of the parameter i3 to the original Kim-Anderson model, the model calculation of the

10th harmonic power with H1 = 4.5 Oe is repeated using/3 = 1.0, in accordance with

the Kim-Anderson model, and is plotted as the dotted line in Figure 4.2.1(d). One can

readily see that the original model calculation fails to explain crucial features of the data.

One can observe that the K.im-Anderson model, and its modification, does predict

the observed symmetry of P (hf) with Hac, as pointed out by Ji et al [8]: the addition of

a dc field breaks the symmetry, in a mathematically analogous manner to the symmetry

breaking in the Josephson junction models of Section 2.1.

From the data-fitting parameters, we deduced that the critcal current density dc of the

supercurrent is equal to 790 A/cm 2 at zero magnetic field, and it drops to 80 A/cm 2 by

the application of only 7 Oe of magnetic field. Both the low value of the critical current

density Jc and its sensitivity to low magnetic fields indicate that the supercurrent that

we are dealing with in these harmonic data is most likely the intergranular Josephson

current. This is consistent with our earlier assumption that the supercurrent mainly

responsible for the present harmonic data is flowing throughout the sample as if the

sample were a continuous medium.

However, if the harmonic data here are really mainly contributed by the intergranular

• supercurrent, then one has to ask what the contributions, if any, from the intragranular

supercurrents are. As a matter of fact, one can even ask if there really are supercurrents
I,

flowing within the grains; is there any solid evidence of their existence inside a bulk

ceramic sample when the grains are ali coupled together?

Observation of both inter- and intragranular components of the complex permeability.
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Our next objective is to find unambiguous experimental evidence for the coexistence

of both the inter- and intragranular supercurrent components, and to measure the

corresponding critical current densities Jc, inside the same ceramic YBa2Cu307 sample.

In order to do this, we take advantage of the knowledge that, in the critical state model,

when the superposing dc magnetic field is zero, the value of #g, which is proportional

to the ac hysteretic absorption by the sample normalized by the square of the ac field

amplitude H12, is at a maximum if H1 = H*, where H* is the value of the external

field at which the penetrated flux front reaches the center of the sample (see Section 2.2

and Appendix A). As described in Eqn. (2.2.11), the value H* increases as a function

of increasing critical current density Jc as

41r(_ + 1) _+1
H* = Ho 1 + JcoR - 1 , (4.2.1)

cHo

where JcO - Yc (H = 0). To see through this expression for H*, one can take _ = 0, as

in the original Bean version of the critical-state model, and find that H* = 47rJeR / c.

The idea is that if intragranular superct, rrent exists in the ceramic sample, it: critical

current density Yc,g should be of about the same order of magnitude as those measured

in single crystals and thin films, ie. Yc,g _ 105 - 107 A/cm 2. This value is many

orders of magnitude larger than the critical current density, presumed at this point to

be intergranular J_,y, that we deduced above, namely 790 A/cm 2 at H = 0. Thus if

one applies the critical-state model separately to the macroscop'c bulk ceramic sample

and to the individual grains, the values of Hinte r and Hintr a shoutd be very different in

magnitude. So when the ac absorption is measured as a function cf ac field amplitude

Hl, with H1 covering _t large enough range, the two normalized absorption peaks at

Hinte r and Hi*tta, if they exist, should be detected.

Experimentally this is achieved by noting that from Eqn. (2.2.21) for n = 1 one

!
can measure with a lock-in detector an in-phase signal voltage V1' (x FzlH 1, and an

out-of-phase signal voltage V1" cx #_'Hl. In Figure 4.2.2(a), we plot as circles the
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" (Hl) over a wide range 0.1 < H1 < 400 Oeexperimentally measured /.Z1 versus log10

at f = 85 Hz, T = 77 K, Hdc = 0. In this case, two #_ peaks are observed, the lower

one at H1 = 15 Oe and the much higher one at H1 = 250 Oe, which we ascribe to

the inter- and intragranular contributions, respectively. The lower peak was found to be

independent of frequency in the range 85 - 104 Hz, but apparatus limitations of ]Hl l

- at high frequencies did not allow a similar conclusion for the high-field peak. Figure

4.2.2(b) is a plot of the inductive component #_ of the fundamental mode complex

permeability versus lOgl0 (Hl) which also shows, but less distinctly, two components:

(i) the flat plateau region 15 <_ H1 < 80 Oe, due to full vortex penetration of the

intergranular medium, corresponds to #_ = 0.17 which is the effective permeability #eyf

for this medium at 77 K; (ii) a steeply rising second region which does not reach a

plateau at this temperature owing to insufficient H1 field availability.

To find out for sure which #_ peak is really due to which supercurrent component,

the same ¥Ba2Cu307 sintered bar material was ground in an agate mortar to a fine

powder (sample No. C-48A); optical microscope examination showed grains of sizes 1

< Rg _<60 #m, with rough average Rg --, 10 pm. To further isolate the grains from

one another, one volume of this powder was mixed with one volume of 1 pm grit plus

one volume of 0.1 #m grit A1203 powder (sample No. C-48B). Both powder samples

display similar behavior. The data in Figure 4.2.2(c) are for sample C-48B. Here, the

dissipative component #_ of the complex permeability is plotted versus log10 (Hl),

showing essentially no evidence for the previous peak at low H1 field, while the high-

field peak at H1 = 250 Oe remains. This high-field peak is therefore ascribed to the
ii,

collective contributions of the intragranular supercurrents within individual grains, and

, the low-field peak at H1 = 15 Oe of the ceramic sample is ascribed to the intergranular

Josephson current. We conclude that powdered samples do not allow significant circular

shielding currents on the scale of R, but only on the scale of Rg, thus invalidating the

above critical-state model for the intergranular medium.
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The measurements of Hi, tra and H._nter also enable one to get a quick estimate of

the intra- and intergranular critical current densities respectively. For the intragranular

current, taking the rough estimate of Rg to be 10 #m as above and using the simple

Bean version of the critical-state model, ie. Jc taken to be independent of field, one I

gets from the expression Jc,g = CHintra/47r R--'_ = 2 x 10_ A/cm 2. However,

using the generalized critical state model with fitting parameters _g = 1, Ho,g = 5 Oe

and H_,t_ a = 250 Oe, as discussed later in this Section, one gets Jc,g (H = O) =

5 x 106 A/cre 2. Similarly, using the same method, one gets an estimate of 78 A/cm 2

for Jc,j. The latter estimate agrees with the value 80 A/cm 2 of Jc (H = 7 Oe) deduced

earlier from fitting the high harmonic power versus dc magnetic field data with the

generalized critical-state model using/3 = 1.8 and H0 = 3. This should be expected;

the Bean version assumes d'c to be independent of H, and hence the flux density profile to

be linear as a function of depth into the sample, it should only give an estimate of J¢ (H)

at H -_ 0.5 H*. As mentioned earlier, model calculations yields for the intergranular

component Jc(H = 0) = 790 A/cm 2.

Harmonic power versus ac magnetic field measurements. Similarly clear distinction

of the inter- and intragranular supercurrents in the ceramic sample is also manifested

in the harmonics. In Figure 4.2.3(a), with Hdo = 0, the third harmonic power (in dB)

generated by the ceramic sample is measured as a function of loga0 (Hl) for almost

five orders of magnitude and is plotted as circles. These data were obtained by plot-

ting the video readout (di3) of the HP spectrum analyzer" 10 loglo [ (Vnt)2 + (V_') 2]
,,I

logl0 [(tz.)2_ ' + (_z.)"°'' ] + 101oga0 [Hi"]_' + constan,, which does not measure sepa-
10

rately _ and "_.. When this plot is compared to similar data taken on the powdered

sample C-48B in Figure 4.2.3(b), it can be readily seen that the steep slope of P(3f)

for H1 > 100 Oe is mostly due to the intragranular supercurrents, whereas the "hump"

located in the range 0.4 _< H1 _< 100 Oe, and broadly peaked at Hl _ 25 Oe is due

to the intergranular supercurrents.



Similar features can also be observed for higher harmonic data. In Figures 4.2.3(c)

and (d) the fifth harmonic power data taken at zero dc field on the ceramic and powdered

samples respectively are plotted as a function of log10 (Hl) as circles. Again, the steep

slope of the ceramic data for H1 > 100 Oe is due to the intragranular supercurrents,

while the "hump" at H1 < 100 Oe is due to the intergranular current. For completeness,

- the seventh and the ninth harmonic power data taken at zero dc field on the ceramic

are also plotted as a function of 1Ggl0(Hl) in Figures 4.2.4(a) and (b), mspecfive!y.

! II

The modeling of P (hf) versus log10 (Hl) will be presented after the/_1, _1 data are

discussed.

! li

Modeling _z1 and _1 versus logl0(H1). Now that we have distinguished experi-

mentally the separate contributions of the inter- and intragranular supercurrents to the

fundamental mode complex permeability versus lOgl0 (Hl) as well as harmonic power

versus log10 (Hl) data, it is desirable to ask if the fitting parameters ( H0 = 30e,

3 = 1.8, H ° = 15 Oe ) acquired earlier by means of model fitting the high harmonic

power versus dc field data are consistent with the log10 (Hl) data. As asserted above, the

earlier P (hf) versus Hdo data should be due mainly to the intergranular supercurrent.

Since in the fundamental mode complex permeability fi and P(nf) versus log10 (Hl)

data, the inter- and intragranular components are so well distinguished, we are now in

a unique position to test the assertion.

I!

In Figure 4.2.2(d), the circles are measurements of [.z1 as a function of log10 (Hl),

with a superposing dc magnetic field of 10.20e. The low-field _tl_peak splits into two,

one at about 7.5 Oe and the other at about 25 Oe. While the latter field value (25 Oe) is
m

equal to H" + Hdo, the former (7.5 Oe) is approximately equal to the ac field amplitude at

. which the ac flux front reaches the axis at Hdo -- 10.20e, ie. when the fight-hand-side

expression of Eqn. (A.2.1) (see Appendix A) goes to zero. In fact, this splitting of the

low-field peak is fit very well quantitatively by the generalized critical-state model using

the same model parameters as used above, namely 3 = 1.8, H0 = 30e and H* = 15
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Oe. The solid lines in Figure 4.2.2 represents these model calculation results for the

intergranular component. The dashed lines in Figure 4.2.2 are model calculations for

the intragranular component, using flo = 1.0, Hoo = 50e and H_ntr a = 250 Oe, fitting

the data semi-quantitatively.

As it turns out, applying a small Hac to split the #_ peak provides a more convenient
o

way for model fitting. The heights of the split peaks, together with their positions are

good criteria for determining the best fitting parameters fl and H0 . This is less time-

consuming than fitting the previous P (hf) versus Hac data, although those data provide

valuable cross-checking.

As the dc magnetic field gets higher, both the inter- and intragranular #_ peak

positions shift to lower H1 values. This reflects the decrease of both the inter- and

intragranular supercurrents as a function of increasing magnetic fields. In Figures 4.2.5

to 4.2.8, the measured dissipative and inductive components of complex permeability

f/1 are plotted as a function of log10 (Hl), with superposing dc magnetic field Hac --

51.4, 60.3, 70.2 and 90.4 Oe. As indicated by the low-field #g peak, the intergranular

current is sustained in a relatively high dc magnetic field of 90.4 Oe. The intragranular

absorption peak surprisingly increases in amplitude with the application of dc magnetic

field. This is not explained by the generalized critical-state model for a wide range

of H0 and _ values. In fact, the generalized critical-state model can only give semi-

quantitative fit (see the dashed lines) to the intragranular component of ali the data.

This is not understood at present.

Modeling P (r_f) versus log10 (Hl)- Having first discussed the/_ versus log10 (Hl)
I

data we now return to the power data for the C-46N sample, Figures 4.2.3 and 4.2.4, for

which B-ac = 0. The solid lines are model calculations for the intergranular components, "

using the same set of parameters as above: fl = 1.8, H0 = 3 Oe and H* = 15 Oe.

The dot-dashed line is the model calculation for the intragranular component, using

parameters /3g = 1.0, Hog = 50e and H,_tr a = 250 Oe, while the dashed line is a
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similar calculation using 39 = 2.0, Hog = 50e and H_ntr a = 250 Oe, plotted for

comparison. We see that for n = 3, 5, 7 _nd 9, this set of model parameters gives a

surprisingly good fit to the data ,_ver 5 decades of Hx and about 10 decades of P (hf),

especially for the intergrantSax" component. In particular the broad saturation of P (n f)I

versus log10 (Hl) at H] > 20 Oe is well explained, as is the rapid rise at H1 _ 10 Oe for

" n = 7, 9. "_genote that for H1 < 1 Oe the data are limited by the apparatus sensitivity.

Harmonic power versus log10 (Hl) data also show up interesting features with the

application of dc magnetic fields which can provide further cross-checking of our model

calculation fits. In Figure 4.2.9(a), P (7f) taken on the ceramic sample C-46N in a dc

field of 10.1 Oe is measured as a function of log10 (Hl). This is to be compared to

Figure 4.2.4(a), for Hac = 0. The circles are experimental data, while the solid line

is the generalized critical-state model calculation for the intergranular component, with

3 = 1.8, H0 = 30e and H* = 15 Oe. The extra features in the intergranular "hump"

introduced experimentally by the small dc field are remarkably well explained by the

model calculation. The dip in P(7f) at about Hx = 120 Oe is probably formed by

out-of-phase cancelling of the inter- and intragranular contributions.

The circles in Figures 4.2.9(b), (c) ,and (d) show P (Sf) data taken on the sample C-

46N versus log10 (Hl) in dc fields Hac = 30, 60 and 90 Oe; the lines are corresponding

model calculation results similar to those described above.

Measurements and modeling of P(nf) versus frequency. Another severe test of

the generalized critical state model is the measurement of the harmonic power spectra

of the signal generated by the ceramic sample, C-46N. In Fig_"_. 4.2.10, such spectra

are measured at Hac = 0 for H1 = 5, 10, 20 and 40 Oe, and are shown as solid lines.

. The fundamental driving frequency is 1000 Hz and the temperature of the sample is at

78.5 K. The squares are the theoretical spectra, normalized to the experimental P (3f),

H0 = 3 Oe and the experimentally measured value of H* = 13 Oe at 78.5 K. The good
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fits indicate again that up to H1 - 40 Oe, the dominant contributions to the harmonic

power are due to the intergranular supercurrent.

Temperature dependence of the inter- and intram'anular components of the complex

permeability: two transition temperatures. Now that we can detect the inter- and

intragranular supercurrent components separately by measuring the complex permeability

versus log10 (Hl), it is interesting to monitor their behavior as a function of temperature.

!

Figures 4.2.11 to 4.2.15 show for C-46N and Hac = 0 measured values of _z1 and

tri', plotted versus log10 (H 1) over about five decades at 78.8, 83.7, 86.0, 87.5, and 89.5

tt ,
K. The peak positions of #1, corresponding to Hinte r and H_ntr a, both decrease as the

temperature increases. This is due to the decrease of both the inter- and intragranular

cr tical current densities as the critic.j temperature is approached. Another feature to

notice is the increase of the effective permeability of the intergranular medium of the

ceramic as a function of temperature. This effective permeability is determined by the
!

plateau in the #1 versus log10 (Hl) plots for H*nter < H1 < Hcl,g. In Figure 4.2.16 are

plotted #efr versus temperature. This increase is due to the fact that as the temperature

rises, the London penetration depth of the superconducting grains become larger, thus

increasing the portion of the sample volume into which flux can penetrate without the

magnetic field exceeding the lower critical field Hcl,g of the grains. At sufficiently

low temperature, the London penetration depth is much smaller than the grain s;zes:

Ag << Rg. In this lhnit, Eqn. (2.2.3) in Chapter 2 will become ,aerl _ f,, where

fn is the volume fraction of the normal region, ff one simple-mindedly ignores the

demagnetization effects of the grains also, _e lowest order correction of ltefr in powers
,le

of Ag/ Rg is:

/_,ff ,_ f_ + [2f_Ag(T) / R-_] . (4.2.2)

From this expression, one can understand how the increase of the London penetration
4t_

depth can increase /.Zef f. The dashed line in Figure 4.2.16 is the calculation of Eqn.-
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(4.2.2), using fn = 0.144, Ag(T = 0) = 1400 A [18], Tc = 91. °- b[ (see Figure 4.2.17

below), R-"_= 10 /_m and the empirical "two-fluid" approximation of the temperature-

dependent penetration depth [61]"

• Ag(T) _ [1- (T/Tc)4] -°'5Ag(0) - (4.2.3)

- Note that the value of f, has been chosen to be the ratio of the measured density of this

sample ( 5.46 g/cm 3) to the der,sity p = 6.38 g/cre 3 computed from x-ray structure [12].

When the inter- and intragranular penetration fields, H_,te , and H,ntr a, are plotted

as a function of temperature, as in Figure 4.2.17, one interesting feature of this sample

becomes obvious -- the intergranular penetration field H,nte r extrapolates to zero at 4.6

degrees below the temperature at which the intragranular one does. Remembering that

the penetration field H* is a measure of the critical current, this means tha; the ceramic

sample as a whole does not go superconducting until at 4.6 degrees below the intrinsic

critical temperature of the intragranular superconducting material. The critical current

densities are deduced from H,,te , and H,,tr a, using the critical state model, and are

plotted in Figure 4.2.18; the specific equation used is, from Eqns. (2.2.9) and (2.2.11),

Jc(H 0) I0 [ ]= = - H o , (4.2.4)
4r,(3+ I)RH3o (H* + Ho)B+I _+i

where Jc is in m/cm 2, R is in cm, and H*, as ,well as H0, are in Oersted. Jc,] (H = O)

is calculated using parameters 3 = 1.8 and H0 = 3, while Jc,g (H = 0) is calculated

using parameters 3y = 1.0 and H0,9 = 5.

One explanation of the lower overall transition temperature for the ceramic sample

as a whok" is that the sample is essentially a random 3-dimensional matrix of highly

. superconducting grains pressed into contact with one another through Josephson weak

links. According to this picture [52][39], each superconducting grain acquires a gap, or

pairing order parameter, as the temperature is lowered below the single-grain transition

temperature Tc0. The amplitude of this order parameter [_,[ is fixed by the characteristics

-
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of the single grain, so is the intragranular condensation energy Eg = (H_g/8rr)I_,

which is proportional to I,12 to the lowest order correction in [_'1. However, the phase

of thr _order parameter is not fixed if there were no iatergrain Josephson coupling, which

is characterized by the Josephson coupling energy Ej = (h/Srre)10, where I0 is the

maximum Josephson current I0. The order parameter thus behaves as a two-component

("x-y") spin and the matrix of grains may be represented by a set of vectors in the

complex plane. The weak Josephson coupling bctween grains acts like a ferromagnetic

interaction between the "spins" in the absence of an applied magnetic field. The phases of

the grains are thus "locked" by the coupling, phase coherence across the whole junction

matrix is established, and the whole ceramic sample becomes superconducting.

However, thermal fluctuations become significant when k BT >> E j, which is pro-

portional to (Tc0- T ). In this temperature range thermally activated phase slippage

readily occurs in the junctions and so a time-averaged voltage appears across any junc-

tion that carries current. The sample as a whole becomes resistive, even though ali

individual grains may still be strongly superconducting. This state has been referred

to as a "paracoherent" state by some authors on granular low-temperature supercon-

ductors [62][63][64]. This picture of granular superconductors is analogous to the

superparamagnetic-ferromagnetic transition in granular ferromagnetic thin films [65][66].

The cross-over between phase-locked (coherent) and phase-fluctuation-dominated (para-

coherent) behavior occurs at a Josephson phase-locking temperature Tcy given roughly

by the equation Ej (T_j) _ kBTcj. In Ref. [39], it is derived that

Tco - Tcd "m (1.57 x 10-s A/K) Tc-'/Io(0) . (4.2.5) .

Simple-mindedly assuming Io (0) _, JcJ a2 and taking Jcy "_ 700 A/cre 2, and a _ 2 pm,

and Tco = 92 K, one gets T_-Tcj = 4.7 K. More theoretical studies on disordered arrays

of weakly-coupled superconducting grains have been done. For example, Monte Carlo

- simulations done by Shih, Ebner and Stroud [52] predicted that in such a random network,
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there is indeed a thermodynamic supercondvcting phase transition for the overall system

at the phase-locking temperature. Relevant experimental works have also been done on

related systems of conventional superconductors. In 2-dimensional networks of niobium

Josephson junctions, it was found that the superconducting transition t_mperature of

the network is lower than that of the niobium islands. In essence, according to

• this explanation, the lower intergranular transition temperature in Figures 4.2.17 and

4.2.18 is the phase-locking temperature of the ceramic sample. Between this and the

intrinsic critical temperature of Y-Ba-Cu-O, the individual grains in the sample are

superconducting with pairing order parameter of non-zero amplitude. However, due to

thermal fluctuations, the phases of the order parameters of the grains are not coherent,

so the ceramic as a whole is not superconducting. However, below the phase-locking

temperature, phase coherence exist among the grains and the whole ceramic becomes

superconducting.

Another picture for the lower intergranular temperature is in terms of the flux-creep

picture. In the discussion of the critical state model in Chapter 2, we have omitted the

possibility of thermal effects for simplicity. Actually Anderson has managed to explain

a lot of phenomena in conventional type-II superconductors by his flux-creep theory.

In the flux creep theory [35][34][67], the pinning centers in type-II superconductors

trap Abrikosov flux lines by means of potential wells. By means of thermal activation

and aided by the Lorentz force J x B/c, the fit:': lines hop over free energy barriers

in the form of bundles.

In the absence of this thermally activated motion, the flux lines are held in free

energy potential wells of depth U and width w. The Lorentz force on a flux bundle

• of volume V is JBV/c. Hence the potential well is reduced to an effective height

( ['- JBVu,/c) by the Lorentz force. If there is no thermal activation, flux flow will

occur when J = Jt0 = cU/BVu, as discussed in Chapter 2. The effective well depth

can then be written as U ( 1- J/Jco).
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However, in the presence of thermal activation, the net diffusion velocity on a flux

line is f_d exp [ -U ( 1 - J JcO) / kT ], where d is the distance between pinning centers

and f2 is _he frequency of oscillation. This may be regarded as expressing the probability

that a flux line has enough energy to cross the barrier, in which case f_ would be the

frequency of flux line oscillation.

From this mean diffusion velocity the electric field is given by

c _ 1 arco (4.2.6)

Thus the voltage-current curve is exponential rnd the critical current determined in an

experiment depends on the lowest voltage which can be measured. If this is Ec then

Jc = arco 1- [71n Ec "

In other words, the value of the critical current density is depressed by the presence

of thermally activated flux creep and will go to zero at a temperature lower than the

critical temperature, defined to be the temperature when Jco ----,0 in the absence of

thermal activation.

In the author's opinion, these two superficially different pictures may only be two

different "languages" describing the same physical process taking place in the system.

The facts that they both involve thermal activation and that in the random matrix picture,

phase-slippage also involves motion of flux lines highlight the similarity of the two

pictures. There may yet be other possible explanations for the intergranular transitior

temperature; for example, the vortex-glass mo0el of M. P. A. Fisher's [68][69][70].

However, most of the experiments and theoretical works to date describe the model in

terms of a system with a high dc magnetic field of the order of teslas applied to it, which

is not the case in our experiments. Therefore the direct relevance of the vortex-glass

111_._1._,1 I,%.,I IklllO _..,_lkO_.,_ ,IL,_ II_,PL IJI.J Y IOLdl._.
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4.3 Measurements and Model on Y-Ba-Cu-O Thin-film

From the previous section, we have seen that by measuring the inductive and

dissipative components of the fundamental mode (n = 1) complex permeability as a

function of ac magnetic field amplitude H1 over a large enough range, one can distinguish

, very clearly the inter- and intragranular supercurrents inside a bulk ceramic Y-Ba-Cu-O

sample. From the peak positions of #_ in Hl, called Hinte r and H_ntr a respectively in

Section 4.2, one can even get a quick estimate of both the inter- and intragranular critical

current d':-,ies. In this section, similar measurements are reported on a pulsed-laser-

ablated Y-Ba-Cu-O thin-film (sample no. C-51) deposited on SrTiO3, with the c-axis

oriented perpendicular to the film surface.

The circles in Figure 4.3.1 are the experimentally measured inductive and dissipative

components of the complex permeability,/_ and #_', of this Y-Ba-Cu-O thin-film shown

over four decades of Hl. In these measurements, the 2-coil receiver is used, well

balanced with the balancing-circuit described in Chapter 3. Without a superconducting

sample, the balanced signal is within 100 ppm of the induced voltage of the ;ndividual

coils. Only one peak in #_' is observed, located at Hz _ H* _ 95 Oe. Again, this peak's

I
location is at about the same position as the inflection point of #_. From the fact that F_I,

for H1 greater than H*, approaches a plateau at value 1 ( corresponding to the normalized

in-phase pick-up signal voltage _'/H1 decreasing to zero ), no more dissipation peaks

are expected beyond the H1 fields achievable by this apparatus. Thus, this absorption

peak at H1 _ 95 Oe is ascribed to the "one and only intrinsic" supercurrent of the

• superconducting film.

, Can we get an estimate of Jc of this sample, as we did earlier for the ceramic Y-Ba-

Cu-O cylinder? This question is a little more complicated due to the geometrical shape

of this sample. For the cylinder, the dimensions of the sample ( length / diameter _ 7 )

was intentionally chosen to justify, tolerating some error, the neglect of demamaetization.
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at least for the intergranular medium. For the disk-shaped thin-film, however, the

demagnetization effect is very significant. The large demagnetization factor in this

case approaches one: D ,_ 1 - (d/R) where d is the thickness and R is the radius

of the disk. A tempting approach to deal with this effect would be simply to use

the conventional treatment of demagnetization for ellipsoidal samples, and correct the

internal field by the demagnetization field- Hinternal -- Happlied- 4rrDM, where

M is the magnetization of the sample. However, the critical state actually generates

a nonuniform magnetization through the sample, thus violating the conditions for a

conventional treatment. Even taking the average magnetization, assuming it to be

uniform and calculating self-consistently the internal field Hinternal predicts effects

which disagree with experimental data [71][72].

Daeumling and Larbalestier [73] treat this demagnetization problem for critical state

in disk-shaped superconductors. They divide the disk into ring segments and calculate

self-consistently the current distributions and magnetic field vectors due to the combined

contributions of the ring-current segments, in addition to the applied magnetic fields.

They find that the field shielded (or trapped) in the center of the disk ( they call it h*

) is roughly equal to 47tj cd/c, where d is the thickness of the disk! Note that in the

absence of demagnetization the shielded (or trapped) field would be 4rrJcR / c where R

is the radius of the disk. The shielding currents also create radial fields which are of

order 27rJcd / c on the disk surface. For low applied fields Happlied < h* these self-field

effects dominate, leading to substantial deviation of the local field from the applied field.

They also find that the demagnetization field does not depend on the applied field, but

rather on Jc. So if Happlied >> lt*, a demagnetization correction is not necessary.

Associating the position of our #" peak of the Y-Ba-Cu-O thin-film with h*, we

can still get an estimate of Jc of the film Jc = 10 H*/47td _ 1.5 × 106 A/cm 2, where

the film thickness d _ 0.5 /zm.

Simple-mindedly adopting the critical state model calculation for a cylindrical
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geometry, but merely reinterpreting the penetration field H* as ,-- Ycd rather than _ JcR,

we find that the #' and #" data on the Y-Ba-Cu-O thin film is fit quantitatively by the

Bean-version of the critical state model, ie. Jc is taken to be independent of the local

field. In Figure 4.3.1, the circles represent data points, whereas the solid lines are the

Bean model calculations represented on the same scale as the data.

• Experimental harmonic spectra of the signals taken at several Hl'S are shown as

solid lines in Figures 4.3.2. These spectra are ali taken at zero dc magnetic field and

77 K. The squares are the harmonic power spectra, normalized to have the same third

harmonic power as the data, calculated for the Bean version critical state model Jc =

constant which, for HI < H*, can be represented as ( please also refer to Eqns. (2.2.16)

and Ref. [36]):

P(nf) = (n- 2)(n + 2) p(af) . (4.3.1)

One sees that the Bean spectrum fits the low HI experimental data quite well, and that

the fit gradually fails as H1 gets larger. This is not too surprising since as HI gets larger,

the effects of the magnetic field dependence, albeit small, of Jc may start to show up.

For completeness, odd harmonic power measurements were taken at 77 K versus

log10 (Hl) are shown as circles in Figures 4.3.3 for n = 3, 5, 7, 9. These data are taken

at zero dc field. However, application of Hac up to 90 Oe does not cause significant

change in the data. For example, Figure 4.3.3(c) also shows, as diamonds, a plot of

P (7f) versus log10 (Ha) at Hctc --- 100 Oe, showing only little change; the two sets

of data lie almost on top of each o:her, as expected from the Bean assumption that Jc

is independent of H.

The solid lines in Figure 4.3.3 are calculations according to the Bean model, withv

H* = 95 Oe and "R" = d = 0.5 #m. The calculations give the correct slopes of

the P (hf) versus log10 (Ha) data and aiso the correct relative amplitudes. However,

they could not explain some of the fine details in the data, such as the small "bump"
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in the third harmonic in Figure 4.3.3(a). Also, for the 5 rh, 7 th and 9th harmonics, the

wiggling behavior occurs at lower applied H1 values and has smaller amplitudes in

the experimental data than in the calculations. Moreover, the amount of displacements

both in Ha and power amplitudes are consistent among ali three harmonics. This is not

understood at present, and we believe that the geometrical shape of the sample, hence

the complicated demagnetization effects involved, is at least one of the major reasons

for this effect. We also note that the flat regions in P (hf) for H1 < 10e are due to

insufficient signal to noise ratio, and represent the background spectnma analyzer noise

level at _ -125 dBm.

As a last remark of this section, we would like to comment on the single peak

observed in #" versus H1 data on this sample. This peak, as suggested earlier, is due

to the ac absorption of the intrinsic supercurrent in the thin-film. However, it has been

suggested in the literature that twin-boundaries in Y-Ba-Cu-O crytals and thin-films may

behave like weak-links. So in principle thin-films like ours should also have both inter-

(weak) and intragranular (strong) supercurrent components. One possible reason that

we have not seen a second ac absorption peak in our #" versus H1 data may be that

at 77 K, the different domains of the thin-films are very well coupled across the twin

boundaries, and thus the intergranular effects are not prominent enough to be detected.

An interesting experiment to try is to measure u" versus H1 at higher temperatures, just

as what has been done for ceramic Y-Ba-Cu-O cylinder C-46N in the previous section.

At high temperatures, the coupling across twin boundaries may become weaker and the

intergranular effect may thus show up in experiments.
ql

4.4 Measurements and Model on Bi-Sr-Ca-
Cu-O Single Crystal

In the this section, we present experimental data taken on a Bi2Sr2CaCu2Os single

crystal ( sample number C-50 ). All the data are taken at 77 K with both the ac and dc
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magnetic fields perpendicular to the a-b plane of the crystal.

! t!
The inductive and dissipative components of the complex permeability, _1 and _Zl,

of this Bi-Sr-Ca-Cu-O single crystal are measured over four decades of HI at 77 K

. and are plotted as circles in Figure 4.4.1. As in Section 4.3, the 2-coil receiver is

used to pick up the signal from the sample. The receiver is well-balanced with the

" balancing circuit described in Chapter 3. Again, as in the Y-Ba-Cu-O thin-film sample,

I!
only one peak in the absorptive component #] is observed. However, the value of the

peak position H* is much smaller than that of the Y-Ba-Cu-O thin-film: H* _ 5.2

Oe. Since no more absorption peak is expected beyond the maximum achievable HI,

by the same reasoning as in Section 4.3, this absorption peak at H1 = H* = 5.2

Oe is ascribed to the intrinsic supercurrent of the superconducting material. Using

Daeumling and Larbalestier's results, we can get an estimate of ,/c of this single crystal

as Jc = 10H* 47td "_ 4.1 × 10 3 A/cm 2, taking the thickness of the crystal to be 10 itm.

This small value of Yc is most likely due to a small flux pinning force density in the

sample. The dashed lines in Figure 4.4.1 are calculations according to the generalized

critical state model, Eqn. (2.2.10), using /3 = 1.3, H0 = 3 Oe and H* = 5.20e.

The fits are satisfactory but definitely not as good as those for the ceramic Y-Ba-Cu-O

cylinder in Section 4.2 and Y-Ba-Cu-O thin-film in Section 4.3. These fits are obtained

by simple-mindedly using the generalized critical state model for cylindrical geometry.

but replacing the lateral dimension of the sample by the thickness, "R" _ d = 10 Itm.

For comparison, corresponding Bean model calculations are also plotted in Figure 4.4.1,

as solid lines. The generalized critical state model best fits the data for H1 < H*,

whereas the Bean model is best for H j > H*.

. Experimental harmonic power spectra of the pick-up signals at H1 = 10, 21 and 40

Oe are shown as solid lines in Figures 4.4.2(a), 4.4.3(a) and 4.4.4(a), respectively. These

spectra are ali taken at zero dc magnetic field and 77 K. Unlike the Y-Ba-Cu-O thin-film

spectra, the Bi-Sr-Ca-Cu-O single crystal spectra change significantly as a dc magnetic
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field is added. In Figures 4.4.2(b), 4.4.3(b) and 4.4.4(b), data similar to Figures 4.4.2(a),

4.4.3(a) and 4.4.4(a), respectively, are taken, but at a dc magnetic field equal to 40e.

This means that the critical current is sensitive to small magnetic field. The dot-circles

in Figures 4.4.2, 4.4.3 and 4.4.4 represent the calculated harmonic spectra according to

the generalized critical state model, using 3 = 13, H0 = 30e and H* = 5.2 Oe, while

the dot-squares r::present the Bean model calculation results. Surprisingly, although the

generalized critical state model calculations give _ more satisfactory fit for/_ and _z_'

versus log10 (Hl) in Figure 4.4.1, the Bean model calculations fit the power spectra

better in Figures 4.4.2, 4.4.3 and 4.4.4. This is not understood at present.

Odd harmonic power taken experimentally at 77 K as a function of log10 (Hl) are

shown as circles in Figures 4.4.5 for n = 3, 5, 7, 9. These data are taken at zero dc

field. Since dc is dependent on H, application of dc magnetic field has a significant

effect on the harmonics. For example, ,_igure 4.4.6 is a plot of P (7f) versus log10 (Hl)

at Hac = 10.2 Oe. The solid and dashed lines ar,,, respectively, calculations according to

the Bean and generalized critical state model, using 3 = 1.3, H0 --- 30e and H* = 5.2

Oe. As for the Y-Ba-Cu-O thin-film in Section 4.3, model calculations give about

the correct slopes and relative amplitudes but do not fit the ,.etails of the harmonic

power versus ac field amplitude data satisfactorily. Presumably, the demagnetization

effects of this geometry complicate the modeling problem significantly, especially in

high harmonics because of their sensitivity to differences between the physical systems

and the models.

For completeness, some harmonic power versus dc magnetic field data are shown

in Figure 4.4.7. The r_;presentative harmonic numbers are 2, 8, 15 and 19; the ac

driving frequency is 1 kHz, the amplitude is 30 Oe and the temperature is 77 K. The -

corresponding generalized critical state model calculations, with 9 -- 1.3, H0 = 3 Oe

and H* = 5.2 Oe, are shown in Figure 4.4.8. The high harnaonics do not fit the data

very weil, probably because the higher the harmonic number, the more sensitive the
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harmonic signal is to the fine details in the model. Like the P(nf) versus logl0 (Hl)

data, and harmonic generation in disk-shaped superconductors in general, more work,

both experimental and theoretical, will have to be done to understand the nonlinear

electrodynamics of this sample.
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4.5 Figure Captions and Figures of Chapter 4

Figure 4.1.1. Power spectra for powdered YBa2Cu307-6 (sample no. C-15) at
I.

T = 77 K, driven by an ac field at frequency 7.7 kHz, of amplitude H1 = 2.3 Oe.

(Bottom) Dc field Hdc= 0.00e. Odd harmonics n = 3, 5, ... are generated. (Top) In

a parallel dc field Hdc = 1.00e, even harmonics n = 2, 4, ... also appear, owing to

symmetry breaking by the dc field. The vertical scale is 10 dBm per division.

Figure 4.1.2. Power spectrum for powdered YBa_Cu3OT__ (sample no. C-15) at

T = 77 K, driven by an ac field at frequency 28 kHz, of amplitude Hi = 23 Oe, in

a dc field Hd¢ -_ 1 mOe. Odd harmonics up to n --- 41 are clearly observed, as well

as much weaker even harmonics. The broad background resonance at f _ 363 kHz is

that of the receiver coil itself.

Figure 4.1.3. Circles" P (hf) versus harmonic number n from Figure 4.1.2; crossed

circles: data from Figure 4.1.2 corrected for receiver coil resonance. Broken line:

relative P (hf) computed from the model Eqns. (2.1.4) and (2.1.9), hl = 5.0, adjusted

to fit data at n = 3. Dotted line: P (hf) computed for first-order model, Eqn. (2.1.13),

with hl = 5.0, Lo = 0.35, K = 0.3, as in Figure 4.1.8.

Figure 4.1.4. (a) Second harmonic power P(2f) versus dc field Hdc for

YBa2Cu3OT__ (sample no. C-15) at T = 77 K, H1 = 2.30e, f = 52.5 kHz. (b)

Expansion of the scan resolution by 2000×, showing narrow dip at Hd_ = 0, of width

AHdc _ 0.1 mOe.
I

Figure 4.1.5. Relative harmonic power ( 10 dB per division ) of P (hf) versus Hac,

scanned at a uniform rate, for powdered YBa2Cu3OT__ (sample no. C-15), at T --- 77

K, H1 = 23 Oe, f = 2S khz. (a) to (f) show data for selected representative harmonics

n. Shown are two scans, the arrows denoting the direction of time increase. There is a

small hysteresis with this property: if a leftward trace is reversed, it superposes exactly
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on the rightward trace. The sharp dips are interpreted as evidence for a pseudo flux

quantization of an ensemble of supercurrent loops in the granular sample.

Fi_tre 4.1.6. Relative harmonic power ( 10 dB per division ) of P (hf) versus hdc,

. computed from zero-order model Eqn. (2.1.4), using hl = 5.0 and F(A) from Eqn.

(2.1.9). (a) to (f) show the same harmonic numbers as for the data, Figure 4.1.5.

Figure 4.1.7. (a) Average spacing AHdc between dips from the data of Figure 4.1.5,

versus harmonic number n. (b) Average spacing Ahdc between dips versus harmonic

number n, computed from Eqns. (2.1.4) and (2.1.6) for various values of the standard

deviation cr of the assumed Gaussian distribution.

Figure 4.1.8. Relative harmonic power ( 10 dB per division ) of P (hf) versus

hdc, computed from the first-order model, Eqn. (2.1.13), using parameters hdc = 5,

Lo = 0.35, n = 0.30, and F(A) from Eqn. (2.1.9).

Figure 4.1.9. IQn(hl ,A) I - lA J,_(Ahl) .F'(A) I versus A, in dimensionless units;

F(A) from Eqn. (2.1.9). (a) n = 10, hl = 5.0; (b) n = 5, hl = 5.0; (c) n = 5,

hl = I0.0.

Figure 4.1.10. Relative harrnonic power ( 10 dB/div ) P(16f) versus Hd_ for

powdered Y-Ba-Cu-O sample, no. C-15, at T = 77 K, f = 28 kHz, for a series of

values of the ac field Hl; the arrows denote the direction of increasing time in the scan.

If leftward trace (c) is reversed and plotted (d), it superposes exactly on the rightward

trace (e).

Figure 4.1.11. Circles: Measured values of the dc field Hd_ for a sharp dip in

• P(15f) as a function of the ac field Hl; taken for sample no. C-15 at 77 K. Diamonds

denote less well defined dips. Solid lines: hl versus hdc, where hdo oc Hdc is the

computed position of a sharp dip as a function of hl oc Hl. Computation is made from

Eqns. (2.1.4) and (2.1.9).

Figure 4.1.12. Relative harmonic power ( 10 dB/div ) for P(2f) versus Hd_ for
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sample no. C-15, powdered Y-Ba-Cu-O, at T = 77 K, showing well-defined transition,

with structure, as Ha field is reduced. Similar behavior is observed for n = 4.

Figure 4.1.13. Relative harmonic power ( 10 dB/div ) for P (2f) versus hdo,

computed from the "loop" model, Eqns. (2.1.12) and (2.1.9). An abrupt transition

to structure is observed as hl is reduced; cf. Figure 4.1.12.

Figure 4.2.1. (a) Measured harmonic power P (hf) versus Hctc for YBa2Cu3OT__

sintered rod (sample no. C-46N). T = 77 K, H1 - 13.50e, and f = 10.5 kHz. Vertical

scale division equals to 10 dB. (b) Modified critical state model predictions with 3 =

1.8, H0 = 3 Oe and H* = 15 Oe. (c) Same as (a) except H1 = 4.5 Oe. (d) Solid

lines: Same as (b), except H1 = 4.5 Oe; for n = 10 the dashed line is that predicted

for 3 = 1.0, and does not tlt the data.

Figure 4.2.2. (a). (b) Open circles: measured (Gaussian units) [Ztot,_zversus H1 for

YBa2Cu3OT-;s sintered rod (sample no. C-46N), Hec = 0, T = 77 K, f = 85 Hz. Solid

line: modified critical state model predictions with /3 = 1.8, H0 = 3 Oe and H* = 15

Oe, for intergranular component /_. Dashed line: model calculation for intragranular

component By (reduced by a factor of 3 for/Z_) using parameters 3g = 1.0, Hog = 5

Oe, Htntr a = 050 Oe, Rg 10 /zm. (c) Measured "-- I.ttotal versus H1 for powdered

YBa2Cu3OT__, (sample no. C-48B), Hac = 0, T = 77 K, f = 85 Hz. The intergranular

component is absent; cf. (a). (d) Same as (a) but with Ha,. = 10.-° Oe, which sp!its

the intergranular component.

Figure 4.2.3. (a) Circles: Third harmonic power (10 dB/div) versus loga0 (Hl)
w

experimentally measured on YBa2Cu3OT__, sintered rod (sample no. C-46N), Hac = 0,

T = 77 K, f = 1.0 kHz. The balanced signal from Coils #5 and #6 has been amplified

100× ( +40 dB ) by the PARC 113 preamplifier before going to the spectrum analyzer.

Solid line: generalized critical state model predictions with 3 = 1.8, H0 = 30e and

H* - 15 Oe. Dot-dashed line: generalized critical model predictions with 3g = 1.0,
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Hog = 50e and Hi*ntra = 250 Oe. Dashed line: generalized critical model predictions

with 8g = 2.0, Hog = 5 Oe and Hintr a = ,'250 Oe. (b) Third harmonic power (10

dB/div) versus log10 (Hl) experimentally measured on YBa_Cu3OT__ powder (sample

no. C-48B), Hac -- 0, T = 77 K, f = 1.0 kHz. The balanced signal from Coils

#5 and #6 has been amplified 10× ( +20 dB ) by the PARC 113 preamplifier before

- going to the spectrum analyzer. (c) Circles: Fifth harmonic power (10 dB/div) versus

loga0 (Hl) experimentally measured on YBa2CuaOT__ sintered rod (sample no. C-

46N), Hac - 0, T = 77 K, f = 1.0 kHz. The balanced signal from Coils #5 and #6

goes to the spectrum analyzer without preamplification. Solid line: generalized critical

state model predictions with _ = 1.8, H0 = 30e and H* = 15 Oe. Dot-dashed line:

generalized critical state model predictions with _g = 1.0, Hog = 5 Oe and H_,t,. a = 250

Oe. Dashed line: generalized critical state model predictions with fig = 2.0, Hog = 5

Oe and H_ntra -'- 250 Oe. (d) Fifth harmonic power (10 dB/div) versus log10 (Hl)

experimentally measured on YBa_Cu3OT_6 powder (sample no. C-48B), Hdo = 0,

T = 77 K, f = 1.0 kHz. The balanced signal from Coils #5 and #6 goes to the

spectrum analyzer without preamplification.

Figure 4.2.4. (a) Circles- Seventh harmonic power (10 dB/div) versus log10 (Hl)

experimentally measured on YBa2Cu307_6 sintered rod (sample no. C-46N), Hac = 0,

T = 77 K, f -- 1.0 kHz. The balanced signal from Coils #5 and #6 goes to the

spectrum analyzer without preamplification. Solid line" generalized critical state model

predictions with 3 = 1.8, H0 = 3 Oe and H* = 15 Oe. Dot-dashed line: generalized

critical state model predictions with _g = 1.0, Hog = 50e and Hi, tr,, = 250 Oe.

" Dashed line: generalized critical state model predictions with _g = 2.0, Hog -- 5

Oe and H,* tta = 250 Oe. (b) Corresponding experimental measurements and model

calculations for the ninth harmonic power. Specifications are the same as (a).

Figure 4.2.5. Open circles' Experimentally measurements (Gaussian units) of (a)

P_1and (b) _ versus log10 (Hl) for YBa2Cu3OT__, sintered rod (sample no. C-46N),
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Hac = 51.40e, T - 77 K, f = 85 Hz. Solid line: modified critical state model

predictions with ,8 = 1.8, H0 = 3 Oe and H" = 15 Oe, for intergranular component t2.

Dashed line: model calculation for intragranular component/2g (reduced by a factor of
/

" * -- 250 Oe, Rg = 10 #m.3 for #g) using parameters /3o = 1.0, Hog = 50e, Hint,.,, -

Figure 4.2.6. Same as Figure 4.2.5, except that Hac = 60.3 Oe.

Figure 4.2.7. Same as Figure 4.2.5, except that Hdo = 70.2 Oe.

Figure 4.2.8. Same as Figure 4.2.5, except that Hdo = 90.4 Oe.

Figure 4.2.9. (a) Circles: Seventh harmonic power (10 dB/div) versus log10 (Hl)

experimentally measured on YBa2Cu307_5 sintered rod (sample no. C46N), Hdc =

10.1 Oe, T = 77 K, f = 1.0 kHz. The balanced signal from Coils #5 and #6 goes to the

spectrur, analyzer without preamplification. Solid line: generalized critical state model

predictions with 3 = 1.8, H0 = 3 Oe and H* = 15 Oe. Dot-dashed line: generalized

critical state model predictions with 13g = 1.0, Hog = 5 Oe and Hi*tr a -- 250 Oe.

Dashed line" generalized critical state model predictions with /3g = 2.0, Hog = 5

Oe and H_,t,. a = 250 Oe. (b) Circles: Fifth harmonic power (10 dB/div) versus

log10 (Hl) experimentally measured on "t;Ba2Cu3OT_6 sintered rod (sample no. C-

46N), Ha_ = 30.2 Oe, T = 77 K, f = 1.0 kHz. The balanced signal from Coils #5

and #6 goes to the spectrum analyzer without preamplification. Solid line: generalized

critical state model predictions with /3 = 1.8, H0 = 3 Oe and H* = 15 Oe. Dot-

dashed line: generalized critical state model predictions with 13g = 1.0, Hog = 5 Oe

and Hz*_t,.a = 250 Oe. Dashed line" generalized critical state model predictions with

3g = 2.0, Hog = 5 Oe and H,*t,. a = 250 Oe. (c) Same as (b), except that Hac = 60.4

Oe. (d) Same as (b), except that Hac = 91.50e.

Figure 4.2.10. Harmonic spectra generated by YBa2Cu3OT__ sintered rod (sample

no. C-46N) taken at 78.5 K ant. Hdc = 0. The ac magnetic field amplitudes Hx are

(a) 5.00e, (b) 10.00e, (c) 20.00e and (d) 40.00e. The squares are the harmonic
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spectra predicted by the generalized critical state model calculations for the intergranular

component only: _ = 1.8, H0 = 30e andH* = 15 Oe.

! I!
Figure 4.2.11. Experimental measurements (Gaussian units) of (a) _1 and (b) #1

. versus lOgl0 (Hl) for YBa2Cu3OT_6 sintered rod (sample no. C-46N), Hac = 0,

T = 78.8 K, f = 85 Hz. The experimental value of the effective permeability of the

" macroscopic polycrystalline medium #eyy is indicated. Hinte r and Hi*ntra, respectively,

are the external field at which the flux penetrates to the centers of the sintered rod

(intergranular medium) and the individual superconducting grains in the ceramic.

Figure 4.2.12. Same as Figure 4.2.11, except that T = 83.7 K.

Figure 4.2.13. Same as Figure 4.2.11, except that T = 86.0 K.

Filzure 4.2.14. Same as Figure 4.2.11, except that T = 87.5 K.

_e 4.2.15. Same as Figure 4.2.11, except that T = 89.5 K.

Figure 4.2.16. The measured effective permeability, #ely, of the intergranular

medium of the sintered YBa2Cu3OT_6 cylinder (sample no. C-46N), is plotted as a

function of temperature for the data of Figures 4.2.11 to 4.2.15, plus 13 other temperature

values in the range 77 to 91.5 K. The dashed line is the calculation of #eyf according

to Eqns. (4.2.2) and (4.2.3), with fn = 9.144, Ag(T = 0) = 1400 A, Tc = 91.2 I,2,

and Rg = I0 /_rn.

Figure4.2.17.The inter-andintragranularpenetrationfields,H,*nte,.(multipliedby

I0 ) and f-f_.tra'areplottedversustemperature.The solidlinesarelinearregression

fits to the measured data, and yield the intrinsic critical temperature of 91.2 K and

the intergranular phase-locking temperature of 86.6 K. The data set is the same as for

Figure 4.2.16.

Figure 4.2.18. The zero-field inter- and intragranlar critical current densities,

.lc.J (H = O) and ,]c.g(H = 0), as derived from the H,',,t_,. and H,_t,. a data in Fig-

ure 4.2.17 using the generalized critical state model result, Eqn. (4.2.4), are plotted

89



versus temperature. The solid lines are only guides to the eyes. The specific parameters

used in the derivations are: /3j = 1.8, H0,j = 30e and 13_= 1.0, H0,g = 50e.

Figure 4.3.1. Open circles: Experimental measurements (Gaussian units) of (a) t_'1

and (b) p_ versus log10 (hl) for YBa2Cu307-6 thin-film (sample no. C-51), Hdc -- O,

T = 77 K, f = 85 Hz. Solid line" Bean model predictions, Eqn. (2.2.6), with H* = 95

Oe and "R" = 0.5 pm, the film thickness.

_BFigure 4.3.2. Harmonic spectra generated by _ a2Cu3OT-6 thin-film (sample no.

C-51) taken at 77 K and Hdo = 0. The ac magnetic field amplitudes Ha are (a) 5.0

Oe, (b) 12.00e, (c) 50.00e and (d) 100.00e. The squares are the harmonic spectra

predicted by the Bean critical state model calculations with H* = 95 Oe.

Figure 4.3.3. (a) Circles: Third harmonic power (10 dB/div) versus lOgl0(H1)

experimentally measured on YBa2Cu307_6 thin-film (sample no. C-51), Hac = O,

T = 77 K, f = !.0 kHz. The balanced signal from Coils #5 and #6 has been amplified by

50x (+34 rB) by a PARC 113 preamplifier before going to the spectrum analyzer. Solid

line: Bean critical state model predictions with H* = 95 Oe. (b) Circles" Fifth harmonic

power (10 dB/div) versus log10 (Ha) experimentally measured on YBa2Cu3OT_6 thin-

film (sample no. C-51), Hdc= 0, T = T7 K, f = 1.0 kHz. The balanced signal from

Coils #5 and #6 goes to the spectrum analyzer without preamplification. Solid line:

Bean critical state model predictions with H* = 95 Oe. (c) and (d) Circles and solid

lines: corresponding experimental measurements and Bean model calculations for the

seventh and the ninth harmonic power. Other details are the same as (b). The diamonds

in (c) are experimental data taken at Hdc= 100 Oe; there is little change from the data

taken at Hd_ = 0 (circles).

Figure 4.4.1. Open circles: Experimental measurements (Gaussian units) of (a)

t_'1 and (b) p_ versus log10 (Hl) for Bi2Sr2CaCu2Os single crystal (sample no. C-

50), Hdo = 0, T = 77 K, f = 85 Hz. Dashed line: generalized critical state model
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calculations, with /3 = 1.3, H0 = 30e, and H* = 5.20e. Solid line: Bean model

predictions, Eqn. (2.2.6), with H* = 5.2 Oe.

Figure 4.4.2. Harmonic spectra generated by Bi_Sr_CaCu2Os single crystal (sample

no. C-50) taken at T = 77 K, f = 1.0 kHz, and ac field amplitude Ha = 10.0 Oe. The

dc magnetic fields Hdc are (a) 0.0 Oe, (b) 4.0 Oe. The circles are the harmonic spectra

predicted by the generalized critical state model calculations with /3 = 1.3, H0 = 3

Oe, and H* = 5.2 Oe. The squares are the Bean critical state model calculations with

H* = 5.2 Oe. Note that since the Bean model, Jc is independent of the magnetic field,

no even harmonics are generated even when Hdo _ O.

Figure 4.4.3. Same as Figure 4.4.2, except that H1 --- 21.0 Oe.

Figure 4.4.4. Same as Figure 4.4.2, except 'that H1 = 40.0 Oe.

Figure 4.4.5. (a) Circles: Third harmonic power (10 dB/div) versus log10 (Hx)

experimentally measured on Bi2Sr2CaCu208 single crystal (sample no. C-50), Hdc = 0,

T -- 77 K, f = 1.0 kHz. The balanced signal from Coils #5 and #6 goes to the

spectrum analyzer without preamplification. Dashed line: generalized critical state

model calculations, with 3 = 1.3, H0 = 3 Oe, and H* = 5.2 Oe. Solid line: Bean

critical state model predictions with H* = 5.2 Oe. (b) Corresponding measurements and

calculations for the fifth harmonic power. Specifics the same as (a). (c) Corresponding

measurements and calculations for the seventh harmonic power. Specifics the same as

(a). (d) Corresponding measurements and calculations for the ninth harmonic power.

Specifics the same as (a).

" .Figure 4.4.6. Same as Figure 4.4.5(c), except that Hdc = 10.20e.

. Figure 4.4.7. Relative harmonic power (10 dB per division) of P (hf) versus Hd_,

scanned at a uniform rate, for Bi2Sr_CaCu_Os single crystal (sample no. C-50), at

T = 77 K, Ha - 30 Oe, f -- 1.0 kHz. (a) to (d) show data for selected representative

harmonics: n = 2, 8, 15, 19. Shown are two scans, the arrows denoting the direction

91



of time increase. There is a small hysteresis with this property: if a leftward trace is

reversed, it superposes exactly on the rightward trace.

Figure 4.4.8. Generalized critical state model calculations corresponding to the

harmonic numbers and ac magnetic field amplitude used in Figure 4.4.7. The parameters

used in the calculations are: /3 --- 1.3, H0 = 3 Oe, and H* = 5.2 Oe.
a,
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Chapter 5 Summary and Conclusion

We will briefly summarize in this chapter the most important results of this thesis

. on nonlinear electrodynamics of high-temperature superconductors.

We presented in Chapter 2 two classes of models of superconducting systems which

were found to behave nonlinearly in electrodynamical behavior. The first class of models

was suitable for describing superconducting samples in powdered form. In this model,

each grain is assumed to behave like a superconducting loop with a Josephson junction,

similar to an ft-SQUID. Due to the nonlinear relationship between the loop current and

the magnetic flux through the loop, such a prototype superconducting loop was found to ,:

generate odd harmonics when driven by an ac magnetic field; if a dc magnetic field is

added, even harmonics are also generated. This symmetry of harmonic generation is in

agreement with experimental observations. The most surprising result predicted by this

model is that, in an ensemble of such prototype superconducting loops, the loop areas

o, vchich vary broadly, oscillatory dependence on an applied dc magnetic field due to

flux quantization in the loops still manifest itself in high enough harmonic response of

the system. Naively, one would have expected the wide distribution of loop areas in

such an ensemble would smear out the oscillatory behavior of the individual loops; our

superconducting loop models predict that the smearing does not occur in the harmonics.

Such prediction of pseudo flux quantization behavior is in semi-quantitative agreement

with experimental observations.

The second class of models presented in Chapter 2 is based on the Bean-Anderson-
J

Kim critical state model which was originally proposed in the 1960's to explain the

. dc magnetization hysteresis and flux trapping in conventional low-temperature type-

II superconductors. This model, due to its intrinsic hysteretic behavior, is nonlinear

in nature and predicts odd harmonic generation when the superconducting sample is

driven by an ac magnetic field, with additional even harmonics when a dc field is
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added; this is the same as for the first class of models. The original model proposed

was generalized here with the addition of one parameter /3, essentially amounting to

allowing the flux-pinning force density in a superconductor to vary as a power law

of magnetic field, a ,_ [HI -B+I. This model was then used to explain experimental

results on high-temperature superconducting bulk samples and was found, in the case

of ceramic Y-Ba-Cu-O, to fit a variety of data very well quantitatively up to the 10th

harmonic, approximately. The essence of the modification is to assume a critical current

density of the form Jc '_ H -°" for the intergranular medium, which turns out to be close

to that measured by transport experiments.

In Chapter 3, details of the experimental apparatus and data acquisition system were

given. A table of ali the samples involved was also given in this chapter. Relevant

software that the author has written to control the experiments was, however, presented

in the Appendices.

In Chapter 4, the main results of our experiments on nonlinear electrodynamics

and harmonic generation are presented for four different samples. In powdered Y-Ba-

Cu-O, as predicted by the superconducting-loop models in Chapter 2, approximately

periodic oscillations of harmonic power in dc magnetic field were observed. According

to the model, the oscillations were due to a pseudo flux quantization of the individual

supercurrent loops in the large collection. The dependences of the oscillation "periods"

on both the driving ac magnetic field and the harmonic numbers were both found to be

as predicted quantitatively by the model. The mathematical and physical reasons that

the flux quantization oscillations were not "smeared" out in a collection of loops with a
b

broad area distribution were also presented in this chapter.

Next in Chapter 4 were presented the experimental result' on a ceramic Y-Ba-

Cu-O cylinder. Extensive harmonic generation was also observed in this sample.

Generalized critical state model calculations as presented in Chapter 2 were found to

fit the harmonic data very well up to the 10th harmonic. Unambiguous experimental
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evidence for the coexistence of the intergranular and intragranular supercurrents in the

same ceramic sample was also presented, together with an estimate of the critical

current densities of both supercurrents. The intergranular critical current density was

estimated to be about 790 A/cm 2, while the intragranular one was estimated to be

about -._ 106 AJcm 2. When the temperature of the sample was increased while the

• inter- and intragranular supercurrents were monitored, the intergranular supercurrent was

found to go to zero at 86.6 K, while the intragranular one went to zero at 91.2 K. The

latter temperature agreed with the critical temperature of the intrinsic superconducting

material (Y-Ba-Cu-O), while the former was ascribed to the phase-locking temperature

of the 3-dimensional matrix formed by the superconducting grains. Between the phase-

locking temperature and the critical-temperature, the individual grains have gone through

the superconducting transition, and possess pairing order parameters with non-zero

amplitudes. However, due to thermal fluctuations, the phases of their order parameters

are randomly oriented and thus incoherent. The result is that even though the grains

are individually superconducting, the ceramic as a whole is not; this state is called the

paracoherent state. Below the phase-locking temperature, the phases of different grains

becomes coherent with one another because now the Josephson coupling energy Ej

between the grains is larger than the thermal energy kBT. So, in this coherent state, the

whole ceramic becomes superconducting.

Experimental data taken on a pulsed-laser-ablated Y-Ba-Cu-O thin-film were pre-

sented next in Chapter 4. Only one supercurrent component was observed; no convincing

experimental evidence for intergranular supercurrent was found. The data are reason-

ably fit by a Bean critical state model in which the critical current is not dependent on

magnetic fields.

Experimental data on a Bi-Sr-Ca-Cu-O thin single crystal were next presented; only

one type oi supercurrent was found. No model was found that could well explain the

harmonic data. Among other possible reasons, this may be due to the geometrical shape
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of the sample, giving rise to complicated demagnetization effects.

In conclusion, high-temperature superconductors manifest rich nonlinear electrody-

namical behavior. Investigating them through both low-frequency harmonic generation

and complex ac permeability provide very severe tests to models and reveals information

which would be difficult to acquire with other experimental techniques.
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Appendix A Details of Generalized
Critical State Model

In this appendix, we describe some of the important points in the analysis of the

generalized critical state model described in Chapter 2.

We start from the generalized critical state equation, Eqn. (2.2.10):

dH (r) 4rra'
= + (A.1)

[lH + H0 '

where the geometry of the sample is assumed to be long and cylindrical, with radius R

> O. The external applied magnetic field is assumed to be of the form

H(R) = Hd_ + H1 cos(_t) . (A.2)

in the following analysis, we always assume that Hdc :> 0; the results for I':ldc < 0 can

always be obtained by symmetry arguments.

We will provide the mathematical expressions for both the field profiles inside the

sample, H (r), at various instants of the ac magnetic field cycle, and the time derivative

of the total magnetic flux, d_/dt, in the sample.

First of all, for later notational and computational convenience, we define some

variables as follows:

A1 = [Ho + H (R)]'_+I + 4rra'(3 + 1) R (A.3a)

-4,2 = [Ho +Hdc + H1 ]_+1 -4rra' (3 + 1)R (A.3b)

-43 = [Ho-H(R)]S+I-4r, a'(3+I)R (A.3c)

-44 = 2HI +1 _ A3 (A.3d)

.4.5 = [Ho -(Hdc -- H1 )]3+x _ 4r,a' (3 + 1) R (A.3e)
,i

-46 = 2HI +1 -A5 (A.3f)

.47 = [Ho-H(R)]3+l+4rra'(A+l)R (A.3g)

As = [Ho + H (R)]3*i _ 4trce' (3 + 1) R (A.3h)
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A9 = 2HJ +1 - A8 (A.3i)

.41o = [Ho +(Hclc - H1 )]3+1 + 4ra' (3 + 1) R (A.3j)

All = 2Ho_+1 - A_o, (A.3k)

and

- B1 = B4 = B6 = B7 = B9 = Bio = Bll = -4_a _(3-4- 1) (A.4a)

B.2 = B3 = B5 = B8 = 4rat (3 + 1) . (A.4b)

From these variables, we further define

G, ( r ) = A, 4- B,r . (A.5)

and

F, ( r ) = "-arc!B,r - (3 -4-1) A, ] [G, (r ) ]_ (A6)
B? L • .

where i = 1, 2 .... , 11.

Let us also define" (a) ro designates the depth of ac field penetration as measured

from the axis of the cylindrical sample; (b) rl designates the instantaneous location

of the moving ac flux front; (c) r.2 designates the instantaneous location at which the

local magnetic field cros'_es zero and thus changes sign: (d) r ° is the value of r._ when

H, R_ = Hac - Hl. These variables must of course have values that are greater than or

equal to zero. So it is important to note that if the equations provided for them in the

following yield negative values for any of these variables, :he corresponding variablefs)

should be set to zero. ie. the corresponding location concerned have reached the axis

of the sample.

A.1 Case I • Hz >_ H& >_ O.

For H1 >_ H& >_ 0:

!
0 < r., = R- ×

57a' !'3 -,- I,

('H;, - , Hdr - H, ,"_" - :Ht,- (H,r H,. ,J-"' - 2H;! -1 _ . (A.1.7)
t. )
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If this expression yields a negative value, then ro - 0, as mentioned above. Note that

in the case of a purely ac applied field, ie. Hac = 0, one can derive the penetration field

H* from Eqn. (A.1.7) by setting the right-hand-side expression to zero:

1 {[Ho + H*] _+1 T'/'z?-t-1}0 = ro = R - 4rra'(S+l) - "-'0 , (A.1.8) -

where the ac field amplitude H1 has already been replaced in notation by H* Eqn.

(A.1.8) expresses the fact that when H1 = H*, the ac flux front reaches the axis of

the cylindrical sample. From Eqn. (A.1.8), the expression for H*, Eqn. (2.2.11), is

readily derived.

A.I.1 First half-cycle : 7r >_ wt >_ 0.

In the first half-cycle of Case I, there are two subcases which have to be considered

separately • (i) H(R) >_ 0; and (ii) H(R) __ 0.

(i) H(R)_>0. For H(R) > 0,

1

{ [Ho + (Hdo + Ha )]a+l _ [Ho + g (R)]_+1 }. (A.1.9)0 _< rl= R-- 8zra'('3 + 1)

Again, if the above expression yields a negative value, then r l -- 0.

Then for R _> r _> vi _> ro _> O"

1

H (r) = -Ho + [G1 (r)]5-75 . (A.l.10)

For r l _> r >_ ro"

1

H (r) = -H0 + [G2 (r)]°--77 (A.I.ll)

The time-derivative of the magnetic flux is

1 d_ (3 + 1)
- lH0 + H(R)] '3 Hl_.'sin(_'f) x

2= df (3+2)

{ F1 (R) - F1 (ra.)} . (A.l.12)
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(ii) H(R)_<0. For H(R) _< 0,

1
O<_rl--R- x

87ra'(_ + 1)

{[Ho+(H&+H1)]Z+I+[Ho-H(R)]_+I 9rg3+1}- ---o , (A.1.13)

and

1 {[H0 - H (R)]Z+I _ H0_+I} (A.1.14)0 _< r2 = R - 4zra I(fl+l)

If either of these two expressions yields a negative value, the corresponding variable

is set to zero.

Then for R >_ r >_ r,2"

1

H (r) = Ho - [G3 (r)]_-r . (A.l.15)

For r'2 >__," >__7"1"

1

H (r) -- -Ho + [G4 (r)]_-'$'T . (A.l.16)

For r l _> r > rO:

1

H (r) = -Ho + [G2 (r)]°-;-r (A.l.17)

The time-derivative of the magnetic flux is

. 1 dd_ _- (3+l)rHo-H(R)_'_t J H1,.v sin (_t) x
2"z dt (:3+2)

{Pa(R)- F3(r2)-_F4(r2)- F4(rl)}. (A.l.18)
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A.1.2 Second half-cycle : 2,7 _> _t _> r.

In the second half-cycle, there are three subcases which have to be considered

separately: (i) H (R) _<0; (ii) 0 _<H (R) _<H1 - Hdc; (iii) 0 _<H1 - Hdo _<H(R).

b

(i) H(R)<O. For H(R) _< 9,

1
O_<rl=R- x

8_a,' (fl + 1)

{[Ho-(Hac-H,)]_+I-[Ho-H(R)] _+'} , (A.l.19)

and

l {[Ho -- (Hdc -- H1 )]fl+l __ Hofl+l} (A.1 20)0 <_ ro = R - 47ra,'(/3+1) ' "

Then for R >_ r >_ rl"

1

H(r) = Ho-[G7(r)]_ir (A.1.21)

For rl >_ r _> rO:

1

H (r) = Ho - [Gs (r)],v77 . (A.1.22)

For r!,) >_ r" _> ro"

1

H(r) = -Ho+[G6(r)]"+' (A.1.23)

The time-derivative of the magnetic flux is

1 d_ (d + 1)
= [Ho - H(R)] _ Hl,.'sin(_ct) x

2rr dt (d + 2)

{ Fr(R) - Fr(rl)} . (A.1.24)
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(ii) 0 _<H (R) <_H1 - Hdo. For 0 < H (R) < H1 - Hdo,

1
O<_ra=R- ×

s_a' (/3+ 1)

{[Ho+H(R)] _+1 +[Ho-(Hdc-H1)I/3+I-2H_ +1} , (A.1.25)

and

. 1 {[n 0 nt- n (R)]/3+1 - a_ +1 } (1.1.26)0 5 r2 -- R- 4rc_ r (/3 + 1)

Then for R >_ r _ r2"

1

H (r) = -Ho + [Gs (r)]_-r (A.1.27)

For r 2 Z r _ r 1"

1

H (r) = Ho - [G9 (r)]_-r (1.1.28)

For r 1 >. r > r °"

1

H (r) = no - [Gs (r)]_r (A.1.29)

For ro > r >_ ro"

1

H (r) = -Ho + [G6 (r)]5"4"7 (A.1.30)

The time-derivative of the magnetic flux is

I d@ (Y_+I)
= [Ho + H(R)] _ Hla,'sin(,,'t)x2_ d_ (_+2)

{Fs(R) - F8 (r2) + F9 (r2) - F9 (rl)}. (A.1.31)
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(iii) 0< H1- Hd_ <_H (R). For0 < Ha - Hd_ < H (R),

1
0_<rl = R- x

[Ho + H (R)] B+I + [go- (Hdc- Hl)] _+1 - 9 T4B+I
(A.1.32)--o _

2

Then for R > r >_ ra"

1

H (r) = -n0 + [Gs (r) ]_'vr (A.1.33)

For rl >__ r >__ ro:

1

H (r) = -H0 + [G6 (r)]5"77 . (A.1.34)

The time-derivative of the magnetic flux is

1 d* (/3+1)
= [Ho + H (R)]/_ Hlw sin (a;t) x

dt + 2)
{ Fs (R) - Fs (r_) } . (A.1.35)

A.2 Case II- Hdo > H1 >__O.

For Case II •

1
0<ro =R- x

8rra' (3 + 1)

{[Ho+(Hdc+H1)I_+I-[Ho+(Hdc-H,)] '_+1} . (1.2.1)

Note that unlike Eqn. (A.1.7), Eqn. (A.2.1) cannot be used to derive H* by the very

fact of a non-zero Hdc in Case II; r0 denotes the location of the ac flux front. However,

for a given Hdc, eg. Hdc = 10.20e as in Figure 4.2.2(d), a peak in t*'[ versus

log10 (Hl) will occur approximately when the right-hand-side of Eqn. (A.2.1) goes to

l IIzero: r0(H1) ---+0+. This corresponds to the broad peak of t l at Hl = 7.50e in

Figure 4.4.2(d).
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A.2.1 First half-cycle : ,-r >_ _,t >_ 0.

For Case II, H (R) is always greater than or equal to zero. In the first half-cycle,

1
0<rl =R- x

STra'(3 + 1)

{ [Ho +(Hdc + H1)]B+I _ [Ho + H (R)]3+1 ._ . ¢A.2.2)

Then for R >_ r >_ r l"

1

H (r) = -H0 + [Ga (r)]57r . (A.2.3)

For rl _> r >_ ro:

1

H (r) = -H0 + [G2 (r)]77r (A.2.4)

The time-derivative of the magnetic flux is

1 d<I:, (3+1)
= [Ho + H (R) ];_ Hl-' sin (_.'t) x

2= dt (.3+ 2)

{ Ft(R) - Fl(rl)} • (A.2.5)

A.2.2 Second half-cycle : 27r > ..:t > rr.

In the second half-cycle,

1
0<_rl =R- x

8_ra'(3+ 1)

[Ho * H(R)]3+1, J - trHo '"- (Hdc, - Hi)] . (A 2.6).

Then for R _ 7" .> r 1•

1

H(r, = -Ho*iG_(rt]_ (A.2.7)

147



For ra > r > ro"

1

H(r) = -Ho + [Glo(r)]_4-_ (A.2.8)

The time-derivative of the magnetic flux is

1 dO __ (/3 + 1) [Ho + H (R)]B Hlwsin(_zt) x
2_rdt (/3+ 9)

{ Fs (R) - Fs (ra) } • (A.2.9)
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Appendix B Computer Programs for
Theoretical Calculations

In this appendix, we provide some of the more important computer programs which

the author has written and actually used to calculate the various model predictions

presented earlier in Chapters 2 and 4.

A list of ;he main programs used for the "Superconducting Loop Models" presented

in Section 2.1 is given in Table B.1. Programs for the generalized critical state model,

presented in Section 2.2, are listed in Table B.2. In Table B.3, some general purpose

routines that are needed for the some of the programs listed in Tables B.1 and B.2 are

also listed. Ali these programs are given in their complete form later in the appendix.

Table B.1 Programs for "Superconducting Loop Models."

Program name Model Purpose(s)

hpjnsincos avsq tanh.c Zero-Order Model Computes the harmonics

generated by an ensemble of

superconducting loops as

predicted by the "zero-order

model" presented in Chapter 2.
The results are calculated as a

function of the dc magnetic field

and plotted immediately by an
HP7475A or an HP 7470A

plotter.

hp_loop_avsq_tanh.c Loop Model The "loop model" version of

hpjnsincos_av sq_tanh.c.

RSJ nr fftvsh0_avearea.c First Order Model Computes the harmonics

generated by an ensemble of

superconducting loops as

predicted by the "first order

model" presented in Chapter 2.
The results are stored in a data

file.
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Table B.2 Procures for generalized critical state model

Program name Purpose(s)m

genKA_spect.c Computes the harmomc power as predicted by the generalized
critical state model _ a function of frequency ( or harmom¢

number ). The re.suitsare given immediale..lyby an HP 7475A
or HP 7470A plotter.
i

genKA_iT-tvsHa.c Computes the harmomcs generated by a type-li superconductor
as predicted by the gencratiz_:dcritical siam model presenmd in
Section 2.2. The harmonics are _ as a function of the

l ac magnetic field amplitude.The resulls are stored in a data file.

genKA_fftvsHd.c I Same as genKA_fftvsHa.c, except that the harmomcs arecalculated as a function of the dc magnetic field.
ii

Table B.3 General purpose routines used for model calculanons.
i i i | i ill

Programname Purpose(s)
odeiml.c A Runge-Kutta routine with adaptive stepsize control

("quality-controlled" Runge-Kutta). This routine is needed for the
calculations of tl_ loop camrem's dynamical equation of the "first

order model" in program RSJ_nr_fftvsh0_avearca.c.

rkqcrk4.c A stepper program that takes one "quality=controlled"
Runge-Kutta sup. This subroutine is needed for odeiml.c.

fflcompon.c An FFT rouline which calculates the harmonic components of
signal voltage as prexiic_dby the "firstorder model" and, huer,

the generalized critical state model.
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*" Program hpjnsmcos_avsq_tanh.c
*" This program caiculatr, s the harmonics generated by
== an ensemble of loop/junctions driven by ac magnetic
** field ("Zero-order model"), and then output the results
** on an HP plotter. It multiplies Bessel functions Jn with
** sine or cosine, average over areas of the loops, and then

• ** square.
*= The averaging is done such that the corresponding
** dc magne, uz_on has the functional form tanh(x).
** Ie., the distribution function of the loop areas
mW _ w

m. sinh[pi.Al(2.sigma)] / {A.[cosh(pi.Adsigma) - 1]}
mm

=* This is a preliminary model to see how coupling
** between Hdc and H1 comes about m the harmonic experiments.

** The output z-axis is in dB.
_s

** This program was onginaUy written on SUN 3/50 -- UNIX.
** The graphics routines were originally written by James P. Crutchfield.
,!

#include <math.k>
#define MAX0 501
#del'me XSPANI 1.1364 f* size of output graphics */
#define XSPAN2 1.1242 /* size of output graphics */
#define YSPAN 0.94 /* size of output graphics */
#define MAXNUMA 1001
#define PI 3.1415926

main(argc.argv)

mt argc;
char "arg'v0;

{
double h0[MAX0]&0min&0max,h0smp,hl; /* h0 is dc field in this program */
double In,dcterm,act_rm[_];
double ymm,ymax,yshift..smp,sh,ch;
double yshifLxshift,h0span;
double h1span, InploLh0ploLcutoff;
double pom,lmsy,xtic,yUc;
double mvsigsq,pAdeltaA[iAXNUiA],norm,Ah0,Ah 1;
double A,probA_],avein,Amm,Amax,Aintexv,sigma;
mt hh 1,hhO,NO,order,evenodd,aa,xtraweight,NUMA,plotter;,
mt choice#scale;
char string[100];

/* hOmm and hOmaxspecify the dc magnetic field range;
sigma provides a scaling to the characteristic area.

*/
" if (argc != 5)

{
Ixinff("UsageX: Command h0mm h0max no of_h0 sigma");
exit(0);
l

sscanf(argv [1]," %1t" ,&h0m m);
sscanf(argv [2]," %lf",&h0max);
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sscanl(argv[3],"qcd" .&NO);
if (NO > MAX0)

(
printf("Max, no. of points ts %5d.hn",MAX0);

exit(0);
)

)! I_. ) ' 'sscanf(argv[4], ,elf' .&regina);

prmff("Entex Amin, .4dn&x,and no. of Ak: ");
scanf("%lf %!/"%d",&Amin,&Amax,&NUMA);
if(NUMA> MAXNIZvlA)

{
printf("Too hiany points in A's requestedAn");
exit(0);
}

Lf(Atom-----0.)
{
printf("Amm must be posiuve, but can be small._");
exit(0);
}

Amterv = (Amax - Amin) / (double)(NUMA - 1):

prmff("Harmonics that you want. _0,1,2 .... \)',a");
scan f("%d" ,&order);
evenodd = order % 2;

prmtf("Do you want extra weighting of A?");
printf(" Enter '1' if you do.kn");
scarff("%d",&xtraweigl-,t);

/_ The following prepares a look-up table for averaging
weighting and normalizing factors. */

A = Amin;
norm = 0.;
for (aa = 0; aa < NUMA; ++aa)

{
sh = A * PI * 0.5 / sigma; sh = sinh(sh);
ch = A * PI / sigma; ch - cosh(ch);

probA[aa] = sh / (cb- 1.);

pAdeltaAIaa] = probA[aa] * Amter,,':
A += Air, teta,;
norm += pAdeltaA[aal"
}

norm = l./norm; /*normalizing factor, lookup table done*/

h0step = (h0max - h0mm) / (double)(N0-1);

_' Graphics preparation */
prmff("Which plotter? 1. HF7475A" 2. HP7470A k ");
scanf("%d",&plotter);
imtgraph('/dev/ttya");
if (plotter _ 1)

wmdow(0.1,0.02,XSPANl+. 1,YSPAN+.02); /= Set size of hardcopy output */
else

window( .08,0.0,XSPAN2+ .08 ,YSPAN_;
color(l); /'*Choose pen of plotter */

printf("l. PowerindB or 2. Amplitude_(lin_)k ");
scanf("%d",&yscale);

152



ff (yscale _ 1)
prmff(""* If you want vert. scale to be 10 dB/inch. ")

prinff("then _ymax - yrnin_ must be 75. *"_n")-
prtnff("Entex ymm. ymax, xuc, yuc?,a")"
scare(" %ff %ff %If %Lr',&ymm.&ymax,&xuc,&ytic):
cutoff = t* ymin "1 -500.;

• clean);

hOgan = hOmax -hOrmm
. scale(hOmm.h0max,ymm,ymax }; /* Set user's scales wx.t. plotter's coordinates. */

axes(h0min.ymm.xuc,yuc,l,1); /* Draw axes and tick marks. */
axes(h0max.ymax,xtic,yuc,l,1);
borderO;

posx = hOmm + h0span * .10:
posy. = vmm + tvmax - _m) * .95:

%'_d sig = ,c4...15"sprmff(strmg,"h0 = _*%6.21f.%6.211N),n = , ,,. ,
h0mm.h0rnax,orcler.m g_ _:

move_posx.posy):
label(string); penup();
_-w_sy= v,'nm + ¢ymax - vmlnl " .90:

ff (xtrawei_t -- 1"1
spnnff(strmg,"A = 'a ,c5.off. %3.11f,,), w,d. tanh"

,Amin.Amax I;
else

sprmff(smng,"A = _(%5,31f, %3.111N),unw_, tanh"
,Amin,Amax);

movetgosx,posy);
label(swing); penup0;

for (hh0 = 0:hb0 < NO: ++hh0)

ff (hh_) hO[O]= hOmm:
else h0[hh0] = h0[hh0-1] . h0step:
l

ystuft = 0.;
for(" )

tf (yscale --- 1

prtnff("Entea" _(anotherk) hl and y-shiit'_in d.BV),");
prmff("or AC ii you're doneNa");
scarff(" %ff %1t",&h 1.&yshift_step_;

- yshift += yshift step:
}

else
. {

prmff("Enter qanotlaer_) hl, and ma_,ficauon
prmff("or AC if you're done._");
scanf(" % I/"%lf",&h 1.&yshfft_step):
)

4

A = A_rnin:
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for (aa = O: ma < _: ++aa)

Ahl = A = hl;
switch(oRler)

{
case O"

ac_rm[ma] = jO(Ahl): break:
case 1:

acterm(ma] =jl(Ahl); break;
default:

actea'm[ma] = jn(order,Ahl); _ Built-in Bessel functions in SUN-UnLx */
}

A += Ainterv:
}

for (hhO = 0; hhO < NI), +-+hhO)
{
A = Amin;
aveln = 0.;
for (m = 0: aa < NUMA: ++aa)

{
AhO = A = hO[hhO];

if(evenodd: O)
dctea'm = sin(AhO);/'* even =/

else
dcterm = cos(Ah0);/* odd "/

In = acmrm[ma] = dcterm:
In *= pAdeltaA[aa];
if (xtraweight _ I)

In *= A; /I' weighting due to more coupling to coil */

av¢In += In;
A += Ainterv;
}

_- aveln == norm;

if (yscale ---_ 1)
{
aveIn *= avelm
aveln = 10. = loglO(avein);
Inplot = avein + yshift;
if Onplot < (yshift + cutoff))

Inplo¢ = yshift + cutoff;
}

else
{
aveln == yshift_step;
Inplot = aveIn;
}

hOplot = hO[hhO];

move(hOplotjnplot);
if (hhO==O) pendownO;
)

_nupO;
}

}
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== Prom-am hp_loop_avsq_tanh.c
=* This program multiplies Bessel funcuons Jn with
** sine or cosine, average, and then square.
*= This is a preliminary model to see how coupling
" between Hdc and H1 comes about in the harmonic experiments.
_m

• == This program is the "Loop Model" version of the program
=* hpjnsmcos_avsq_tanh.c; the latter ts for the "zero-order
"= model."
z_

" ** The ensemble averaging is done such that the corresponding
*= dc magnetization has the functional form tanh(x).
=" Ie., the distribution function of the loop areas
=* is
*- sinh[pi.A/(2.sigrna)] / {A.[cosh(pi.Adsigma) - 1]}
_m

*" The model assumed is a purely superconducting loop without
== Josephson junction.
*/

#include <math.la>
#define MAX0 501
#define XSPAN1 1.1364 /* size of output graphics *t

#.define XSPAN2 1.1242 /* size of output graphics =/
#define YSPAN 0.94 /* size of output graphics */
#define MAXNUMA 1001
#define PI 3.1415926
#define MAXEXP 30

mam(argc,argv)

mt argc;
char "argv0;

{
,_ h0 is the dc field in this program;

h0mm and h0max set the dc field range.
*/
double expm [MAXEXP],h0[MAX0],h0min.h0max,h0step,h 1:
double lm,dctm-m,actram(MAXNUMA];
double ymm,ymax,yshift_step,sh,ch;
double yshift,xshift,h0span;
double h Ispan_plot[ _O],hOplot, c-.to rf;
double posx4x)sy,xtic,ytic;

double mvmgsq,pAdeltaA[MAXNUMA],norm,Ah0,Ah l-
double A, probA[MAXNUMA] aveln,Amm,Amax,Amterv;
tnt hh I ,hh0,NOjorder,evenodd,aa,xtraweight,NUMA.plotter;,
tnt chotce,yscale.no_expandm;
char string[100];

" if (argc != a)
{
prmff("Usage_: Command h0mm h0max no of h0_");
exat(0);
}

sscan f(argv [1],"%11",&h0m in):
= sscanf(argv [2]," %11",&h0max);
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sscan f(argv [3] ," %d" ,&NO):
if (NO > MAX0)

{
prinff("Max, no. of points is %5d.kn",MAX0);

exit(0);
}

prinffCEnter Amin, Amax, and no. of AXe ");
scanf("%If%If %d",&Amm,&Amax,&NUMA);
jf(NUMA >MAXNUMA)

{
prmff("Toomany pointsinA'srequested.Xn");
exit(O);
}

_[(Atom-- 0.)
{
pnnff("Au'nin must be positive, but can be small.kn");
exit(0);
}

Amterv = (Ama_ - Amin) / (double)(NUMA - 1'):

prmtf("No, of expansion terms to be included k ");
scant(" %d" ,& no_expan );

,-,1 ))

prinff("Harmomcs that you want. Y0,1 ...... \)_ ):
scanf(" %d",&order);
eveno<ld = order % 2;

prmff("Do you want extra weighting of A?");
prmff(" Enter '1' if you do3n");
scanf(" %d",&xtraweigtlt);

/* The following prepares a look-up table for averaging
weighting and normalizing factors. */

norm = 0.; A = Amin;
for (aa = 0; aa < NUMA: ++aa)

{
sh=A'PI*0.5; sh=sinh(sh};
ch = A * PI; ch = cosh(ch);

probA[aa] = sh / (cia - l.);

pAdeltaA[aa] = probA[aal * AJnt_rv:
A .-- Ain_
norm .= pAdeltaA[aa]"
}

norm = l,/norm; /*normalizing factor, lookup table done*/

for (nn = 1"nn <= no_expan; ++nn)
(
expm[nn] =-1. * (double)nn;
expm{nn] += 1.;
expm[nn] = exp(expm[nn]);

}

h0step = 0a0max - h0mm) / (double)(N0-1);

,r- Graphics preparauon "/
pnntf("Which plotter? 1. HIr7475A • 2. I-{P7470A k ");
scanfC: %d-.&piotter);

156



initgraph("/dev/ttya");
if (plotter == l)

window(0.1,0.02,XSPANl+. 1,YSPAN+.02); /* Set size of hardcopy output. "'
else

window( .08,0.0 ,XSPAN2+ .08 ,YSPAN3;
color(l); /* Choose pen of plotters. "/

, pnntf("l. Power m dB or 2. Amplitude _linear_) k ");
scanf(" %d",&yscale);

ii (yscale _ 1)
" { -

prmtf("** If you want vert. scale to be 10 dBfinch, ");
prmtf("then _(ymax - ymin\_ must be 75. **Xn");
)

printf("Enter ymin, ymax, xtic, ytic._");
scanf("%lf %1/"%If %lF',&ymtn,&ymax,&xtic,&ytic);
cutoff =/* ymin */ -2000.:
clear();

h0span = h0max - h0mm:
scale(h0mm,h0max,ymm,ymaxl; /* Set user's scale w.r.t, plotter's coordinate. */
axesthOmin,ymm,xtic,ytic,l,l); f_ Draw axes and tick marks. */
axes(hOmax,ymax,xtic,ytic, I, 1);
borderO;

posx = h0mm + h0span * .10;
posy = ymm + (ymax - ymm) * .95;
sprmff(strmg,"h0 = _(%5.21f,%5.21Ik), n = %2d, no_expan = %2d",

h0mm,la0max,order,no_expan);
move(posx,posy);
/* label(string); */ penup0;
posy = ymm + (ymax - ymin) * .90;

if (xtraweight ---- 1)
sprinff(smng,"A = ',(%5.31f, %3.11tk), wui",Amm,Amax);

else

sprinff(string,"A = _(%5.31f, %3.111k),unwtd",Amm.Amaxl;

move(posx,posy);
/i' label(string); */ penup0;

for (hh0 = 0; hh0 < NO; ++hh0)
{
ff (hhO==0) h0[0] = h0min;
else h0[hh0] = h0[hh0-1] + h0step;
)

yshift = 0.;
for(;;)

ii"(yscale -- 1)
{
prmtf("Enter _(anotherk) hl and y-shift_in riB\), ");
prmffCor 'xC if you're done.kn");
scanf(" %If %lf",&h 1,&yshi/t step);
yshifi += yshfft_step;
J

else
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(
prmtf("Enter _another_) hl, and ma_ificauon ");
prmtf("or AC if you're done.Xn");
scanf(" %If %If",&h 1,&yshift_step);
)

for (hh0 = 0:hh0 < NO; ++hh0) Inplot[hh0] = 0.;
|

for (nn = 1; nn <= no_expan; ++nn)
{
A - Amin;
for (aa = 0_ aa < NUMA; ++aa)

(
Ahl = A * hl * (double)nn;
switch(order)

{
case 0:

acterm[aa] = j0(Ahl); break:
case 1:

actermtaa] =jl(Ahl); break:
default:

agmrm[aa] = jn(order,Ahl); /* Built-in Bessel functions m SUN-Unix */
}

A+= Ainterv:
]

for (hhO = 0; hb0 < NO; ++hh0)
{
A = Amin; aveln = 0.;
for (aa = 0; aa < NUMA; ++aa)

{
Ab0 = A * hO[hh0] * (double)nn;
if (evenodd -- 0) dcterm = sin(Ah0);/* even */
else dcterm = cos(Ah0):/= odd */

In = acterm[aa] * dcterm _' pAdeltaA[aa];
if (xtraweight _ 1)

In *= A;/* weighting due to more coupling to cod */

aveln += In; A += Amterv:
)

aveI.n "= norm;

aveln *= expm[nn]; _ approx, sawtooth expan */

if ((nn % 2) _ 0) aveln *=- 1.;

Inplot[hh0] += avein;
)

for fhh0 = 0:hh0 < NO; ++hh0)
{
if (yscale _ 1)

{
Inplot[hh0] *= Inplot[hh0];
Inplot[hh0] = 10. * logl0(Inplot[hh0]);
Inplot[hh0] = Inplot[hh0] + yshfft;
if (lnplot[hhO] < (yshift + cutoff))
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Inplot[hhO] = yshift + cutoff:
}

else

{
Inplot[hhO] *= yshilt_step;
}

• hOplot = hO[hhO];

move(hOploLinplot[hbO]);
. if (hhO __0) pendownO;

}
penupO;
}

}
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-" Program RSJ_nr_fftvsh0_avearea.c (First-order model)
"" This is to calculate the AVERAGED (OVER
*" AREAS) time-derivative of the currents in an
" ensemble of resistance-shunted ft-squids in response to
"* an ac-magnetic field with frequency w= 1.
-= Loop areas are dismbuted as a Gaussian fashion, or as
"= the "sine-transform" of tanh(x):

"" F(A) = smh(A.PI/2) / { A.[ cosh(A.Pl) - 1] )
FS t

*= FFT is done-on the time-derivative of the current average,

" which would be proporuonal to the 'emf' induced on the
"" pickup coil surrounding the ensemble. :.rod the real and
== imaginary components are saved, i_-really, these
*= harmomcs can be plotted versus HO (dc magnetic field).
_m

"" Additional parameters are the dc-magneuc field,
"" loop inductance and shunt resistance.
"* The model is a single resistance-shunted rf-squid.

"" Ac field(dimensionless): hl sin(wt)
*" Dc field( " ): h0
"" Loop inductance.,( " ): L
"" Shunt conductance( " ): kap
"" Normal mag. field • h = H
"" w (angular frequency): defined to be 1.

*" d/di[Josephson current (normalized by Ic)]
*" = dI/dt
*" = {sm(h0hlsin - LI-) - I} / (L.del) + (hl.w/L)cos(wt)

** Has to be linked to odemtl.o, rkqcrk4.o, fftcompon.o.

*" Parameters of ode. are given thru external vartables.
-/

_include <math.h>
#include <stdio.h>

#include "swgraph.h"
#define MAX 2048 /'1024 limits N to be <= 10"/

#define N 11 /*No. of data = 2 to the Nth power*/
#deFine JUMP 20 /*N=10 -> JUMP=10; N=9 -> JUMP=5"

JUMP = w / wintery=- 1 / wintery "/
#def'me PI 3.14159265
#define HPI 1.570796327 jr* half Pi */
#define PI2 6.283185307 /'* Pi x 2 */
#def'me SAFETY1 0.6
#define SAFETY2 0.6
#define OMEGA I.
#define MAXNUMA 501 .
#del-me N HARM 30 /_ No. of harmonics to be available "/
#define MAX_H0 300 /" .Max. no. of h0 within [h0mm,h0max]*/

double h0,h 1,Lk, ap,mvL,invkap;
tnt eh;

mam(argc,argv)
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int argc;
char *argvi];

(
/* h0 is the dc magnetic field in this program.

H0min and H0max set the ck: field range.
*/

" extem double h0,hl,L,kap,invkap,tnvL;
extern int cb;

register double *lj,*Ijdou
. double ttmin.tmax,tinterv,t2,snh,cnh;

double ymm,ymaxTacy,ticx,EPS,dhtry,H0,H 1,L0;
double posx,posy,OMEGAMAX,xmm,xmax;
double * Avemf,Am m,Amax,Ainteaw;

double *ptr_rl [MAX] ,*ptr_ira [MAX];
double fft_.comp[MAX] [2],wmm,wmax,*freq,winterv;
double *welch,inv_Wss,dummyimag = 0.,norm;
double sigma,A,probA[MAXNU/vlA],invsi gsq,pAdeltaA [MAXNUM AI;
double H0mm,H0max,H0step;
double comp_rl[N_HARM] [MAX_H0],comp_im[N_HARM] [MAX_H0];
double w_har_mm IN_HARM] ,w har_max[N_HARM] ,w_harmonlc[N_HARM];
register mt ii,aadi 1;
mt no datamodata I ,hh 1,choiceALS J rtrfunc0;
mt no_data2mo_data21,AA,no_H0,hh,kk,NUMA,rlorim;
mt wtfimc,xtrawt, AAmm;
char string[50],filename[20];
FILE *ftle..pm

if (argc < 8)
{
prmtf("Usage_: Command H0mm H0max no_of_points_in_H0s");
prmtf(" hl L kap sigmaXn");
exit(9);
}

sscanf(argv [1],"%lf" ,&H0m m);
sscanf(argv [2] ,"%lr" ,&H0max I;
sscanf(argv[3]," %d",&no_H0);
sscan$(argv[4]," %lf",&H 1);
sscanf(argv [5]," %lf",&L0);
'sscanHargv[6]," %lf",&kap);
sscanf(argv[7],"%lf",&sigma);

if (no_H0 > MAX_H0)
{
prmff("Max value of no_H0 = %4d_",MAX_H0);
exit(0);
}

/* Back-up storage of data */
,, printH"Give a name for storage ftle of resultsk ");

scanf("%s",filename_;
file_.ptr = fopen(filename,"w");

printf("Which weighting function? 1. Gaussian 2. Tanh k ");
scanf("%d",&wtfunc);
printH"Want extra weighting? Enter V 1V for yes _: ");
scarff("%d",&xtrawt);
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pnnff("Enter Amin. Amax. and no. of A\'sk '):
scanfC%lf %lr %d",&Amin,&Amax,&NUbLA }:
if (NUMA > _)

{
prmtfCToo many points in A's requested.Xn"'):
exit(0);
}

Amterv = iAmax - Amln) / (double)(NL_1A - la;

tf(LO---_O.IIkap---_0.)
prmff("_,* Have to use small kap version. \_"m");

primfC1. Large kap-version: 2. Small kap version_n");
scanf(" %d",&ch);

if (Pap i= 0.) invkap= 1./ kap;
mlin = 0.;
wmin = 0.; wmax = 51.2; /* Nyqmst frequency "/
no_data = int_pow(2,N);
nodatal = no_data - 1;
no_dma2 = no dam / 2; no_dam21 = no_dam2 + 1'
Unterv = PI / wmax;
unax = tmterv * (double)nodata I;
wimerv = 2.'PI / ((double)no_data'tinterv }:
H0smp = (H0max - H0min) / ((double)no_H0 - 1.);

Ij = (double *)calloc(no_dam,sizeof(double));
Ijdot = (double ")calloc(no_dam, sizeof(double));
Avemf = (double *)caUoc(no_dam, sizeof(double));
freq = (double *)calloc(no dam21,sizeof(double));

/_ The following loop prepares for searching the correct peak
values at vm'lots harmonics of the FFT spectrum for each h0.*/
for (kk -- 0; kk < N_HARM; ++kk)

{
w harmcruc[kk] = (double)(kk+ 1);
/" Window to search for harmomcs is set below."/
w_har_min{kk] = w_.harmonic[kk] -winterv • .2;
w_har_max[kk] = w_harmonic[kk] + wintery • .2;
}

for (ii = 0: ii < no_data: ++ii')

{
ptr_rl[ii] = Avemf+ii; ptr_lm[ii] = &dummyirnag;

if (ii <= no_data2) *(freq+,) = winmrv • (double}ii:
}

/'* Welch window, "Numerical Recipes" pp.425. "/
inv_Wss = 0.'
welch = (double *)caUoc(no_data.sizeof(double));
for (ii = 0; ii < no_data; ++ii)

{
*(welch+ii) = (double)ii - .5*((double)no_data- 1.);
• (welch+ii) = *(welch+ii) / (.5*((double)no_data+l.)); ,,
• (welch+ii) = *(welch+ii) • (,(welch+iii)'(- 1.);
•(welch+u) += 1 •
inv_Wss += (*(welch+ii) * (*(welch+ii)));
}

mv..Wss "= (double)no_data;
mv_Wss = 1. / inv_Wss;
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" The followings are for making a look-up table of
probability value of A and calculating the normal-
,,zmg factor. This is done for the averagmg. */
ff (wtfunc == 1) invslgsq = 0.5/(sigma*sigma):
norm = 0.; A = Atom;
for (AA = 0; AA < NUMA; -+.+AA)

if (wtfunc -- l )
(

probA[AA] = A - 1.; /* Gaussmn distribution */
. probA[AA] *= probA[AA];

probA[AA] *=_-1. * invsigsc0;
probA[AA] = exp(probA[AA]); /*unnormalized probability*/

]
else

{
/* "Sine-transform" of hyperbolic tangent */
snh = A * PI * 0.5; snh = sinh(snh);

cnh = A * PI: cnh = cosh(cnh);

probA[AA] = snh / (cnh - 1.);
)

pAdeltaA[AA] = probA[AA] * Amterv:
norm, += pAdeltaA{AA];
A += Ainterv;
}

norm = 1. / norm; /*normalizing factor*/

H0 = H0min,
for (hh = 0; hh < no_H0; ++hh)

{
for (ii--0; ii < no_data; ++ii) *(Avemf+ii) = 0.:

if(Atom--- 0.)
{
A = Amterv; AAmm = l;
}

else
{
A=Amin: AAmin=0;
}

for (AA = A.Amin; AA < NUMA; ++AA) /* average over areas */
{

h0=A*H0; hl=A'H1;
L = sqrt(A) * LO; /*self-induct. assumed proportional to sqrt(A)*/
if (L != 0.) mvL = 1. / L;

dhtry = kap * SAFETY 1; /* Time scale of the ode. */
_ if CL< 1.) dhtry *= L;

if (dhtry > tinterv li dhtry = 0.11 ch =- 2) dhtry = tinterv;

EPS = kap * SAFETY2 / (L + 1.); /* So that error of Ijdot */
if (L < 1.) EPS *= L; /* is comparable to that of Ij. */
if (EPS > .01 IIEPS----0. IIch--2)

EPS = .01; /* Max. relative error. */



t = tmm; *Ij = 0.; /*arbit. initial condition*/
for (ii = 0; ii < nodatal; ++ii)

{
ii 1 = ii + 1; t2 = t + tinterv;

*(Ij+ii 1) = *flj+ii);

/* Adaptive step-size controlled Rtmge-Kutta step driver. */
odeint 1(Ij+ii 1,1,Lt2,EPS ,dhtry,RSJ nrftmc,Ijdot+_i);

if (ii 1 --- nodatal) RSJnrfunc(t2jj+ii 1jjdot+ii 1);
t += tinte_;
} -

for (ii = 0; ii < no data; ++ii)
{

if (xtrawt = 1) /*due to mutual induct, bet. loop & coil*/
*(Ijdot+ii) *= A;

*(ljdot+ii) *= pAdeltaA[AA]; /*mull weighting factor*/
*(Avemf+ii) += *(ljdot+ii);
}

A += Ainterv;
}

for (ii = 0; ii < no_data: ++ii) *ptr_rl[ii] *= (*(welch+ii) * norm);

/* fft_comp contains real & imag. components for both
positiveand negative frequencies */

fftcompon(ptr_rl,ptr_im,N,fft_comp);

/* See Numtwieal Rec_ Fig. 12.2.2 for rang_; of ii below.
See also exit (12.0.14) of the same book.*/

for (ii = t_, ii <= no_data2; ii += JUMP)
(
for (kk = 0; kk < N HARM; ++kk)

{
/* if within the "window" of the harmonics .... */
if (*(freq+ii) >= w_har_min[kk] && *(freq+ii) <= w_har_max[kk])

{
comp_rl[kk][hh] = fft_comp[ii][0];

comp_im[kk][hh] = fft_comp[ii] [1];

break; /*The right harmomcs is found; no need for
further testing of position of freq */

}
}

}
H0 += H0step;
}

f-prmff(f'tle_ptr,"%6.21f %4.21f %4.21/"%4.21/"%5.31/" %3.1 If %_,.21_n"
,Hl ,kap J.,0,sagma,Amin,Amax,Ainterv);

if (wtfunc ---= 1)
(
if (xtrawt ---= 1) fpnntf(file_.ptr,"Wtd G_Xn");
else fprmtf(file_ptr,"unwtd_GaussianXn");
}

else
{
if (xtrawt -- 1) fprintf(file_ptr,"Wtd, TanhXn");
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else fprintf(file_ptr," unwtd, Tanh_n");
}

fpnntf(f'fle_ptr,"%d %dXn",no_H0,N_HAR M);

H0 = H0min:
for (hh = 0; tda < no_H0; ++hh)

. {
fprmff(f'de_ptr," %If ",H0);
H0 += H0step;
}

.

for (kk = 0; kk < N_HARM; ++kk)
{
for (hb=0; hh < no_H0; ++hb) fprinff(file__ptr,"%lf ",comp_rl[kk][hh]);
flxintf(f'de_ptr,"Xn");
}

for (kk = 0; kk < N_HARM; ++kk)
{
for (hh---0; hh < no_H0; ++hh) fprinff(file_ptr,"%lf ",comp_im[kk][hh]);
fprmtf(f'fle_ptr,"Xn");
}

fclose(f'fle__ptr);
prinff("Data stored.Xn"); /* Data stored in f.de. */

for(:;)
{
/* SUN momtor as immediate graphics output */

imtgrapla(sctdisplaydevice(0,(char **)0));

prmff('Clmose the harmonic you want to seeXAn");
prmtf("l. Fundamental; 2.2hd harmonic; ...Xn");
scarff("%d",&choice);
if (choice > N_HARM)

{
prmtf("Choice not available.Xn");
continue;

prmff('Real or imaginary? X('0' for real',,)-- ");
scanf("%d",&rlorim);

prmtf("Inlmt xmin, xmax, ymin, ymax, ticx, ticy resp.Xn");
scanf("%lf %If %lr %If %If %if",&xmin,&xmax,&ymin,&ymax,

&ticx,&ticy);

. clear0; /* Clear the graphics window. */
window(0.,0.,1.,.8634); /* Set size of graphic window. */

scale(xmm,xmax,ymm,ymax); /* Set user's scale w.r.t, window coordinates. */

axes(xmm,O.,ticx,ticy,.O1,.O1); /'* Draw axes and tick marks. */
axe.,s(x.nmx,0., 100000.,ticy,.01 ,.01);
posx = xmin + (xmax - xmm)*.20;
posy -- ymm + (ymax - ymm)*.96;
sprinff(stnng,"n = %2d, h0 = ',(%4.11f,%4. Ilia,), hl = %6.211_",

choice,xmin,xmax.H 1);
move(.posx,posy); label(string);
penup0;
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posy = ymin + (ymax - ymm 1".92;
if (rlorim _ 0)

sprmff(string,"real comp., kap=%4.21f, L=%4.21f, sig=%4.21f"
,kap,LO,sigma);

else
swmff(stnng,"imag, comp., kap=%4.21f, L=%4.21f, sig--%4.21f"

,kap,L0,sigma):

moveQt)osx,posy);label(string);
pcnup0;
posy--ymin+ (ymax-ymm)'.88;

if(wffunc_I)
{
if(xtrawt_ l)

{
sprinff(stnng,"A_:%3.11fto %3.11f,dA - %4.2ff,Wtd Gaussian"
,Amin,Amax,Aintcrv);
}

else
{
spnnff(stnng,"A_:%3.11fto %3.11f,cia- %4.21f,unwtdGaussian'

,Amm,Amax,Ainterv);
}

}
cise

{
if (xtrawt _ 1)

{
sprinff(,,'_zing,"Ak %5.31f to %3.1ff, dA = %4.21t',Wtd Tanh"

,Amm,Amax,Ainterv);
}

else
{
sprinff(string,"A k %5.31f to %3.1ff, (:LA= %4.2ff, unwtd Tanh"

,Amin,Amax.Ainterv );
}

}

move(posx,posy); label(string); penup0;

H0 = H0mm:
for (hh=0; hh < no H0: ++hh)

{

if (rlorim --- 0) move(H0,comp_rl[chotcc- 1][hh]);
else move(H0,c omp_im[cho ice-1][hb]);

if (hh===0) pendownO;
HO+= HOs_p;
}

peaupO;

prinff("Hit <return> to complete this output. ");
getchar0; getcharO;
cxitgraph0;

}
}
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"* Funcuon RSJnrfuncO. ("First-order model")
*" This is the differential equation derived for the
"* time-derivative of the Josephson junction cma'ent
** in a resistancc-shunte_ rf-s_auid with self-inductance.
** No approximation has been made for the magnitude

. ** oZ the (dimensionless) inductance.
311

*" dJJdt = {sin(hOhlsm - LI) - I}/(L.del) + (hl.w/L)costwt)
atm

" "" where L isthe dimensionless inductance

"" kap is the dimensionless shunt-conductance.
*= hOhlsm = hO + hl.sn(wt)

** w (angular frequency) is defined to be 1.
sl

i'

RSJru'func(LI, Idot)

double t,*I,*Idot;

(
extern double hOJaI J..Jc,_,mvkap,mvL;
extem mt eh; /*Externs' values won't change*/
double LI,cosLsmt,dumm y 1,S,CJ-C 1.hOh 1sinLI;

cost = cos(t); sint = sin(t);
LI = L * (*D;
hOhlsinLI = hO+ hl'smr - LI;
S = sm(hOhlsinLl');

if (ch_ l)
{
*Idot = (S - *I) * invkap;
"Idot += (hl * cost);
"Idot "= invL;

else

C :: cos(hOh lsinl.X);
LC1 = 1. + L'C:

dummyl = h I * S * L * cost * cost / LC 1"
dummyl -= (smt * LC1);
dummyl *= kap;
dummyl += (C * cost * LC1 * LC1);
* Idot = h I * dummy I:
"Idot/= (LC1 * LC1 * LC1);

i67

-
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"" Program gertKA_spect.c
_tlt

•" This program calculates the harmomc power spectrum of the
"" nonlinear signal generated by a hard superconductor when lt
"" is driven by an ac magnetic field, with possibly a superposmg
=* dc field -- Hd + Ha.cos(wt), according to the generalized
== critical-state model. The critical current density
== is assumed to take the generalized Anderson-Kim form
_m

"" Jc = alpha x c / pow( [IHi + Ho] , beta)

"= where alpha = flux-pinning force density when beta = l.
"" c = speed of light,
•"" Ho = sample dependent paramemr.
_a

•"= In the ungeneralized Kim-Anderson model, beta = 1.

"* liP, = I-._.'R)= Hd + Ha.cost.wt).
_ltS

alal

"" Has to be ltnke_ with fftcompon.o.
-/

#include <math.h>
#include <stdio.h>
#define MAX 4096 /* 4096 limits N to be <= 12"/
#define N 12 /*No. of data- 2 to the Nth power*/
#(tet"m¢ XSPAN1 1.1364 /1' size of out'put graphics "/
#clef'me XSPAN2 1.1242 /'* size of output graphics "/
#d_f'me YSPAN "..94 /* size of output graphics */
#detrme PI 3.14159265
#det"me HPI 1.570796327 /* half Pi */
#def'me QPI 0.785398163 /" quarter Pi "/
#clef'me PI2 6.283185307 /* Pi x 2 "/
#def'me ROOT2 1.41z)213562
#define G(NN,x) ( A[NN] + B[NN] * x )
#define Br2A(NN,x) ( B[NN] * x - betal " A[NN] )

double pHdHa,mHdHa: /* pHdHa = Hd + _ mHdHa = Hd - Ha "/
double A[ll],B[I1]; /1' AI0] and B[0] not used */
double piSal,pi4al,inv_pi8al.inv_pi4al,pi4alRbeta 1"
double H Istar,l-Io,I-Id, Ha,R;
double beta,beta 1,inv_beta 1,beta21;

mam(argc,argv)

mt argc;
char"argv[-];

{
exma'n double BI 11],pi8al,pi4al,i.nv_piSal.mv_pt4al:
extmm double H 1star_o,Ha,Hd,R,mHdHa, pHdHa,pi4alRbeta I:
extr.a'n double beta, beta I ,inv_beta l,beta21;

double cycles,time[MAX] ,signal _IAXI ," ptr_rl [MAX] ,*ptr_lm [MAX] ,fft_co mp [MAX] [2];
double halfl_tseries0,halt2_tseries0,rernam0;
_ouble tmm,tmax,wmin,wmax,tinterv,winterv,t, ° freq;
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double ymm.ymax.xmm.xmax.ytic.xtic,posx.posy;
double *welch.inv_Wss,dummytmag = 0..sqrt_mv_W ss.pt 16al.alpha:
char string[50];
mt no_data.nodatal.no_ a2,no_data21,tt.kk,plotter.labelomot;

/'* Hd = dc magnetic field; Ha = ac field amplitude:
Ho = free paramemr; H* = penetration field. */

ff (argc< 7)
{
prmtf("Usage_: Command Ho Hd Ha H* R beta_n");
exit(9);
}

sscanf(argv[ 11,"%lf",&Ho);
sscanf(argv [2]," %lf",&Hd):
sscanf(argv [3]," %IF,&Ha);
sscanf(argv[4],"%lf',&Hlstar);
sscanf(argv[5],"%lf",&R);
sscanf(argvt6l,"%lF,&beta);

ft(Hd <03
{
prmtf("Hdc must be positiveNa");
exit(7);

betal = beta + 1 ; inv_betal = 1./bet,al;
beta21 = ( beta + 2.) / bet,al;

train = 0.;
wmm -- 0.; wrnax = 102.4; /*Nyquist freq.*/
no_data - mt._pow(2,N);
nodatal -- no_data - 1;
no_data2 = no_data / 2; no_data21 = no_data2 + 1"
tinterv = PI / wmax;
tmax = tmt_-v * (double)nodatal;
wintery = 2.*PI/((double)no_data* tinmrv);

freq = (double *)calloc(no_data21,sizeof(doubl_.));

for (tr = 0; tt < no_data; ++tt)
{
ptr_rl[rt] = signal+tt;
ptr_im[tt] = &dummyimag;
if (tr <= no_data2)

*(freq+tt) = wintery * (double)a;
}

/_ Harming window, Numerical Recipes pp.425 */
inv_Wss = 0.;

. welch = (double *)caUoc(no data.sizeof(double));
for (tt = O; tt < nodata; ++tt)

*(welch+a) = ( PI2 * (double)tt) / ( (double)no_data- I. );
*(welch+tr) = cos(*(welch+tt));
=(weich_tt) = 0.5 * ( i. - "-_,wc_lt;ll*tt)............. );

inv_Wss += (*(welch+tD * (*(welch+a)));
}
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mv_Wss "= (doublemo_data:
mv_Wss = l./inv_Wss:
sqrt_tnv_Wss = sqrt0nv_Wss);

alpha = Hlstar + Ho; alpha = pow(alpha,betal_;
alpha -= pow(Ho,betal); alpha/= ( 4.* betal * PI " R );

pl8al = PI * 8. * alpha; pt4al = 0.5 * pi8al:
pi4alRbetal = pi4al * R * betal:
inv__pi8al = 1./pi8al; mv_pi4al = 1./pi4al;

B[10] = BI9] = BI7]'-= BI6] = BI4] = B[1] =-pi4al * be:al
BI8] = BI5] = B[3] = BI2] =-BI1];

pHdHa = Hd + Ha; mHdHa = Hd - Ha;

for (tt = 0; u < no_data: +-+tt)
{
if (tt = 0)

time[0] = trnm:
else

Ume[tt] = ume[tt-1] + unterv:

if (time[ttl < PI2) /* first cycle */
{
t= Ume[tt];
if (time[u] < PI3 /* first HALF of cycle */

{
signal[a] = halfl_tsenes(t);
}

else /* second HALF of cycle */
{
signal[tt] = hal__tsenes(t);
}

}
else /* Beyond the first full cycle */

{
t = remain(ume[u],PI23; /'*fold back m ",,stlull cycle"/
if (t < PI3 /* first HALF of cycle "/

{
signal[u] = halfl_tseries(t);

else /* second HALF of cycle */
{
signal[al = half2_tsenes(t);
}

)
}

for (tt = 0; tt < no_data: +-_-tt) *ptr_rl[tt] *= (*(welch+u));

r, fft_comp contains real & imag. components for both
posiuve and negauve frequencies "/

fftcompon{ptr_rl,ptr_im,N,fft_comp);

Irnntf("xmm, xmax, ymm, ymax, xuc, yuc?X,n");
scanf("%lf %1/%If %1t"%lf %ll",&xmm,&xmax,&ymin,&ymax,&xtic,&yuc);
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"* Graphacs preparauon */
pnnff("Which plotter'. ) 1. HP7475A • 2. HP7470A k: "3"
scanfC %d",&plotter);
mitgraph("/dev/ttya");
if (plotter _ 1) /* Set hardcopy output size. =/

window(0.16571,0.18524,XSPAN 1+0.16571 .Y SPAN+0.18524):
else

window(.08,0.0,XS PAN2+.08.Y SPAN3;
color(l); /* Choose pen of plotter. */

pnnff(" 1. Label; 2. Do not label _: ");
scanf(" %d",&labelornot);

clear(-);
scale(xrnin,xmax,ymin,ymax); P' Set user's scale w.r.t, plotter's coordinates. _','
axes(xmin,ymmoxtic,ytic,l,1); /* Draw axes and tick marks. */
axes (xmax,ymax,xtic ,y tic, 1,1);
border0; /* Draw border. */

sprinff(strmg,"Ho=%5.2ff, Ha=%6.21f, alpha=%5.21f, R=%5.21.f"
,Ho,Ha.alpha.R);

posx = xmin + (xmax - wmin) * 0.05;

posy = ymm + (.ymax - ymxn) * 0.95;
if (labelomot = 1)

{
movetposx,posy); label(stnng);
}

P See Numerical Recipes Fig.12.2.2. for ranges of ii below.
See also eqt (12.0.14) of the same book.*/

for (tr=0; tt <= no_data/2; ++tt)
{
signal[u] = fft_comp[tt][0] * fft comp[tt][0];
signal[tr] += (fft_comp[tt][ 1] * fft comp[tt][ 1]);

if (tr '- 0 && tt t_ (no_data/2)) signal[u] *- 2 •

signal[u] *= inv_Wss:
sigrtal(tt, = 10. * logt0(signal[ttl);

if (signal[u] < ymin) signal[tt] = ymln:

move(*(freq+u),signal[u]);
if (tt==0) pendown0;
}

penup0;
exitgraph0;

- }

. double balfl_tseries(t) P ftr,st half-cycle: 0 < t < PI */

double t.;
{

extern double A{1 1],B[11 ],pHdHa.betal;
extern double Hod--Id,Ha,R,plSal,pi4al,pi4alRbeta I;
,-I,.,,),ki,_ i,_,_l(r"l _ c,;./'_ 5_1¢1 _ elevth eic'Jr_,M.

double pHoHP.,m HoHR,sinwt, coswt.HR,HRdot,Hacoswt;
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coswt = cost t); slnwt = strut);
t-I,"__oswt= Ha * coswt;
H2_ --.-Hd + Hacoswt; liP,dot = -Ha * sinwt:

pHoHR = Ho + HP,; mHoHR = Ho - HR;

A[1 ] = pow(pHoHR,betal) + pi4alRbetal;
A[2] = (Ho + pHdHa);
A [2] = pow(A [2] ,beta 1) - pi4 alRbeta 1:
AI3] = pow(mHoHR,betal) - pi4alRbetal;
A[4] = 2.* pow(Ho,betal) - pow_,mHoHR,betal) + pi4alRbetal;

if (HP, >= 0.) -
signal = halfl_p_sig(HR,HRdokpHoHR,mHoHR);

else

signal = halfl_m_sig(HR,HRdot,pHoHR,mHoHR);

retttrmsignal);
'

Jouble half2_tseries(t) /'* second half-cycle: PI < t < 2.PI */

double t.;

extern double pHdHa, mHdHa,pi8al,pi4al,pi4alRbeta 1,beta 1;
extern double AI 11],B [11],I-IIstar,Ho,Hd,Ha,R:
double halt2_m0,hMf2 p0,half2_p_II0,signal;
double halI2_IIl0,coswt,smwt, pHoHR,mHoHR,Hacoswt, HRdot,HR;

coswt = cos(t); sinwt = sm(t);
Hacoswt = Ha * coswt;
HR = Hd + Hacoswt; HRdot = -Ha * smwt;

pHoHR = Ho + FIR; mHoHR = Ho - I/R;

A[5] = (Ho- mHdHa);
A[5] = pow(A[5],betal) - pt4alRbetal;
A[6] .=Ho - mHdHa; A[6] = pow(A[6],betal);
AI6] = 2.* pow(Ho,betal) - A[6];
A[6] += pi4alRbetal;
AI7] = pow(mHoHR,betal) + pi4alRbetal:
A[8] = powlpHoHR,betal) - pl4alRbetal;
AI9] = 2.* pow(Ho,betal) - pow(pHoHR,betal) + pi4alRbetal;
AI10] = (Ho + mHdHa); A[10] = pow(A[10],betal) + pi4alRbetal;

if ( Hd <= (Ha - Hlstar) )
[
if lHR <=0.)

signal = halt2_m(HR,HRdot.pHoHR,mHoHR)"
else

signal = half2_.p(HR,HRdot,pHoHR.mHoHR);
]

else if ( Hd <= Ha )
[
if(I-lR <=0.)

signal = hal__m_HR,HRdot.pHoHR,mHoHR);
else if (HR <= (Ha - Hd))

sigrm! = h:alfg_,,n(_r___,_r__.dot,pHo_H/R_ml-toHR)_
else
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signal = hnlf2_p_ll(HR.HRdot.pHoHR.mHoHR'_;

cise
signai = halI'2_III(I=IP,,HRdot,pHoHR.mHoHR);

returntsignal);

double remain(u,d)

double u,d; -
{

double remam,quot;

quot = u / d;
quot = (im)quot;
- maw, = u - (d * quotl;

:mm(remain);

double halfl_.p_sig(HR,HRdot,pHoHR,rnHoHR) /* f'trst half-cycle, HR >= 0 */

double HR,HRdot,pHoHR,mHoHR;
{

extern double Ho,I-Id,Ha,A[ 11],B [11];
extem double R,inv_pi8al,beta, beta l,inv_beta l,beta21;
double rl,r2,G lrl,G lR,signal;

rl = Ho + pHdHa; rl = pow(rl,betal);
rl -= pow(pHoHR,betal);
rl *= (inv_pi8al * inv_betal);
rl = R - rl;

if (rl < 0.) rl = 0.;

cise ff (rl > 1.0001 * R)
{
prinff("Errork rl > R in the first quadrantAn");
exit(3);
}

Girl = G(1,rl); Girl = pow(Glrl,inv_betal);
G1R = G(1,R); G1R = powtG 1R,inv_betal);

signal = G1R * Br2A(1,R) - Girl * Br2A(1,rl);
signal *= (pow(pHoHR,beta) * HRdot);
signal/= (B[I] * BI1] * beta21_;

return(signal);

double halfl_m_sig(HRj-IRdot, pHoHR,mHoHR) /* Ftrst half-cycle, HR < 0 */

double HR,HRdot,pHoHR,mHoHR;
{

extem double Ho,Ha,A[ 11],B [11],pHdHa;
exmm double R,inv_piSal,inv pi4al,beta, beta I ,inv betal ,beta21;
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double rl x2,dummy 1,dummy2.si_ai:
double G3R,G3r2,G4r2,G4rl :

rl = Ho + pHdI-ta; rl = powlrl,betal):
rl += pow_mHoHR,betal); rl -= _ 2.* pow_Ho,beml) )"
rl "= ( -inv_pi8al * inv betal );
rl .= R;
tf (rl > 0.)

(
ii (rl > 1.0001 * R)

[
pnnffCErmr_ rl > R in 2nd quadrantAn");
exit(4);
}

]
else rl = 0.;

r2 = powlmHoHR.betal'_- powl Ho.betal);
r2 == (-inv pi4al * inv_betal);
r2 += R;
if (r2 < 0.) r2 = 0.:

ft(r1 > r2 II r2 > 1.0001 * R_
[
pnnffCError_ rl > r2 or r2 > R in 2nd quadrantAn"');
e>at(5);
)

if (rP. _ 0.) dummy2 = 0.;
else

[
G4r2 = G(4,r2); G4r2 = pow(G4r2,mv_betal);
G4rl = G(4,rl); G4rl = pow(G4rl,inv_betal);
dummy2 = (Br2A(4,r2) " G4r2 - Br2A(4,rl) = G4rl) / (BI4] * B[4]):
}

G3R = G(3,R); G3r2 = G(3,r2);

tf (G3R < 0. IIG3r2 < 0.)
[
printff"ErrorX: Imagmary number in G3R, or G3r2.kn");
exit(6);
]

else

(
G3R = pow(G3R,inv betal ); G3r2 = pow_G3r2,inv_betal)'
]

l

dttrnmy 1 = (Br2A(3,R) " G3R - Br2A(3,r2) * G3r2) / (BI3] * BI3]);
signal = (dummy l + dummy2) " pow_mHoHR,beta) * HRdot;
signal/= beta21;

retoa'n_signal);
]

double half'2_m(HR,HRdot,pHoHR,mHoHR) /* second half.cycle, PIN <= 0 =/
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double HR 2-tRdot,pHoHR,mHoHR;
i

extem double A[ 11],B[ 11],Ho,Hd,Ha;
extem double R,inv_pi8al,beta,beta l,inv_beta l,beta21"
double r l,r2,G7r 1,G7R,signal;

rl = Ho - mHdHa; rl = pow(rl,betal);
rl -= pow(mHoHR,betal); rl *= 0nv_pi8al * inv_betal);
rl = R - rl;

if (rl < 0.) rl = 0.;
else if (rl > 1.0001--" R)

{
printf("Error_ rl > R in the f'trst quadrant._a");
exit(3);
}

G7rl = G(7,rl); GTrl = pow(GTrl,inv_betal);
G7R = GC/,R); GTR = pow(G7R,inv_betal);

signal = G7R * Br2A(7,R) - GTrl * Br2A(7,rl);
signal *= (pow(mHoHR,beta) * HRdot );
signal/= (B[7] * BI7] * beta21);

_mrn(signal);
}

/* second half-cycle; for cases:
(a) if Hd <= (Ha - Hlstar), FIR > 0;
(b) if Hd <= Ha, FIR > 0 AND FIR <= (Ha - Hd).

*/
double halt2_p(HR,HRdot, pHoHR,mHoHR)

double HR,HRdot, pHoHR,mHoHR;

(
extern double Ho,Ha,A[ 11 ],B [11 ],mHdHa:
extern double R,inv piSal,inv_pi4al,beta._ta l,inv_beta 1,beta21"
double dummy l,dummy2,signal:
double rl,r2,G8R,G8r2,G9r2,G9rl:

rl = Ho - mHdHa; rl = pow(rl,betal);
rl += pow(pHoHR,betal); rl -= (2.* pow(Ho,betal));
rl *= (-inv_piSal * inv__tal);
rl += R;
if (rl > 0.)

{
if (rl > 1.0001 * R)

. (
printf("F_,rror_ r! > R in 2nd half-cycle._");
exit(4);
}

• }
else r 1 = 0.;

r°, = powfHo,betal) - pow(pHoHR,betal);
r2 *= (inv__pi4al * inv_betal);
r2 += R;
if (r2 < 0.) r2 = 0.;
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if (rl > r2 IIr2 > 1.0001 * R)
(
pnnff("Erro_ rl > r2 or r2 > R in 2nd half-cycle.Xn");
exit(5);
)

if frO,== 0.) dummy2 = 0.;
else

{
Ggr2 = G(9,r2); Ggr2 = pow(G9r2,inv betal);
Ggrl = G(9,rl); Ggrl = pow(G9rl?nv_betal);
dummy2 = (Br2A(9,r2) * G9r2 - Br2A(9,rl) * G'.""1) / 03[9] * BI9]);
}

G8R = G(8,R); G8r2 = G(8,r2_;

if (G8R < 0. IIG8r2 < 0.)
(
Frinff("Ermr',: Imaginary number in G8R, or G8r2._"),
exit(6);

else

{
G8R = pow(G8R,inv beta 1); G8r2 = pow(G8r2,inv_beta 1);
)

dummy I = (Br2A(8,R) * G8R- Br'2A(8,r2) * G8r2) / (BI8] * B[8]);
signal - (dummy1 + dummy2) * HRdot * pow(pHoHR,beta) / beta21;

r_mm(signal);
)

/'* second half-cycle; for case { if Hd <= Ha, FIR > (Ha - Hd) }onlv.
*/

double half2_p_IlfftR,HRdot,pH 3FIR,rnHoHR)

double HR,HRdot,pHoHR,mHoHR;
{

extern double mHdHaak[ 11],B [11];
extem double HoA-la,beta,beta l,mv_beta I ,b_za21;
exmm double R,inv_pi8al,inv_pi4al;
double r3 ,G 8r3,G 8R,signal;

r3 = Ho - mHdHa; r3 = pow(r3,betal);
r3 +ffi pow(pHoHR,betal); r3 -= ( 2.* pow(Ho,betal_ );
r3 *= ( mv_pi8al * inv_betal );
r3 = R - r3;

if (r3 < 0.) r3 = 0.;
else if (r3 > 1.0(D1 * R)

{
prinff("Error_ r3 > R in the ftrst quadrant._n");
exit(3);
}

G8r3 = G(8,r3); G8r3 = pow(G8r3,inv betal);
G8R = G(8,R); G8R = pow(G8R,inv_betal);

signal = G8R * Br2A(8,R) - G8r3 * Br2A(8,r3);
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signal "= ( HRdot * powfpHoHR,betal );
signal/= (B[8] " B[8] * beta21');

returnfsignal);
}

/" second half-cycle; for case { Hd > Ha } only. */
double hal£2_III(HR,HRdot,pHoHR,m HoHR)

double HR,HRdot,pHoHR,mHoHR;
• [ --

extern double mHdHa,A[ 1li,BI11],Ho,I-Ia;
extem double beta, beta l,inv_beta I ,beta21"
extem double R,inv_piSal,mv_pi4al;
double rl,G8rl,G8R,signal;

rl = Ho 4. mHdI-Ia; rl = pow(rl,betal);
rl = pow pHoHR,betal) - rl;
rl *= ( mv_.pi8al * mv_betal );
rl = R - rl;

if (rl < 0.) rl = 0.;
else ff (rl > 1.0001 * R)

{
prmtf("Errork rl > R in the 2nd half-cycleNa");
exit(3);
}

G8rl = G(8,rl); GSrl -- pow(GSrl,inv_betal);
G8R = G(8,R); GSR = pow(GSR,inv_betal);

signal = G8R * Br2A(8,R) - GSrl * Br2A(8,rl);
signal *= ( HRdot * pow(pHoHR,beta) );
signal/= ( B[8] * n[8] * beta21 );

return(signal);
}
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=* Program genKA_fftvsHa.c

** This program calculates the different harmonics of the nonlinear
** signal genea-ated by a type-II superconductor versus ac magneuc
** field amplitude, according to the generalized critical-state model.
"* The results are stored in an output file.

** The critical current density is assumed to take a generalized
** Anderson-Kim form
*m

** Jc =- alpha x c / lX_W([IHI + Ho], beta)
mw

** ,vhere alpha = flux-pinning force density ( when beta = 1 ),
** c = speed of light,
** Ho = sample dependent parar:mter,
** Hd = dc magnetic field, Ha = ac field amplitude.

** Jn the ungenemtiz_ K-A model, beta = 1.

*= HR = H(R) = Hd + Ha.cos(wt), w = 1.

** IMPORTANT: In this printout, the subroutines halfl_tsenes.c, half2_tsenes.c,
** halfl_.p_sig.c, halfl_m_sig.c, half2_m.c, hall_2._p.c, hatt2_p_II.c, and
** half2_III.c are omitted; they are listed in the printout of genKA_spect.c.
*/

#include <math.h>
#includ= <stdio.h>
#define MAX 2048 /* 2048 limits N to be <= 1"/
#define N 11 /*No. of data = 2 to the Nth' ._wer*/
#d_fine JUMP 20 /*N= 11 -> JUMP=20;I_ = 10->JUMP= 10;N =9-> JUMP= 5;

JUMP = w / winteaw = 1 / wintery; wmax = 51.2 */
#def'me PI 3.14159265
#def'me HPl 1.570796327 /* half Pi */
#clef'me QPI 0.785398163 /* quarter Pi */
#def'me PI2 6.283185307 /* Pi x 2 */
#def'me ROOT2 1.414213562
#define N_HARM 40 /* No. of harmonics to be available */
#clef'me MAX_Ha 500 /* Max. no. of Ha within [Hamm,Hamax]*/
#define G(NN,x) ( A[NN] + B[NN] * x )
#define Br2A(NN,x) ( B[NN] * x - beml * A[NN] )

double pHdHa,mHdHa, A[ll],B[11]; /* AI0] and B[0] not used */
double pi8al,pi4al,inv piSal,inv..pi4al,pi4alRbeta I;
double H I star,Ho,Hd, Ha,R,beta, beta I,inv_betaI ,beta2 I"

mam(argcargv)

mt argc;
char *arg'v[];

extem double B[11],pi8al,pi4al,inv__pi8al,mv pi4al;
extern double H 1star,Ho,Ha, Hd,R,mHdHa, pHdHa,pi4alRbeta 1'
extem double beta, beta I ,my_beta I ,beta21;

double cycles,time[MAX] ,signal [MAX"] ,* ptr_rl [MAX] ,* ptr_t m[MAX];
double halfl _tsenes0 ,half2_tseries0,remam0 ,fft_comp [MAX] [2];
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double tmtn,tmax,wmin,wmax.unterv,wmterv,t," freq;
double pi 16al,Hamtn,Hamax.Hastep,alpha:
double comp rI[N_HARM] [MAX_Ha],comp_im [N_HARM] [MAX_Hal;
double w_har_mm [N_HARM] ,w_har_max [N_HARM] ,w_harmonic [N_HAR M-I;
double "welch,inv_Wss,dummyimag = 0.,sqrt_inv_Wss;
double coswt,sinwt, pHoHR,mHoHR,Hacosw t, HRdot,HR,LogHa:
char smng[50],f'de[50];

" tnt no_data,nodatal ,no_data2,no_data21,no_HaJahJdc,tt:
FILE *outf'tle;

• ii (argo < 9) _
{
prmtf("Usage_c Command Hd Hamin Hamax no_Ha");

prmff(" Hd H* R bcta_n");
exit(9);
)

sscanf(argv[ I ]," %If",&Ho);
sscanf(argv[2] ,"%1t",&Hamm);
sscanf(argv[3l,"%lf",&Hamax);

I_ irl .

,,scanf(argv[4], %d ,&no_Ha),
sscanf(argv[5]," %lf",&Hd);
sscanf(argv[6],"%lf",&Hlstar); /" Hlstar = penetration field */
sscanf(argv[7],"%lf",&R); /* Radius of sample. */
sscanf(argv[8],"%lf",&beta);

if(Hd<0.)

prmtf("Hdc must be positiveNn");
exit(7);
)

ii (no_Ha > MAX_Ha)
{
prinff("Max number of points for Ha_: %4d.',,n",MAX_Hall;
exit(8);
)

prmff("Entct output file namek ");
scanf("%s",file);
outffle = fopen(file,"w");

betal = beta + 1.; inv_betal = 1./betal;
beta21 = ( beta + 2.) / betal;

train = 0.;
wmm = 0.; wmax = 51.2; /_ Nyquist freq. "/

. no_data = int..pow(2,N);
ncxiatal = no_data - 1;
no_data.2 -- no_data / 2; no _data21 = no_data2 + 1:
tinteaw = PI / wmax;
tmax = tinter J " (double)ncxiata 1"
wmtc.r'v = 2. * PI / ((double)no_data " tinterv);

ii (Hamax <- 0. IIHamin <= 0.')
(
pl-mLf("Hamax and Hamin must be positive._");
exit(0);
)
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else

Hastep= Iogl0(H_n_); • ac H stopsm logscale*/
Hasmp -=log10(_m);
H_step/=((double)noHa-I.);

freq= (double*Icalloc(no_data21,sizeof(double));

/* The followinglooppreparesforseamhmg thecorrectpeak
values at various harmonics of the FFI" spectrum for each h0.*/

for (ld( = 0; kk < N_-HARM; ++kk)
{
w_harmomc[kk] = (double)(kk+ I 7;

/* Window to search for harmonics is set below.*/
w_har_mm[kk] = w_harmonic[kk] - wintery * .2;
w_har_max[kk] = w_harmonic[kk] + wmterv * .2;
)

tor (tt = 0; tl < no_data; ++tt)
J
t

ptr_rf[tr] = signal+tt: ptr_im[tt] = &dummylmag;
if (lt <= no_data2) *(freq+tt) = wintery * (double)m
)

/'* Harming window, Numerical Recipes pp.425 */
inv Wss = 0.;
welch = (double *)calloc(no data,sizcof(double));
for (tt = 0; tt < no_data; ++tt)

{
• (welch+a) = ( PI2 * (double)tt) / ( (double)no_data-1. );
• (welch+tt) = cos(*(welch+tt));
•(welch+tr) = 0.5 * ( 1.- *(welch+tt));

inv_Wss += (*(welch+u) * (*(welch+tr)));
}

inv_Wss *= (double)no_data;
mv_Wss = 1. / inv_Wss; sqrt_lnv_Wss = sqrt(mv_Wss);

alpha = Hlstar + Ho; alpha = pow(alpha,betal);
alpha -= pow(Ho,betal); alpha/= ( 4.= betal * PI * R );

pi8al = PI * 8. * alpha; pi4al = 0.5 * piSal;
pi4alRbetal = pi4al * R * betal;
mv_piSal = 1. / pi8al; inv_pi4al = 1. / pi4al;

BI10] = B[9] = B[7] = B[6] = B[a] = B[1] =-pi4al* betal"
Bf81= ats] = Bf3] = Bf2] =-BIll;

fpnnff(oudtle,"%lO.5ff %9.5ff %10.5ff %8.5ff %3dkn",Ho,Hckalp.ha,R3',_HARM);
fpnnff(outfile,"%9.41f %9.41f %9.41f %5.21f %4d_"

,Ham m,Hamax,H 1star,beta.no_Ha);

LogHa = log 10(Hamin);
for fbh = 0; hh < no_Ha; ++hb)

{
Ha = IX)W(10.,LogHa);

pHdHa = Hd + Ha; mHdHa = Hd- Ha;
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for (tt = O; Lt< no_data: +.tt)
{
if (tr == O) Ume[O] = trnm:
else ume[tt] = time[rf- 1] + unterv;

t = remaimtime[tt],PI2); /*fold back to 1st full cycle*/
coswt- cos(t); sinwt = sm(t);
Ha_swt = Ha * COSWt;
FIR = Hd + Hacoswt: FIR(lot = -Ha * sinwt:

pHoHR = Ho + FIR; mHoHR = Ho - biR;

if (t < PI)- /* first HALF of cycle */
{
signal[u] = halfl_tseries(HR,HRdoLpHoHR.mHoHR);
)

else /* second HALF of cycle */
{
signal[u] = half2 tseneslHR.HRdot, pHoHR,mHoHR):
)

}

for (tt = 0: tt < no_da_ ++tt) *ptr_rl[ttl *= (*(welch+u));

/* fft_comp contains real & imag. components for both
positive and negative frequencies */

fftcom pon (p tr_rl ,ptr_i na,bl, fft_c om p);

/* See Numerical Recipes Fig. 12.22 for ranges of ii below.
Semalso eqt (12.0.14) of the same book.*/

for (tr - _ tt <- no_data2; tt += JUMP)
{
for (kk = 0; kk < N_HARM; ++kk)

{
/* if within the "window" of the harmonics ....*/
if (*(freq+u) >= w_har_minlkk] && *(freq+tt) <= w_har_max[kk] )

{
comp_rl[kk][hh] = fft_comp[u][0] * sqrt_inv_Wss;
comp_im[kk][hh] = fft_comp[tt][ 1] * sqrt_inv_Wss;

if (tr != 0 && tt != no_data2)
{
comp_rl[kk] [hh] *= ROOT2:
comp_im[kk][hh] *= ROOT2;
}

break: /*The right harmonics is found: no need for
further tesung of position of freq */

}
1

)
LogHa += Hastep;
)

for (kk = 0; kk < N_HARM: ++kk)
{
for (hh = 0; hh < no_Ha; +-+hh)
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{
fpnnff_outfile." % 13.41e ".comp_rl [kki [hb] I;
i.f (!(hh % 5)) f-pnntf(ou_le.'',n");

J

for ikk = 0; kk < N_HARM: ++kk_
{
for (hh = 0; hh < no_Ha; +-+hh_

{
fprintf(outfile--% 13Ale ".comp_im [kki [hh]);
if (!(hh % 5)) fprintf(outf_le,"_a");

fclose(ouffile); pnntf("Data stored._"3;
}
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** Program genKA fftvsHd.c
Til

-= This program calculates the harmonic power of the nonlinear
"" signal generated by a hard superconductor versus dc magneuc
*" field, according to the generalized critical-state model.
"= The critical current density is assumed to take the

" "* generalized Anderson-Kim form
Zm

*= Jc = alpha x c / pow( [IHI + Ho], beta)
IiIm

*" where alpha-- flux-pinning force density ( when beta = 1 _,
** c = speed of light,
*" Ho = sample dependent parameter.
** Hd = dc magnetic field, Ha = ac field amplimd
_m

"= In the ungeneralized Kim-Anderson model, beta = 1.
zm

*= biR = HfR) = Hd + Ha.cos(wt), w = I.

,= LMPORTANT: In this printout, the subroutme, s halfl_tsenes.c, haif2_tsenes.c,
== halfl_p sig.c, halfl_m_sig.c, half2_m.c, hallR_p.c, half2_p_II.c, and
== hakf2_III.c are omitle,d; they are listed in the printout of genKA_spect.c.
7/

#include <math.h>
#include <stdio.h>
#def'me MAX 2048 /* 2048 limits N to be <= 11 */
#define N 11 /'4'No. of data = 2 to the Nth power */
#del'me JUMP 20 /* N = 11 -> JUMP = 20; N=I0 -> JUMP=10; N=9 -> JUMP=5;

JUMP = w / wintery = 1 / wintery; wmax = 51.2 */
#del-me PI 3.14159265
#clef'me HPl 1.570796327 /* half Pi */
#clefme QPI 0.785398163 /* quarter Pi */
nclefme PI2 6.283185307 /_ Pi x 2 */
#del'me ROOT'2 1.414213562
#define N HARM 40 /" No. of harmonics to be avatlable */
#define MAX_Hd 500 /'* Max. no. of Hd within [Hdmin.Hdmax]*/
#del'me GfNN,x) ( A[NN-] + B[NN] * x )
#define Br2A(NN,x) ( B[NN] * x- betal * A[NN] )

double pHdHa,mHdHa, A[1 li,BI11]; /'* A[0] and BI0] not used */
double piSal,pi4al,inv piSal,inv pi4al,pi4alRbeta I;
double H 1star,Ho,Hd,Ha,R,beta, beta 1,inv beta I ,beta21;

mam(argc,argv)

• int argc;
char "argv[];

(
extem double B[11],pi8al,pi4al,mv_pi8al.mv_pl4al:
extem double H 1star,Ho,Ha, Hd.R,mHdHa,pHdHa,pi4alRbeta 1"
extem double baa, betal,inv_beta l,beta21"

double cycles,rime[MAX],signal[MAX],*ptr_rl[MAX],* ptr_lm[ MAX],fft comp{MAXi _"_t-J,

double halfl _tseries0,halt2_tseries0,remam 0;
double tmin,tmax.wmin,wmax,tinterv,wmterv,t," freq;
double pi 16al,Hdminj-Idmax,Hdstep,alpha;
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double comp_rl[N_HA RM] [MAX_Hd].comD_im[ N_HARM-] [MAX_Hd];
double w_har_mm[N_HARM],w_har_max(N_HARM],w_harmonlc[ N_HARM];
double *welch.inv Wss,dummytmag = 0 .sqrt_mv_Wss:
char string[50],file[501;
in t no data.nodam 1.no_data2.n o_data21 .no_Hd.hh.kk,tt;
FILE *oufffle;

if (argc < 9)
{
prmff("Usage_: Command Ho Hdmm Hdmax no_Hd Ha H* R bemxn");
exit(9);
} --

sscanffargv [1] ,"%If" ,&Ho);
sscanf(argv [2] ,"%11",&Hdmin);
sscanf(argv[3]," %If",&Hdmax );
sscanf(argv[4]," %d", &no_Hd);
sscanf(argv[5],"%lf",&Ha);
sscanf(argv[6],"%lf",&Hlstar); ?" Hlstar = penetration field */
sscanf(argv[7],"%lF.&R); /" R - radius of the sample */
sscanf(argv[8],"%If".&beta);

if (t-Idmm < 0. IIHdmax < 03
{
prinff("Hdc must be positive.\a"]"
exit(7);
}

if (no_Hd > MAXHd)
{
prmff("Max number of points for Hd_ %4d.',,n",MAX_Hd);
exit(8);
)

prinff("Enter outp.ut file name,: "_ azanfl"qs".file):
oufffle = fopen( file."w");

beta I = beta + 1 • inv_beta I = 1. / beta 1:
beta21 = ( beta + 2.) / betal;

train = 0.;

wmln = 0.; wmax = 51.,,"_ /'* Nvquist, frequency */
no_data = int_pow(2,N);
nodatal = no data - 1;
no_data2 = no_data / 2; no_data21 = no_data2 + 1;
dnterv = PI / wrnax:
tmax = tmterv * (double)nodatal"
wintery = 2. * PI / ((double)no_data * unterv);

Hdstep -- (Hdmax - Hdmin) / ((doublemo_Hd - 1,);

freq = (double *)calloc(no_data21 ,sizeof(double));

/'* The following loop prepares for searching the correct peak
', aaues at various harmonics of the FFT spectrum for each h0. */

for (kk = 0; kk < N_HARM: ++} k)
{
w_harmonic[k.k] = (double)(kk+ 1);
/* Window to search for harmomcs ts set 5elow.*/
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w_har_min[kk] = w_harmomc[kk] - winter',' * .2:
w_har_max[kk] = w_harmomc[kk] + wintery * .2:

for (tt = O: li < no_data: ++tt)
{
ptr_rl[tt] = signal+tu ptr_im[tt] = &dummyimag;

• if ftr<= no_data2) "(freq+tt) = wintery ° (double)tt:
}

. /* Hannmg window. Numerical Recipes pp.425 */
mv_Wss = 0.;
welch = (double *)caUocfno_data.sizeof(double_);
for (tt = 0; u < no_data: ++tr)

{
"(welch+a) = ( PI2 * (double)tt) / ( (double)no_data- 1. I;
"(welch+u) = cos('(welch+tt_);
• (welch+ul = 0.5 * ( 1. - *(welch+tr))'
inv_Wss += (*(welch+tt) * ('(welch+u)));
}

inv_Wss "= Cdoublemo_data;
inv_Wss = 1. / inv_Wss: sqrt_tnv_Wss = sqrt(inv_Wss _:

alpha = Hlstar + Ho: alpha = pow(alpha,betal_;
alpha -= pow(Ho,betal); alpha/= ( 4.* betal * PI " R );

piSal = PI • 8. * alpha; pi4al = 0.5 * pi8al;
pi4alRbeta! = pi4al • R * betal;
mv_.pi8al -- 1J pi8al; inv._pi4al = 1./pi4ak

B[10] = B[9] = B[7] = B[6] = B[4] = BI1] = -pi4al • betal;
BI8] = B[5] = B[3] = B[2] =-BIll;

fpnntf(ouffile,"%10.51f %9.51f %10.51/" %8.51f %3d_"_o,Ha.alpha.R,N_HAR-",f_:
f-pnntf(outfile,"%9.4tf %9.41/" %9.41f %5.21f %.J,d_'

,Hdmin J-Idmax,H 1star,betamo_Hd_:

Hd = Hdmin;
for (hh = 0: hh < nc_Hd: ++hh)

{
pHdHa = Hd + Ha; mHdHa = Hd- Ha:
for (tt = 0: tt < no_data: +-+tt)

{
if (u --- 0) time[0] = train;
el_ time[u] = ume{tt-1] -,-unte_':

if (time[ttl < PI2) _ first cycle "/
• {

t = ttme[tt];
tf (time[ai < Pr) /* first HALF of cycle */

- {
signal[tt] = halfl_tseraesIt);
)

else /'* second HALF of cycle */

s, gnal[tt] = half2_tsenes(t);
)

}
else i" Beyond the first full cycle */
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{
t = remmn(ume[ttl.PI2"): _'fold back to 1st full c','cle"/
if (t < PI) /" ra'st HALF oi cycle */

{
signalltt] = halfl_tsenesltl;
}

else _' second I-L_I_,Fof cycle "_
{
signal[tt] = hal__tseneslt);
}

}
a

for (tt = 0; tt < no_ct,ata:++ttl "ptr_rl[tt] *= {*(welch+tt_);

/* fft_comp contains real & imag. components for both posiuve and
negative frequencies: see comments on fftcompon.c pnntout. */

fftcompon_ ptr_rl,ptr__m,N ,fft_comp_;

/" See Numerical Recipes Fig. 12.2.2 for ranges of ii below.
See aiso eqt (12.0.14) of the same book.*/

for (tr = 0: tt <= no_data2; tt += JUMP?
{
for (kk = 0; kk < N_HARM; ++kk_

{
/'* if within the "window" of the harmonics .... */
if (*(ffeq+tt) >= w_har_min[kk] && *(freq+tt) <= w har_maxlkk] )

{
comp_rl[kk][hh] = fft_comp[tt][0] * sqrt_inv_Wss:
comp_im[kk][hh] = fft_comp[tt][1] * sqrt inv_Wss;

if (tt != 0 && tt != no_data2)
{
comp_rll-kk][hh] *= ROOT2:
comp im[kk][hh] *= ROOT2;
}

break: /*The nght harmonics ts found: no need for
further tesung of posiuon of freq */

)
}

}
Hd += Hds)ep;
)

for Ikk = 0; kk < N_HARM; ++kk)
{
for (hh = 0; hh < no_Hd; ++hh)

{
fl:mnff(outfile," % 13.4 le ",comp_rl [kki [hb l);
if (!(hh % 5)) fprinff(outfile,'Na");

for (kk = 0: kk < N HARM: +*kk)
{
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forlhh= (I:hh < no_Hd: +.hhl

fpnnff(ouU]le,"%13.41e",comp_im[kk][hh]J;
ff (!(hh % 5"))fpnnff(ouffile,"n"_;

,_."_lo,'e _oumle)"

pnnff("Dam stored.kn"/:
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== Routine odeint 1.c
"= This is modified from ODEINT0 of Numencal Recipes,
"" (by Press, F'lannery, Teukolsky and Veuerlmg, Cambridge
=* University Press, 1986), pp.559, a Runge-Kutta driver
=* w_th adaptive stepsize control. Integrate the 'nvar'
"* starting values 'ystart' from 'xi'to 'x2' with accuracy
=" 'eps'. 'dhl' should be set as a guessed first stepsize.
"" 'ystart' is REPLACED by values at the end of the integrauon
*" interval. (*derivs)0 is the user-supplied subroutine
=* for calculathrg the right-hand side derivative. 'slopel'
** will store the rhs derivatives at the STARTING point 'xl ',
"* (input)'ystart'.

"* .,c2can be smaller than x 1; in that case, the steps are
"= AUTOMATICALLY made m the negative direcuon.

"" Has to be linked to rkqcrk4.c. This program was originally
"* written on SUN 3/50, Unix.

-_include <math.h>
_defme MAXSTEP 5000
#clefme MAXSTEP1 4999 /* = MAXSTEP - 1 */
;*defme NMAX 10 /* max no. of eqns in the set */
#clef'me TWO 2.0
#del'me ZERO 0.0
#def'me TINY 1.e-30

odeint 1(y sta_nvarpt 1,x2,eps,dh 1,denvs,slope 1)

double *ystart,x 1,x2,eps,dh 1,*slope 1•
int nvar,t*denvs)0;

(
double yscal[NMAX],y [NMAX] ,dydx [NMAX] ,x,* x_ptr.dh:
double dhdydx,dhdid.dhnexL* dhdidptr,* dhnextptr;
register tnt nstpai;

x_ptr = &x; dhdidptr = &dhdid:
dhnextptr = &dhnexu

x=xl"

dh = labs(dh 1) •
if(x2<xl) dh*=-l'

for til----Q: ii<nvar: +-+ii)

y(ii] = *(ystart+li);

for (nstp = 0; nstp < MAXSTEP: ++nstp) /*Take at most MAXSTEP steps*/
{
,* deri vs )(x ,y ,dydx );
ff (nstp ==- O)

¢)

for ( li = (): li ( FI','LLF_+-*-li )

*(slopel.ll) = dydx[ii]
I
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?* Scaling used to monitor accuracy. This general-
purpose choice can be modified if need be. */

for (ii = 0: ii < nvar: +.ii)
{
/* yscal[ii] = 1.: */
dhdvdx = dh * dydx[ii];

., if (dhdydx < 0.) dhdvdx *= -1.. /*absolute value'/
yscal[ii] = fabs(y[ii]) + dhdydx:

yscal[ii] += TINY;

/* If step can overshoot end. cut down stepsize.*/
if (((x+dh-x2) * (x+dh-xl)) > 0.)

dh - x2 - x;

/* x.*y will be replaced by new values. */
rkqc(y,dydx.nvar,x_ptr,dh,eps,yscal.dhrlidptr.dhnextptr,denvs);

if ( ((x-x2_ * (x2-xl)) >- 03 /'* Are we done'? */
{
for (ii = 0: ii < nvar: ++ii)

• (ystart+ii) = y[ii]; /* results */
break; /*Normal exit*/
}

else

{
dh = dhnext;
if (nstp _ MAXSTEP1)

printf("Too many steps.ha");
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** Routine rkqcrk4.c.
** This is a C version of RKQCO of Numerical Recipes
** (by Press, Flannery, Teukolsky and Vetterling, Cambridge
** University Press, 1986) pp.558, lt is a stepper program
** that takes one "quality-c_ntrolled" Runge-Kutta step.

** From Num. Rec.: 5th-order Runge-Kutta step with monitormg
** of local truncation error to ensure accuracy and
** adjust stepsize. Input are the dependent variable vector
** 'y' of length 'n' and its derivative 'dydx' at the starting
** value of theYndependent variable 'x'. Also input are the
** stepsize to be attempted 'dhtry', the required accuracy
** 'eps', the vector 'yscal' against which the error is
** scaled, and any parameters needed for the particular
** function involved. On output, *y and *x_ptr are REPLACED
** by their new values, 'dhdid' is the stepsize which was
** actually accomplished, and 'dhnext' is the estimated next
** stepsize. 'derivs0' is the usex-supplied subroutine that
** computes the right-hand side derivatives ( a function
** pointer).
*/

#include <math.h>
#defineNMAX I0

#defme PGROW -0.20
#definePSHRNK -0.25

#deflateFCOR 0.066666666666667/*= I./15.*/
#define ONE I.
#defme SAFETY 0.9

#defme ERRCON 6.e-4 /* = pow(4 / SAFETY, 1/ PGROW) */

rkqc(y,dydx,n,x_.ptr,dhtry,eps,yscal,dhdidptr,dhnextpu-,derivs)

double *y,*dydx,* x_ptr,dhtry,eps,* y scal,* dhdidptr,* dhnextptr;
mt n, (*derivs)0;

{
double ytemp[NMA X-],ysav [NMAX] ,dysav {NMAX] ,xsav,dh;
double dhh, errmax,compare;
mt ii,repeat:

xsav = *x_.ptr; /*Save initial values.*/
for (ii = 0; ii < n; ++ii)

{
ysav[ii] = *(y+ii);
dysav(ii] = *(dydx+ii);
}

dh = dhtry; /* Set stepsize to the initial trial value*/

repeat = 1;
while (repeat ---- 1)

{
dhh = 0.5 * dh; /* Take two haft steps */
nrrk4(ysav,dysav,n,xsav,dhh,ytemp,denvs);
*x_.ptr = xsav + dhh;
(*derivs)(*x_ptr,ytemp,dydx);
nrrk4(ytemp,dydx,n,*x_.ptr,dhh,y,derivs);
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*x_ptr = xsav + dh;
if (*x_ptr == xsav)

{
prmffcStepstze not sl mlificant m rkqc0Xn");
exit(0);
}

nrrk4(ysav,dysav.n.xsav.cfh,ytemp,derivs); ,_' Take the large step */

errmax = 0.;
for (ii = 0; ii < n: ++ii)

{
ytemp[ii]':-= *(y+ii); /* error estimate */
compare- ytemp[ii] /(*(yscal+ii));
if (compare < 0.) compare *= -1.; /* absolute value */
if (compare > errmax)

errmax = compare"
}

errmax/= eps; /'*Scale relative to required tolerance"/

if (en'max > ONE) /* Truncation error too large, reduce stepsize */
[
dh *= (SAFETY * pow_errmax,PSHRNKr));
repeat = 1; /* For another try */
}

else /* Step succeeded. Compum size of next step.*/
{
repeat = 0;
*dhdidptr= dh;
if (errmax > ERRCON r)

*dhnextptr = SAFETY * dh * pow(errmax,PGROW);
else

*dhnextptr = 4. * dh;
}

}

for (ii = 0; ii < n; ++ii) /* Mop up 5th order truncation error.*/
*(y+ii) += (ytemp[ii] * FCOR);

)

/*
*" Routine nrrk4.c

** This is a C version of RK40 of Numerical Recipes,
** pp.553.
*= From N.R.: Given values for 'n' variables 'y' and
** their derivatives 'dydx' known at 'x', use the 4th
** order Runge-Kutta method to advance the solution
** over an interval 'dh' and return the incremented
** variables as 'yout', which need not be a distinct
** array from 'y'. The user supplies the subroutine

" ** (*derivs)(x,y,dydx) which returns derivatives
** 'dydx' at 'x'.
*/

#include <math.h>
#define NMAX 10
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arrk4(y,dydx,n,x,dh,yout,derivs) /=)'out ts the onlv output"/

double *y,*dydx,*yout:
double x,dh:
mt n,(*derivs)O;

double dhh,dh6,x h ,yt [NMAX] ,dyt [NMAX ],dym tNMAX ],xph;
register mt ii;

dhh = dh " 0.5; -
dh6 = dh " 0.166666,660666667; /'* dh / 6. */
xh = x + dhh:

for (ii = 0; ii < n: ++ii) /'* 1st step "/
{
yt{ii] = *(y+ii) + dhh * (*(dydx+ii))"
)

(*derivs)(xh,yt, dyt); /* 2nal step "/
for (ii = 0: ii < n; ++ii')

,,'t[ii] = *(y+ii) + dhh * dyt[ii];
)

(*denvs)(xh,yt, dyrn); r, 3rd step "/
for (ii = 0; ii < n; +-+ii)

{
yt[ii] = *(y+ii) + dh * dym[ii];
dym[ii] +-- dyt[ii];
)

xph = x + dh;
(*derivs)(xph,yt, dyt); /_ 4th step */
for (ii = 0; ii < n; ++ii) /* Accumulate increments with proper weights */

{
"('yout+ii) = *(y+ii') + dh6 * ("(dydx+ii)

. dyt[ii] + dym{ii] + dym[ii])
)

)
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"= Functaon fftcompon.c
=" This is the bamcally an _ program I wrote in 1986
"" (ic. fftl.c m library F'F'I3. It outputs the real and
=" imaginary fourier componentsof the input data.
-= Reference: "The Fast Fourier Transform," by E. Oran Brigham.
"" 'renuce-Hall (1974).

1)

" The data are assumed to be composed of complex numbers.
"" F)n3gram checked on Mar 12, 1988.
mt

--'include <math.h_
_defme PI 3.141592654
_def'tne PI2 6.283185307

" ptr_rl is the pointer to the real part of the input data;
** ptr._im is the pommr to the imaginary part of the input data;
"* number of (complex') input data points = 2 to the "gamma"th power.
"= x 1 is the (2 to the gamma)x(2_ array which contmns real and imamnary
"" components for both posative and negauve frequencies.

fftcompomptr_rl,ptr_im,gamma.x I )

double *ptr_rl [],*ptr_im[_],*x 1"
unsigned gamma;

{
double *W,Cl:)lx_durn2 [2] ,cplx_dum3 [2],cplx_dum I[2];
double =xO,earg_;
unsigned samp_no,samp_no2,samp_no22;
unsigned pindex,kindex Jmdex,get._p0,pindex2,kindex2;
tnt kk,jj,ii,step,dual_spaceai2;
mt kk_max,dtml_space2:
char "calloc0;

samp_no = int_l:)OW(2,(int)gamma); /'* No. of samples input */
samp_no22 = samp_no * 2;
samp_no2 = samp_no / 2:

x0 = (double *)calloc(samp_no22.s2ze, of(Mouble_);
w = (double *)calloc(samp_no,sizeof(double));

if (x_ IIw==O IIxi==0)
{
prmff('Warnmg_: Not enough free memory._n");
/* exat(9); */
)

for (ii =(3: ii<samp no: ++ii)
{
ii2= ii * ")"

=(x0 + ii2) = *ptr_rl[ii];
=(x0 + ii2 + 1) = "ptr_ma[ii];
)
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:or ipindex--O: ptndex < stump_no2: .-_-p,ndex)
{
plndex2 = pmdex " 2:
argu = PI.2" (double)pindex / (double')samp_no:
"(w+pmdex2) = cos(argu);
"(w+pmdex2+ 1) = sm(argu);

for (lindex=l" Imdex <= gamma; ++tindex)

{
dual_space = int_w(2,(int)(gamma-lindex));

kk_max = samp_no2 / dual_space,
dual_space2 = dual_space " 2;

sle,p = O;
for (kk = O: ld( < kk_max: ++kk_

{
for (ii=O; ii<dual_space; +-+ii)

{
kindex = ii + step:
kindex2 = kmdex" 2:

if (kindex > (_samp_no - 1))
{
prmff("kindex too large_");
}

pindcx = get_.IXldndex, gamma, lmdex);

for (jj=O; jj<= 1; +-+jj)
{
cplx dum2[jj] = "(w + 2"(pindex % samp_no2)+jj);
cplx_dum3[jj] = "txO + kindex2 + dual_space2 + jj);
}

comp_mult(cplx_dum2,cplx_dum3.cpLx_dum I );

for (jj=O: jj<= 1"+'+.U)
{
"(xi + kindex2 + jj)

= "(xO+kinoex2+jj) + colx_dum I[jj]'
*(xi + kindex2 + dual_space2 + jj)

= *(xO+kindex2+jj) - cplx_dum 1[jj];
}

}
step += dual space2;
l
/

for (ii=O; ii < samp_no: +-+-u)
{
ii2 = ii" ")"

for (jj=O; jj<=l" +-+jj)
{
"(xO + ii2 +i[) = "_xl . tj2 +i});

}
}

}
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cfreet w);
unsc ram ble(xO,gamma.x I );
cfreetxO); /_ added on 9/5/'.988 */

/
J

unscramble(x,gamma,fourier) /* checked 9_1/86 */

. double *x, *fourier,
unsigned gamma:

{
" mt ii,klc, ll,num,gamt_a 1,U2,kk2:

num= mt_pow(2,(int)gammal;
gammal = (mt)gamma- 1;

for fick=O; kk <num: ++kk_
{
11=0;
for (ii=O: ii <= gammal: ++ii)

{
!1= 11I(((ldc>>ii) & 1) << (gammal -ii));
}

kk2 = kk* "_- 112=11 *'_"

*(fourier + 112)= *(x + kk2);
*(fourier + 112+ 1) = *(x + kk2 + 1);
}

}

unsigned get_.p(k,gammad)

unsigned k, gamma, 1;

(
unsigned kl, p, kdum:
mt ii;

kl = k >> (gamma - 1);

p=O;

for (ii=O; ii <= (gamma - 1); ++ii)
{
kdum = ((kl >> ii) & 1) << (gamma - 1 - ii);
p = p Ikdttm;
}

return(p);
}

" comp_muit(zl,z.2,zlz2) /* Multiply complex nos. zl and z2 m become zlz2. */

double zl [-],z2U,zlz2[-];

{
zlz.2[0] = zl[0] * z2[0]- zl[1] * z2[1].
zlz2[1] = zl[O] * z2[1] + zl[1] * z2[O];

}
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int_pow(x,n) /* x to _e nth power "!

flit x.n;

{
mt ii, arts : 1;

for Cii=1; ii<=n: ++ii)
(

al'IS *-- X" .,

)
remrn(ans);

}
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Appendix C GPIB Operation Details--
Programs for Data Acquisition

In this appendix, we provide the computer programs which the author has written

- and actually used to take and l:,!ot some of the data presented in Chapter 4.

A list of the programs used for experimental data acquisition is given in Table C.1.
w.

Programs for plotting out the data taken by the programs in Table C.1 are listed in Table

C.2. In Table C.3, some general purpose routines that are written to control some of

the electronic apparatus used in the experiments, or to make graphics on the video and

the plotter, and needed for the some of the programs listed in Tables C.1 and C.2, are

also listed. Ali these programs are written in Turbo C and are given in their complete

form later in the appendix.

Table C.1 Programs for experiment data acquisition.

Program name Purpose(s)

sadump.c Take the spectrum and ali other information currently on the

screen of the HP 3585A spectrum analyzer and store the data
in a file.

pnf_hl.c Take specified harmonic power P(nf) as a function of ac field
amplitude and store the data in a file.

xpxpphln.c Take the inductive and dissipative components of the ac

susceptivity as a function of ac field amplitude and store the

data in a file. The superposing dc magnetic field is constantly
monitored by a DMM.

xpxpphlt.c Same as xpxpphln.c, except that themaocouple voltage, instead

of dc magnetic field, is being monitored.
iii

Table C.2 Graphics programs for outputting experiment data.

Program name Purlz,_se(s)

pltspc.c Reads a data file written by sadump.c and output the data to
HP 7225B.

plotpnf.c Reads a data file written by pnf_hl.c and output the data to the
" video monitor.

hplotpnf.c Same as plotpnf.c, except that the data are output to HP 7225B.

vplotfl.c Reads a data file written by xpxpphln.c and output the data to
the video monitor.
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Table C.3 General purpose routines used for electa'onics and graphics.
ii

Program name Purpose(s)

keithley.c Routines for controlling Keithley 197 DMMs through National
Instrument GPIB-PCII.

par5209.c Routines for controlling PARC 5209 lock-in amplifiers through
National Instrument GPIB-PCII.

hp3325.c Routines for controlling HP 3325A synthesizers through
National Instrument GPIB-PCII.

q
iii

hp3585sa.c Routines for controlling HP 3585A spectrum analyzers through
National Instntrnent GPIB-PCII.

ii

hpgraph.c Graphics routines for HP 7225B plotter, through National
Instrument GPIB-PCII.

v_graph.c Turbo C graphics routines for the video monitor.
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*

** Program: sadump.c
** This program asks HP3585A spectrum analvzer to dump
** all current information on the analyzer's screen to

** the computer thru the National Instrument GPIB-PCII.

** This program has to be linked with \gpib-pc\tc\tcibs.obj.
- ,/

#include < stdio.h >
• #include "decl.h _

#define LENGTH 12012

m_0

{
FILE *file;

char string[100],rd[28],tngstg[LENGTH];
int ud, ii;

printfCEnter output fdename: ");
scanf("%s",string);

file = fopen(string,"w");

printf('Mauually set the conditions of SA1; hit < CR > when ready.");
getchar0;
getchar0;

ud = ibf'md('sal");

ibwrt(ud,"D7",2);
ibwrt(uck'q'4",2);

ibrd(uckrd,16);
for (ii = 0; ii < 16; + * ii)

fprintf(file,"%c".rd[ii]);

ibrd(uckr&27);
for (ii=0; ii<27; + +ii)

fprinff(file,"%c",rdIii]);

ibrd(uckrckll)"
for (ii=0: ii< I1; _--,-ii)

fprintf(f'fle," %c",rd[ii]);

• ibrd(uckrcklT);
for (ii=0; ii< 17; _-*ii)

fprintf(file."%c",rd[ii]);

ibrd(ud,rck16);
for (ii = 0; ii < 16: -_ _-ii)

fprmtf(file,"%c",rd[ii]);
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ibrd(ud.rck24):
for (ii=0: ii<24: --ii)

fprmff(file2%c",rd[ii]);

ibrd(uckrck22);
for (ii =0: ii < 22: - -- ii)

fprmtf(f'tle,"% c",rd[ii]);

ibrd(u&rck13);

for (ii=0; ii<B: +-,-ii)
fprmff(ffle." % c",rd[ ii]);

ibrd(ud, rd.13):

for (ii =0: "ii< 13: + -'-ii)
fprintf(file,"%c",rd[ii]);

ibrd(uckrckl4);
for (ii = 0: ii < 14; -,-+ ii)

fprintf(ftle," %c",rd[ii]);

for (ii=0; ii< LENGTH: + + ii)
l.n_tglii] = ' ';

ibwrt(uck"DY.2);

ibwrt(ud,"T4",2);

ibrd(ucklngstg, LENGTH);
for (ii=0: ii<LENGTH: - +ii)

{
fprmtf(file."%c".lngstglii]):
if((ii%60) == 0 )

fprint f( t-tic."',n):
}

fclose( file): ibloc( ud):

printf("Use vpltspc (video)t)r pltspc (plotter) to plot the results.',n"):
}
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"" Pnl Hl.c: This program i_ dcsi_zned to take data
"" for experiments measuring harm(mm power PI ni) (oi
"* high-Tc superconductors) vs. ac m'agnetic field Hl.

"" H1 field is stepped in logarithmic scale.

"" This progq'am is configured by Harry L,.tm in Aueust. I'_Xt:
"" it has to bc linked with hp358;5sa.c, hp33Z_.c, keithlev.c.

"" and \gpib- pc \ tc', tcibs.obj.
.. J

_'inctude < stdio.h >
,_ include <math.h>

include ,: dos.h >
_inciudc "dccl.h"
_dcfinc RFZ,-Xl. float

int board ud.

mam()
I

inr udsvn i.udsal,udvmdc.ud_,a'nac:

int ve sno.rnmndex.harm_no,voh am"
mt samp_no.ii,jj,vv.AVE_NO.coil.mask.SAM P14:
int sa alnum(),sasetrng(),sa_manF()' /* Routines for spec. anlvzer */

RE",-XLsynparam(),synphase(),synampl(); _* Routines for synthesizers */
REAL synfreq();

REAL sa_mkamp(),sa Rconv(): /* Routines for lock-in */
REAL keith rd()" /* Routines for Keithlev DMM */

RE.AL rn_vl.P 1f,Pnf.fundfreq,harmfreq:
RE"_\L ac monR.ac calib.ac monV,Hl:
REAL dc-monR.dccalib,dc monV,Hdc:

REAL s.__ph.offset_syn_amp.syn, f,ref mm.dr_' max:
REAL max H 1,amplit,amplit2.1og,,mpT]ogstep: -

char ret] 15],mkrfrq[26],dbdiv[ 10],range 116],mkramp[ 15];

char ctrfrq12.3],span[21],rbw[ 121,vbw[ 121,st[131;
char osunit[5],func[ 10],hivolt[ 11],synunit[6l,sYv..funit[4];
char Vokay, Vunit[4],dummy[5],lastpt[101,temp[ 101;
char filename[ _A3],sample[_],date[ 20],receiver[30];

char overwrt[5],append, comment[80l,c_.vesno[ 5],term_yn[5];
char NAD_yn[5],dc_.vesno[ 5];

• FILE *outffle;

prmffc\007\n\nEnter output ftlename: ");
. scanf("%s",fflename);

prmtI("\007\n\New f'de or OVERWR.ITE ? \(\"yes\" or \"no\"\) ");
scanf("%s",overwrt);

if (overwrt[0] = = 'v' && overwrt[1] = = e" && overwrt[2l = = 's')
{
outfile = fopen(filename,"w"); append =' '"
}

201



c i._c
t

1

outtilc = iopentfilcnamc, a")" append = "v"

prmtf( "',I107\,..... n* * Appendin_ to previously cxastiniz file. **',,n"):
}

ii (outfilc :: = NULL)

{
prmtf("File cannot be open.',n')"
cmt(0)"

}

if (append = = "n')
t
printf("\007\nEnter sample number (20 characters max)' ");
scanf( "t2 s",sam pie ):

prmtf("\007\nEnter today's date (mon-day-year): ");
scanf("q s".date 1:

prmtfI"\007\nlEnter sample temperature (Kelvin): ");
scanft"Qs".temp};

prinff("\007\n(1) One-coil receiver.'? (2) Two-coil receiver.'? ");
scanfC%d",&coil);

if (coil = = 1)

sprmff(receiver,"One-coil receiver");
else

sprmff(receiver,"Two-coil receiver");
}

prinff("'x007\nMake sure that s,mth.1, spec. analyzer and ,,Tri2 are on.");
prinff(" Hit <CR> when ready.\n");
getchar( ); getchar();

prmtf("\007\nWill vmi be used to monitor Hdc? ('y' or 'n') ");

scanf("%s",dc_yesno);
if (dcvesno[O] = = 'y')

udvmdc = keith_inCvml");
prinff("\007\nMake sure vmi is on and set correct2y.\n");
prinff('\007knEnter the value");
printf(" of the dc monitoring resistance in Ohms: ");
scanf("_ t_,&dc mohR);

prinffC\007knEnter calibration of dc-coil in H(G) / I(A): ");

scanf('% f",&dc_calib);
}

cise
/
I

printf("\007\nEnter superposing dc magnetic field (Gauss): ");
scanf('%F,&Hdc);

}
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getchar();
board ud = ibfmd("gpib0");
udsvni" = ibfmdCsynl");

udsal = ibfmd("sar'); udvmac = keith_in("vm2");
ibsic(board_ud);

mask = ERR [ TIMO [ SROI I ROS [ CMPL:
ibtrap(mask.2); /* 1: off: ,."_"record but no trap; 3: both record

and trap */

" prmff("\007\nEnter harmonic number wanted: ");
tl_ tl

scanf( ,,od ,&harm_no)"

prindC\007\nWUl NAD amplifier be used? ('y' or 'n') ");
scanf( ,cs ,NAD vn):

if (NAD_.vn[0] = = 'y')
{
printf(" \007\ nls syn l's ");
prmtfCoutput terminated bv 50 Ohms? ('y' or 'n') ");

scanf( "% s",t e rm .vn):
if (term_vn[0] = = v') dry max = 4.;
else dry-max = 2.;

}
else

{
printf("\007\nEnter max. synl's Vpp: ")"

scanf(" %f',&dn,_max);
}

prinff("\O07");
printt'("\nComputer's ready to read gen'l settings of synthesizer l:\n");
printfChit < CR> if synthesizer 1 is set.\n");
getchar (); ge tchaa'( );

offset = synparam(udsyn 1,osumt.func, hivolt);

svn_f = s.vnfreq(udsyn 1.s.vnfumt);

/* Convert syn_f into kHz for fundfreq, if needed */
switch(synfunit[0])

{
case 'H': fundireq = svn f/ 1000.; break:
case 'k'" ftmdfreq -- svn f: break:

case 'M': fundfreq = svn f * 1000.;
• }

harmfreq = fundfreq * (REAL)harm_no;

. printf("\007Computer's ready to read gen'l settings of HP3385A; ");
prmtf("hit <CR> if it is set;l;
getchar();

rngmdex
= sa_alnum(udsal,ref, mkrfrq,dbdiv, range,mkramp,ctrfrq,span,rbw, vbw,st);

rnglvl = sa_Rconv(rngindex);
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prmtf("\007\nIs ac current monitored bv vm2 as voltmeter \(1\)");
prmtfc or ammeter \(2\): ");
scaaf("%d",&voltam);
if (voltam = = 1)

{
printf("\007knEnter the value of ");
printf("the ac monitoring resistance in Ohms: ");
scan f("% f",&ac_monR);
}

prinff("k007\ttEnter calibration of ac-coil in Hl(G) / Irms(A): ");
scanf(" % f',&ac_calib);

ibloc(udsy_l);

prmtf("knSynthesizer l's settings:\n");
printf("offset = %6.2f %s, %s, %s, %11.4f %skn"

,offset,osunit,func, hivolt,syn_f, synfunit);

prinff("knInitial spec. analyzer settings:\n");
prmtf("%s, %s, %s, %skn",ref, mkrfrq,dbdiv.range);
prmtf("_/bs, %s, %s, %skn',mkramp,ctrfrq,spamst);
prmff(' %s, %skn",rbw,vbw);

printfl"k007\nHow many points to average? ");
sc:. hf(" %d",&AVE_NO);

if (append = = 'n')
(
prinff("k007\n");
prinff("Want to add some comment ( < 80 char, 'y' or 'n')? ");
scanf("%s",cvesno);

if (cvesno[01 = = 'y')
(
getchar();
printf("Comment: "); gets(comment);
}

fprintf(outfde,"File %skn".f'dename);

fprintf(outfde,"Date: %s, Sample: %s, Temp: %s Kkn"
,date,sample ,tem p );

if (dc__yesno[0] = = 'y')
(
fprinff(outf'de,"Dc magnetic field monitored.\n");
fprmtf(outf'de,"Dc mon. resistance (Ohms): %7.3fkn".dc_monR);
fprinff(outfde,"Calibration of dc-coil H(G)/I(A): %83fkn",

dc_calib);
}

else

fprinff(outf'de,"Dc magnetic field not monitored.kn");

if (NAD_yn[0] = = "_)
fprinff(outfile,"NAD amplifier used. ");

else

fprintf(outfde,"NAD amplifier not used. ");
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fprintf(outfde,"%s\n",receiver);
fprintf(outfde,"\nSynthesizer l's settings:\n");
fprintf(outf'de,"offset = %6.2f %s, %s, %s, %11.4f %s\n"

,offset,osunit,ftmc, hivolt,syn_f, synfunit);
• " _nlt\fprintf(out_e,"\nlnitial spec. analvzer settings:\ );

fprintf(outf'de,"%s, %s, %s, %s\n",ref, mkrfrq,dbdiv, range);
fprinff(ouff'de,"%s, %s, %s\n",mkramp,ctrfrq,span);
fprintf(ouff'de,"%s, %s, %s\n",st,rbw,vbw);

if (voltam = = 1)
" fprintf(out_e,"Ac mottitoring resistance in Ohms: %7.3fkn"

,ac_mohR);

fprintf(ouff'de,
"Calibration of ac-coil in Hl(G) / Irms(A): %8.3fkn\n"

,ac_calib);

fprintf(outfile,"# of ave. / data point = %d",AVE_NO);
fprintf(outf'de,", harmonic go. = %3d\n",harm_no);

if (c_yesno[0l = = 'y') fprintf(ouffde,"%s\n\n",comment);

fprinff(outfde,"*****\n");

if (voltam = = 1)
fprintf(outf'de," No ac_monV syn_amp Hdc(G) ");

else

fprintf(ouff'de," No ac_monA syn_amp Hdc(G) ");

fprintf(outfde," P(%2df)(dBm) H 1(G)\n\n",harm_uo);
}

ibwrt (udsyn 1,"AM".2); ibloc(udsynl);

prinff('\007Input the starting svnl ampltude (volts): ");
scanf('%f',&amplit);

logamp = logl0(amplit);
prinff('\007Input max. H1 desired: ");

scanf('%f',&max_H 1);
prinff('\0071nput no. of samples per decade: ");
scanf('%d",&SAMP14);

prinff("\007\ 007\007\007\ n");
prinff('About to start taking data.\n\n");
printf('\007\nHit < CR > when ready.");

• getchar(); getchar();

logstep = 1. / ((REAL)SAMP14); /* samples per decade */
. samp_no = 1;

for ( ;; )

{
amplit = pow(10.,logamp);
if (amplit > dry_max)

(
ibloc(udsynl);
prinff("\007k007\007\nMANUALLY reset NAD amplifier ");
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prmtf("input level and synth. 1 ampfitude.\n");
prmtf("\nEnter new synl amplitude ");

printf("(in volts, or 99999 to quit)" ");
0t t ° .

scanf( %t" ,&amplit),

if (amplit > dry_max && amplit < = 40.)
{
printf("\ 007\ 007\ 007\ nEntry");
prinff(" larger than %6.2f volts, reenter to reconfirm: "

,dry_m=);
N ! °

scanf( %f,&amplit);
}

logamp = logl0(amplit);
if (amplit > 40.) break;

}

sa_port(udsal,2); synsetam(udsynl,amplit);
sa_port(udsal,1); sleep(I);

sa_manF(udsal,fundfreq);
for (ft=0; ii < 11; + +ii)

{
Plf = sa_mkamp(udsal);

if (Plf > (rnglvl - 10.) && rngindex < 12)
{
+ + rngindex; sasetrng(udsal,rngindex);

rnglvl = sa_Rconv(rngindex);
}

/* else if (Plf < (rnglvl - 40.) && rngindex > 1)
{
--rngindex; sasetrng(udsa 1,rngindex);

rnglvl = sa_Rconv(rngindex);
}

*/

/

else if (Plf > rnglvl && rngindex = = 12)
{
prinff("\007\007\007\ nWARNING: ");
prinff('Inpttt to spec. analyzer is too large!!!\n");
prinff("Correct it and hit <CR> to continue.\n");
ibloc(udsal);
fclose(outfile); outRie = fopen(filename,"a");
getchar(); getchar(); break;
}

else
break;

}
,b

sa_manF(udsa 1,harmfreq); sleep(l);

Pnl = sa_mkamp(udsal);
if (PM > (rnglvl - 6.* harmno) && rngindex < 12)

{
_-+ rngindex;
,- + rngindex; sasetrng(udsakrngindex);
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rnglvl = sa_Rconv(rnginf dex); sleep(i):
}

Pnf = 0.;
for (ii=0; ii<AVE NO; + +ii) Pnl + = sa_mkamp(udsal);
Pnl/= ((REAL)XVE_NO);

" /* Read ac monitor voltage (voltam = 1) or current (2) */
ac monV - 0.;

for(ii=0: ii < (AVE_NO / 2 + 1); +*ii)
• ac monV + = keith rd(udvmac, VttniLVokay);/* in ac rms */

ac monV/= ((REAL)(AVE_NO / 2 + 1));

if (voltam = = 1) H1 = ac_monV / ac_monR * ac_calib;
else

{
if ( (ac monV > = 1.8e4 && ac_monV < = 2.1e-4) I[

(ac monV >-- 1.8e-3 && ac monV < = 2.1e-3) [[

(ac-monV > = 1.8e-2 && acmonV < = 2.1e-2) I ]
(ac monV > = 1.Be-1 && ac-monV_ < = 2.1e-l) 1]

(ac_monV > = 1.8 && ac_monV < = 2.1))
{
prinff('\007\007\007knAmmeter is getting underranged,");
prinff(" reset and hit <CR>.");
getchar0; continue;
}

H1 - ac monV * ac cah'b;

}

_f (dcvesno[0] = = '_)
{
dc monV = 0.;

for (ii=0: ii < (AVE_NO / 2 - 1)" + .ii)

dc_monV * = keith_rd(udvmdc, Vunit, Vokay); /* dc Volts */

dc monV/= ((REAL)(AVE_NO /2 -, 1));
Hdc = dc monV / dc mohr * dc calib:

}

svn_amp = synampl_udsynl.svmmit);

if (voltam = = 1)

. prmtfCk007knsamp_no ac_monV syn_amp Hdc(G)");
else

prmff("k007\nsamp_no ac_monA syn_amp Hdc(G)");

prmff(" P(%?Mf)(dBm) H I(G) \n\n",harm_no);

printf("%4d %115e %9.4f%Ss %9.3e %11.5e %9.3e\n"
,samp_no,ac_m on V,syn amp,synumt.H dc.Pnf.H 1);

fprmtf(outfile,
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,samp_no.ac_monV,syn_amp,syntmit,Hdc-Pnf, H1);

if ((samp no % 5) = = 0)
{
fclose(outf'tle);
outftle = fopen(ftlename,"a");
}

if (Hl > max_Hl) break;

logamp + = logstep;
_--_samp no;
}

ibloc(udsal);
fprintf(outfrle,"9999");
fdose(outf'tle);
synsetam(udsyn 1,0.001); ibloc(udsynl);
}
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/*
f

** XpXppHIN.c: This proto'am is a newer version of
** XpXppHl.c, which is designed to take data
** for experiments measuring X'(lf) and X"(lf) (ac
"* susceptibility of high-Tc superconductors) vs. ac
** magnetic field Hl.

- ** While XpXppHl.c stops after every ,Sata points to
** allow the experimenter to manually _ep the ac magnetic
** field and readjust the phase between the master and slave

• ** synthesizers (synl & 2), this newer version automatically
** steps H1 and take a new data point. This new version
** assumes that the NORMAL sine output of "syn2", a HP3325A

** synthesizer, is driving the ref AC input of PAR 5209 lock-in.

** This program is configured by Harry. Lain in August, 1990;
** it has to be linked with par5209.c, hp3325.c, keithley.c,

** and X,gpib-pc\tc\tcibs.obj.

** This program is written in Turbo C. [cf. sleep() of Turbo C.]
,/

#include < stdio.h >
#include < math.h >
#include < d,ysh >

#include "dedh"
#define REAL float

mt board ud;u

{
int udsynl,udsya2,udlia, udvm 1;

int yesno,outquad, in_sen, out sen;

inr samp_no,ii_,vv,AVE_N(_coil, masLSAMP14;
hat read_set0,slaftquad0,1isetsen(); /* Routines for lock-in */

" REAL synparam0,synphase0,synampl0; /* Routines for synthesizers */
REAL synfa'eq0;

REAL rd_.phase0,sig_out0,rd_timec0; /* Routines for lock-ha */
REAL keith_rd0; /* Routines for Keithley DMM */
REAL ha_sig, out_sig, inphase,outphase,filt_f, reff, timec;
REAL ac_monR,ac_calib,ac_monV,H 1;
REAL syn_pigoffseLsyn_amp,syn_f, refmin, refmax, drv_m ax;
REAL max Hl,amplit,amplit2,iogamp,lo_tep;

" char d restSi,f_modet8l,linefia[8l,roUoffll3i,fltfunctl0l;
char osunit[ 5],func[ 10],hivolt[ 11 l,symmit[6l,synfunit[41;
char Vokay,Vunit[4],dumm'ti5],lastpt[10],temp[10],Hdc[10l;Q

char filename[20],sample[X1],date[20],receiver[30];
char overwrt [5],appencLcomment [80],cvesno[5],term_yn[5];

char NAD_yn[5];
FILE *outfde;

printf('\007\n\nEnter output f'flename: ");
scanf('%s',filename);
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prinff("\007\n\New file or OVERWRITE ? \(\"yes\" or \"no\"\) ");
scanf("%s",overwrt);

if (overwrt[0] = = 'y' && overwrt[1] = = 'e' && overwrt[2] = = 's')
{
outfile fopen(fdename."w"); append ' '"

}
else

{
outfile = fopen(ftlename,"a"); append = 'y';
prinff('\007\n** Appending to previously existing file. **\n"); q

}

if (ourfile = = NULL)
{
prinff("F'de cannot be open.\n");
exit(0);

}

if (append = = 'n')
{
prinff("\007\nEnter sample number (20 characters max): ");
scanf('%s",sample);

prinff('\007\nEnter today's date (mon-day-year): ");
scanf("%s",date);

printf('\007\nEnter sample temperature (Kelvin): ");
scanf('%s",temp);

prmff('\007"_nEnter superposing dc magnetic field (Gauss): ");
scanf('%s",Hdc);

prinff('\007\n(1) One-coil receiver? (2) Two-coil receiver? ");
m l0 • .

scan_f( %d ,&coil),
if(coil == 1)

sprinff(receiver,"One-coil receiver");
else

sprinff(receiver,"Two-coil receiver");
}

prinff('\007\nMake sure that synth.1 & 2, lock-in and DMM are on.");
prinff(" Hit < CR > when ready.\n");
getchar0; getchar()"

R

board ud = ibfind("gpib0");
udsvnl = ibfi.nd("synl"); udsyn2 = ibfind("syn2");
udlia = ibfind("lia"), udvml = keith_inf"vm2");

ibsic(board_ud);

mask = ERR lT IMO [SROI I ROS I CMPL;

ibtrap(mask,2); /* 1: off: 2: record but no trap; 3: both record
and trap */

prmff('\007_nWill NAD amplifier be used? ('y' or 'n') ");

210



scanf(" %s",NAD_yn);
if (NAD_yn[0I = = '.¢)

{
prhatfC\007\007\nNormal range outputs are assumed ");
printfCfor BOTH svmhesizers!\ta");
prmff("\007\t_tl'e BOTH synl ");
printfC& sym2outputs terminated bv 50 Ohms? ('y' or 'n') ");
scanf("%s",term_yn);
if (termjn[0] = = 'y')

{
• ref rain = 1.0; ref max = 14.; dry_max = 4.:

}
else

{
ref mm = 0.6; ref max = 7.; drv_max = 2.;

}
}

else

{
prmffc\007knHigh voltage outputs are assumed for ");
prinff("BOTH synthesizers! \n");
prinff("k007knEtater max. svnl's Vpp: ");
scanf("% f',&drv_max);
ref rain = 1.0; ref max = 14.;

}

prinff("\007");
prinff("\nComputer's ready to read gen'l settings of s_tlaesizer 1;\ta");
primtf("hit < CR > if synthesizer 1 is set.\ta");
get char(); getchar();

offset = synparam(udsyn i.ostmit,ftmc, hivolt);
s.vn_f = synfreq(udsynl,syxffumt);

prmtfc\007Computer's ready to read geta'l settin_ of PARS_A?9;");
prmtfChit < CR > if lock-in is set.\ta");
getchar();

read set(udlia.d_res,f mode,&filt f,&ref_f, linefflt.rolloff.fitftmc):
timec = rd timec(udlia):

prinff("\007Set the ref. phase to the IN-PHASE value, theta hit < CR >.\n");
getchar0;

,m

inphase = rd_.phase(udlia);
in sig = sig_out(udlia,&in_sen);

outquad = 1; /* No. of quad. out-phase from in-phase */

shftquad(udlia, outquad): /* Default: Shift 1 quadrant */

prinff("\007See if vou like this OUT-PHASE (1),");
prinffC or add another 180 deg (0): ");
scanf("%d",&yesno);
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if (yesno = = 0)
{
shftquad(udlia,2); /* shift 2 more quads */
outquad = -1;

}
outphase = rd_phase(udlia);
prinffC\nin-phase = %6.2f, out-of-phase = %6.2f\n",inphase,outphase)"

printf("\007\nEnter the value of the ac monitoring resistance in Ohms: ");

scanf("%f',&ac_monR);

prinff("\007\nEnter calibration ot ac-coil in Hl(G) / Irms(A): ");

scanfC%f',&ac_calib);

ibloc(udsynl);
prmff("\nSynthesizer l's settit,_:\n");
prmff("offset = %6.2f %s, %s, %s, %11.4f %s\n"

,offset,osunit, ftmc, hivolt,syn_f, synfunit);
printf('\nl_x)ck-in settin_:\n");
prinff('%s, %s, line f'fit: %s, %s, %s\a"

,d_res,fmode,linef'dt,rolloff, fltfunc);
printf('filt, freq. = %8.3e, ref. freq. = %8.3e, ",filt_f, reff);
prinff("timec = %7.2e s\n\n",timec);

Iisetsen(udlia, in_sen);
slaftquad(udlia,-outquad);

printf('\007How many points to average? ");

scanf(" %d",&.AVE_NO);

if (append = = 'n')

{
printf("\007\n");
prinff("Want to add some comment ( < 80 char. '); or 'n')? "):

scanfC%s",cvesno);
if (c_yesno(01 = = 'y')

{
getchar();
printf('Comment: "); gets(comment);
}

fprinff(outf'tle," F'de %s\n",fdename);

fprmff(outffle,"Date: %s, Sample: %s, Temp: %s K. Hdc: %s G\n"
,date,sample.temp,Hdc);

fprinff(outfile,"%s\n",receiver);
fprinff(outfile,"\nSynthesizer 1 (slave) settings:\n");
fprinff(outffle,"offset = %6.2f %s. %s. %s. %11.4f %s\n"

'°ffset'°sunit'func'hiv°lt'syn-f'synfunit);
fprmff(out_f'de,"\nLock-in settings: \n");
fprmff(oufffle,"%s, %s, line flit: %s, %s, %s\n"

,d_res,f mode,lmefflt,rolloff, fltfunc);
fprinff(outfile,'fflt, freq. = %8.3e, ref. freq. = %8.3e, "

,f'flt_f,reff);
fprinff(outffle,"timec = qTc7.2e s\n\n",timec);
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fprintf(outFde."In-phase = c;6.2f, out-of-phase = (;tS.2Pn
,inphase.outphase )"

fprintf(outFfle,"Ac monitormg resistance in Ohms: (_7.3P, n'n
,ac monR):

fprintf( outfile.
"Calibration of ac-coil in Hl(G) / [rms(A): (_S.31"_n',n
,ac calib):

• fprintf(outfile,"# of ave. ; data pomt = C?d\n\n",AVE_NO_:

if (c_yesno{0] = = ._') fprintf(oufffle, ,,,cs\n\n ,comment):

fprin rf( o ut_rile,'.... **\,n"):

fprintf(outffle," No ac monV svn_amp s.'m__ph"):
fprintf(outfile." in_sig(m_,') out_sig(mV) Hl(G)\n\n'):
}

prmt f( "\007\007\007\007\ n"):
prinff("About to start taking_ data. ensure "):
prmff("ref, phase of lock-m is IN-PHASE (%6.1f)!\n\n",inphasel:

ibvm (uds,m 1,",_M".2): ibloc(udsvnl);

prmff("\007Input the starting synl ampltude (volts): ")"
scanf("%f",&amplit);
logamp = logl0(amplit):
printf("\00Ylnput max. H1 desired: ");

scanf("%f_,&max_H1) '
prmff("\007Input no. of samples per decade: "):
scanf(" % d",&SAM P14):

printf("\007\nHit < CR > when ready. (IN-PHASE _7.2f rtrst)",inphase):
getchar( ); getchar( );

lo_tep = 1. / ((RE.AL}SAMP14); /* samples per decade */

samp_no = 1"
for (;;)

{
amplit = pow(10.,logamp);

if (amplit > dry_max)
{
ibloc(udsyn 1);

• prmtf("\007\007\007\nMANUALLY reset NAD ampfifier "):
prmff("input level and synth. 1 ampfitude.\n");
prmff("\nEnter new svnl ampfitude ");

. prmff("(in volts, or 99999 to quit): ");
scanf("% f",&amplit);

if (amplit > dry_max && amplit < = 40.)
{
prmff("\007\007\007\nEntry');
prmff(" larger than %6.2t" volts, reenter to reconfirm: "

,dry_max),
scanf("%ff,&amplit):
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/
f

logamp = Iogl0(amplit):
ii (amplit > 4t).) break:
}

/* Choose a corresponding ac output of the master synthesizer,/

which is driving the "AC IN" of the lock-m reference, so
that the phase of the reference will change correspondingjy
with that of the slave synthesizer, which is driving the
ac magnetic field. */

4

amplit2 = amplit:
if (amplit2 < ref mm) /* too small for lock-in ref * /_ t

{
for (jj =0; jj< 4; + +.ii)

/
amplit2 *= 10.;
if (amplit2 > = refrain) break;
}

/
/

else if (amplit2 > refmax) /* too large for lock-in ref */
{
for (jj =0: jj<2; + *jj)

{
amplit2 /= 10.;

if (amplit2 < = ref_max) break;
}

}

synsetam (udsyn 1,am plit); synsetam (udsyn2,amplit2);

lkinwait (udlia);

in_sig = 0.;

for (ii=0: II<AVE_NO: -'--,-ii) in_sig + = s__out(udlia,&in_sen);
in_sig/= ((REAL) AVE_NO):

if (samp_no = = 1) out sen = in_sen;

/* prevent overload when switch phase "/
lisetsen(udlia,15); sleep(I); /* Turbo C */

shftquad(udlia, outquad); lisetsen(udlia, out sen);

lkinwait(udlia);

out_sig = 0.; /*in miUivolts */
for (ii=0: ft<AVE NO: -'-*ii) out_sig -,-= sig_out(udlia,&out_sen);
out_sig /= ((REAL) AVE_NO);

/* Read synthesizer 2's phase and ac monitor voltage */
ac monV = t).;

forlii=0: ii < (AVE NO /2 * 1); + +ii)

ac_monV * = keith_rd(udvml,Vumt,Vokay);/* in ac Volts rms */
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ac monV /= ((REAL)(AVE NO /2 _- 1));

t. in de,ees */syn._ph = synphase(udsyn2); /
svn amp = synampl(udsynl,synunit);

H1 = ac monV / ac_mohR * ac_calib:

" /* prevent overload when switch phase */
lisetsen(udlia,15); sleep(l); /* Turbo C */
shft quad( udlia,- outquad); lisetsen(udlia, in_sen);

prinff("\007\nsamp_no ac_monV syn_amp syn_ph");
pilaff(" in_sig out_sig Hl(G)\n\n");

prinff("%4d %11.5e %6.4f%5s %6.15 %9.3e %9.3e %9.3e\n"

,samp no,ac m onV,syn_amp,symmit, syn_ph, in sig, out_sig, H 1);

fprinff(outfile,
"%4d %9.4e %6.4f%5s %6.1f %10.4e %10.4e %9.3ekn"

,samp no,ac_monV,syn_amp,synunit, sya_ph, in_sig, out_sig, H 1);

if ((samp_no % 5) = = 0)
{
fclose(outfile);
outfile = fopen(filename,"a");

}

if (Hl > max_Hl) break;

logamp + = logstep;

+. samp_no;
}

ibloc(udsynl); ibloc(udsyn2);

fprinff(outftle,"9999");
fclose(outfde);

}

215



/*

** XpXppH1T.c: This program is another modified
** version of XpXppHl.c, which is designed to take data

** for experiments measuring X'(lf) and X"(lf) (of
** high-Tc superconductors) vs. ac magnetic field Hl.

** This program is modified from XpXppHln.c so that
** Keithlev 197 DMM (device name: "vm1") will be used to
** monitor the thermocouple voltage, hence the sample

** temperature.
** 4

** This program is configured by Harry. Lain in March, 1991;
** it has to be linked to par5209.c, hp3325.c, keithley.c,

** and \gpib-pc\tc\tcibs.obj.
,/

#include < stdio.h >
#include < math.h >
#include < dos.h>
#include "decl.h"
#define REAL float

int board ud;

main()
{
int udsyn 1,udsyn2,udlia, udvm 1,udvm2;

int yesno,outquad, in_semout_sen;

mt samp_no,iidj,w,AVE_NO,coil,m ask, SAMP 14;
hat read_set0,shftquad0,1isetsen0; /* Routines for lock-in */
REAL synparam(),synphase(),synampl(); /* Routines for synthesizers */
REAL synfreq0;

REAL rd_phase(),sig_out0,rd_timec(); /* Routines for lock-in */
REAL keith_rd0; /* Routines for Keithley DMM */
REAL in_sig, out sig, inphase,outphase,f'flt_f,r eff, timec;
REAL ac_monR,ac_calib,ac_monV,H 1,TCV;
REAL offseLsyn_amp,syn_f, refmin, ref_maxdrv_max;

REAL max H 1,1ogamp,logstep;
double amplit,ampfit2;

char d_res[8],f_mode[8],linefilt[8],roLioff[ 13],flffunc[ 101;
char osumt[5],func[ 10],hivolt[ 11],synunit[6],synfunit[4];
char Vokay,Vunit[4l,dummyl5],lastpt[ 10],temp[ 10],Hdc[ 101;
char f'dename[20l,sample[20],datel20l,receiver[30];
char overwrt [5],append,comment[80],c_.yesno[5],term_yn[5];

char NAD_.yn[5];
FILE *ouffile;

prmtfc\007\n\nEnter output f'tlename: ");
scanf(" %s",f'dename);

prmtf("\007\n\New f'de or OVERWRITE ? \(\"yes\" or '\"no\"\) ");
scanf("%s",overwrt);

if (overwrt[0] = = 'y' && overwrt[1] = = 'e' && overwrt[2] = = 's')
{
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outfde = fopen(f'dename,"v,_') • append = 'n';

}
else

{
outfile = fopen(fdename,"a"); append = 'y';

prinffC\007\n** Appending to previously existing file. **\n");
}

if (outfile = = NULL)
{

. prinffCFile cannot be open.kn");
exit(0);

}

if (append = = 'n')
{
prinff("k007\nEnter sample number (20 characters max): ");
scanf("%s",sample);

prmffCk007knEnter today's date (mort-day-year): ");
scanfC%s",date);

printf("k007knEnter sample temperature (Kelvin): ");
scanfC%s",temp);

prinff("k007\nEnter superposing dc magnetic field (Gauss): ");
scanf("%s",Hdc);

prinffC\007kn(1) One-coil receiver? (2) Two-coil receiver? ");
wt _ " .

scanf( %d ,&coil),
if (coil = = 1)

sprinff(receiver,"One-coil receiver");
else

sprintf(receiver,"Two-coil receiver");
}

prinff("k007\nMake sure that synth.1 & 2, lock-in, vm1, vm2 are on.");
prinffC Hit <CR> when ready.kn");
getchar(); getchar();

board ud = ibfmd("gpib0");
udsynl" = ibfmdCsynl"); udsyn2 = ibfmd("syn2");
udlia = ibfmd("lia"); udvm2 = keith_inCvm2");

udvml = keith_in("vml");
ibsic(board_ud);

mask = ERR IT IMO I SROI I ROS I CMPL;

" ibtrap(mask,1); /* 1: off; 2: record but no trap; 3: both record
and trap */

prmtf("\007\nWill NAD amplifier be used? ('y' or "n') ");

scanf(" % s",NAD.,yn);
if (NAD_yn[0]== 'y')

{
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printfC\007\007\nNormal range outputs are assumed ");

printf("for BOTH synthesizers!\n");
prmff("\007\nAl'e BOTH svnl ");
printf("& svn2 outputs terminated by 50 Ohms? ('y' or 'n') ");
scanf("%s",term_.vn);

if (term_.vn[0] = = 'y')
{
ref rain = 1.0; ref max = 14.; dry max = 4.;m m m

}
else

{
ref rain = 0.6; ref max = 7.; dry max = 2.;

}
}

else

{
printf("\007\nHigh voltage outputs are assumed for ");
prinff("BOTH synthesizers! \n");
prinff("\007\nEnter max. svnl's Vpp: ");
scanfC%f',&drv_max);
ref mira = 1.0; ref max = 14.;

}

printf("\007");
printf("\nComputer's ready to read gen'l settings of synthesizer 1;\n");
prinff("hit < CR > if synthesizer 1 is set.\n");
get char(); get char( );

offset = synparam(udsynl,osunit,func, hivolt);
svn f = synfreq(udsynl,synfunit);

printf("\007Computer's ready to read gen'l settings of PAR5209; ");
prmtf("hit < CR > if lock-in is set.\n");
getchar();

read_set(udlia.d res,fm ode,& fdt_f.&reff, linefilt,rolloff, fltflmc);
timec = rd_timec(udlia);

prmtf("\007Set the ref. phase to the IN-PHASE value, then hit < CR>.\n");
getchar();

inphase = rd_phase(udlia);
in_sig = sig_out(udlia,&in_sen);

outquad = 1; /* No. of quad. out-phase from in-phase */

shftquad(udlia, outquad); /* Default: Shift 1 quadrant */

prmtf("\007See if you like this OUT-PHASE (1),");

prmtf(" or add another 180 deg (0): ");
scanf("%d",&yesno);

if (yesno = = 0)
{
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shftquad(udlia.2); /* shift 2 more quads */
outquad = -1;
}

outphase = rd._phase(udlia);
printf("\nin-phase = %6.2f, out-of-phase = %6.2f\n",inphase,outphase);

prinff("\007\nEnter the value of the ac monitoring resistance in Ohms: ");

" scanf("%f',&ac_monR);

printf("\007\nEnter calibration of ac-coil in Hl(G) / Irms(A): ");

- scanf('%f',&ac_calib);

ibloc(udsynl);
printf('\nSyntlaesizer l's settings:\n");
prinff('offset = %6.2f %s, %s, %s, %11.4f %s\n"

,offset,osunit, func, hivolt,syn_f, synfunit);
prinff('\nl.,ock-in settings:\n");
printf('%s, %s, line flit: %s, %s, %s\n"

,d_res,fmode.linefilt.roUoff.fltfunc);
prmtf('filt, freq. = %8.3e, ref. freq. = %8.3e, ",f'dt_f,reff);
printf("timec = %7.2e s\n\n",timec);

lisetsen(udlia, in_sen);
slaftquad(udlia,-outquad);

printt'('\007How many points to average? ");

scanf('%d",&AVE_NO);

if (append = = 'n')
{
printf("\007\n");

printf("Want to add some comment ( < 80 char, 'y' or 'n')? ");

scanf("%s",c_yesno);
if (cvesno[0] = = 'y')

(
getchar();

prinff("Comment: "); gets(comment);

fprintf(ouff'de,"File %s\n",f'dename);
fprmtf(outffle,"Date: %s, Sample: %s, Temp: %s K, Hdc: %s G\n"

,date,sample,temp,Hdc);
fprinff(ouffile,"%s\a",receiver);

. fprinff(ouffile,"\nSynthesizer 1 (slave)settings:\n");
fprinff(ouffile,"offset = %6.2f %s, %s, %s, %11.4f %s\n"

,offset,ostmit, ftmc, hivolt, syn f,synfunit);
, fprinff(outftle," \ nLock-in settings:\n");

fprmtf(outfde,"%s, %s, line flit: %s, %s, %s\n"

,d res,fmode,linefdt,rolloff, flfftmc);
fprintf(outftle,"fdt, freq. = %8.3e, ref. freq. = %8.3e, "

,f'dt_f,reff);
fprinff(outfde,"timec = %7.2e s\n\n",timec);

fprinff(outf'de,"In-phase = %6.2t, out-of-phase = %6.2f_n"
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,inphase,outphase);

fprintf(outfile,"Ac monitoring resistance in Ohms: %7.3f\n\n"

,ac_mohR);

fprintf(outfde,
"Calibration of ac-coil in Hl(G) / Irms(A): %8.3f_n\n"

,ac_calib);

fprinff(outfile,"# of ave. / data point = %d\n\n",AVE_NO);

if (cvesnol0l = = 'y) fprinff(outf'de,"%s\n\n",comment);

fprinff(outfile,"* * ***\ n');
f0rinff(outfde," No ac monV svn_amp TC(V)');m

fprinff(outffle," in_sig(mV) out_sig(mV) Hl(G)\n\n");
}

printfC\ 007\ 007_ 007\ 007\ n');

prinffCAbout to start taking data, ensure ");
printf("ref, phase of lock-in is IN-PHASE (%6.1f)!\n\n",inphase);

ibwrt (udsyn 1,"AM',2); ibloc(uds.vnl);
prmtf("\007Input the starting synl ampltude (volts): ");
scanfC%U_,&amplit);

logamp = logl0(amplit);
prinff('\0071nput max. H1 desired: ");
scanf('%ff,&max_H1);
prinff("\007Input no. of samples per decade: ");
scanf("%d",&SAMP14);

printfC\007\nHit < CR > when ready. (IN-PHASE %7.2f f'trst)",inphase);
getchar(); getchar();

logstep = 1. / ((REAL)SAMP14); /* samples per decade */
samp_no = 1;
for ( ;; )

{
ampfit = pow(10.,logamp);
if (amplit > drv_max)

{
ibloc(udsynl);
prinff("\007\007\007\ttMANUALLY reset NAD amplifier ");

prinff("input level and synth. 1 amplitude.\n");
prinff('NnEnter new synl amplitude ");
prinff('(in volts, or 99999 to quit)" ");

scanf('%lg',&amplit);
if (amplit > dry max && amplit < = 40.)

{
prinff('\007\0(Y7\007\ nEntry");
prinffC larger than %6.2f volts, reenter to reconfirm: "

,dry_max);
scanf('%lt",&amplit);
/
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logamp = logl0(amplit);
if (amplit > 40.) break:
}

amplit2 = amplit;
if (amplit2 < tel_rain) /" too small for lock-in i-cf */

{
- for (jj=0; ii<4; + _-jj)

{
amplit2 *= 10.;
if (amplit2 > = refrain) break;
}

}
else if (amp_t2 > refmax) /* too large for lock-in ref *,!

{
for (jj=:0; jj<2; _-+jj)

{
araplit2 /= 10.;
if (amplit2 < = refmax) break;
}

}

synsetam(udsyn 1,amplit); synsetam(udsya2,amplit2);

lkinwait(udlia);

in__ = 0.;
for (ii=0; ii<AVE_NO; + .ii) in. sig + = sig_out(udlia,&in_sen);

_-a_sig/= ((REAL) AVE_NO);

if (samp_no = = 1) out_sen = in_sen;

/* prevent overload when switch phase */
lisetsen(udlia.l.5); sleep(I); /* Tarbo C */

shftquad(udlia, outquad); lisetsen(udlia.out_sen);

lkiawait(udlia);

out_sig = 0.; /*in miUivolts */
for (ii=0; II<AVE_NO; + +ii) out_sig + = sig_out(udiia,&out_sen);
out_sig/= ((REAL)AVE_NO);

/* Read synthesizer 2's phase and ac monitor voltage */
ac monV = 0.;

" for (ii=0; ii < (AVE_NO / 2 + 1); + +ii)
ac_monV + = keith_rd(udvm2,VtmiLVokay); /* in ac Volts rms */

ac monV //= ((REAL)(AVE_NO / 2 + 1));

TCV = keith_rd(udvml,Vtmit,Vokay);

svn_amp = synampl(udsynl,syntmit);

H1 = ac monV / ac mohr * ac calib;
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/* prevent overload when switch phase '/
lisetsen(udlia,15); sleep(i); /* Turbo C */
shftquad(udlia,-outquad); lisetsen( udlia, in_sen );

prinff('\007\nsamp_no ac_monV svn_amp TC(V)");
prinff(" in_sig out_sig Hl(G)\n\n");

prinff("%3d %11.5e %10.4e%5s %11.5e %93e %9.3e %9.3ekn"
,samp_no, ac_monV,syn_amp,synunit, TCV,in_sig, out_sig, H 1);

fprintf(outfde,
"%3d %11.5e %10.4e%5s %11.5e %10.4e %10.4e %9.3e\n"

,samp_no,ac_monV,syn_amp,synunit, TCV,in_sig, out_sig, H 1);

if ((samp_no % 3) = = 0)
{
fclose(ourfile);

outfile = fopen(filename,"a");
}

if (Hl > max Hl) break;

logamp + = logstep;
+ + samp_no;
}

ibloc(udsynl); ibloc(udsyn2);
fprintf(outfde,'9999");
fclose(outfile);
}
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!*
I

** pltspc.c: This program reads the data written bv sadump.c
_* and output them to HP7°O225B.

** This program has to be linked with hpgraph.c, and

** 'kgpib-pc\tc\tcibs.obj.
*/

/
d

#include < stdio.h >

#define REAL float

" main()

{
RE.AL spec[ 1001],tckx, tcky,freq,ispec;

REAL y_pos,reflev,botle_
FILE *file;

char ref[ 15],mkrfrq[26],dbdiv[10],range[161.mkramp[15];
charctrfrq[_l,spanI211,rbw[Z21,vbw[121,st[131;
char string[ 100 I,aspec[6l,afreq[6];
inr u&ii,jj,kk:
extern uudd;

prmff("Enter input ftlename: ");
scanf("%s",string);

file = fopen(string,"r");

for (ii = 0; ii< 14; + + ii)
{

/* if (ii= =0) fscanf(file,"%ls",ref+0);
else */ fscanf(file,"%c".ref + ii);

}
fscaxff(ftle," %* c");

refll4] = '\0';

for (ii=0: ii<25: + +ii)

{
/* if (ii= =0) fscanf(file,"%ls".mkrfrq+0);

else* / fscanf(file,"%c".mkrfrq * ii)"

}
fscanf(file," ,c'c*c");
mkrfrq[25] = '\0';

for (ii = 0; ii< 9; + + ii)

{
/* if (ft= =0) fscanf(f'de,"%ls",dbdiv+0);

else*/ fscanf(f'de," % c",dbdiv ,- ft);

}
fscanf(fde,"% *c");

dbdiv[91 = '\0';

for (ii = 0: ii < 15; + + ii)

{
/* if (ii= =0) fscanf(file,"%1s",range ,-0)"
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else "/ fscant(file, _vc.range*ii);
}

fscanf(f'de,"%* c");

range[15] = '\0';

for (ii = O: ii< 14: + -,-ii)
{

/* if (ii= =0) fscanf(f'fle,"%ls".mkramp+O); "/

else */ fscanf(f'de,"%c",mkramp + ii);
}

fscanf(f'tle. ,c c );
mkramp[141= '\0';

for (ii = O: ii< 22; + * ii)

{
/* if (ii= =0) fscanf(f'tle,"%ls",ctrfrq+O);

fscanf(file, %c .ctrfrq + u),else */ .... "" "

}
fscanf(f'de,"%* c");

ctrfrq[221 = '\0'"

for (ii=O; ii<20; + *ii)
{

/* if (ii= =0) fscanf(f'de,"%ls",span+O);
else */ fscanf(file,"%c",span + ii);

}
fscanf(f'de,"%* c");
span[20] = '\0'"

for (ii=O; ii<ll; + +ii)
{

/" if (ii= =0) fscanf(f'tle,"%ls".rbw+O);
else*/ fscanf( file,"%c",rbw + ii);
}

fscanf(f'de,"%*c");

rbw[ll] = '\0';

for (ii=O; ii< 11; -,-+ii]
{

/" if (ii= =0) fscanf(file,"%ls",vbw.O);/

else*/ fscanf(fde,"%c",vbw + ii);

}
fscanf(f'de,"%* c");
vbw_ll] = '\0';

for (ii = O; ii< 12; + * ii)
{

/* if (ii= =0) fscanf(file,"%ls",st+O);/

else*/ fscanf(f'fle,"%c",st + ii);

}
fscanf(f'tle." c;.2*c");

sri12]= '\0';

sscanf(ref,"%*4c%ff.&reflev);
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botlev = reflev- 100.:

/* printf("REF = %f_n",reflev);
printf("%14s, %25s, %9s\n",ref, mkrfrq,dbdiv);
printf("%15s, %14s, %22s\n",range,mkramp,ctrfrq);
prinff("%20s, %11s, %11s, %12.s\n",span, rbw,vbw,st);

,/
• for (ii=0; ii<1001; + .-ii)

{
fscanf(f'de,"%e,",spec +ft);

• /* if (ii < 511 ii > 996)
{
if (ii = = 997) prmtf("\n");

.spec[u]),printf("%9.31e " "" "
}

,/
}

fclose(file);

/* getchar();
getclaar(); */

ud = initgraph("PLl");
clear();

scale(0,10000.,botlev,reflev);

border();

axes(0.,botlev, 1000., 10., 1,1);
axes( 10(Kl0.,reflev, 1000., 10., 1,1);

freq = 0.;
for (ii=0; ii<1001; ,-_-ii)

{
ispec = spec[ii];
move(freq,ispec);
if (ii = = 0) pendown();
if (ii = = 1003) penup();

freq + = 10.,
}

y..pos _ reflev + 5.;
move(4000.,y_pos); charsize (.2,4);

. label(string);
y_.pos = botlev + 40.;
labeldir(90.); move(-500.,y..pos);

. label("Power (dBm)"); labeldir (0.);

y_.pos = botlev- 5.;
move(0.,y_pos); charsize(. 1_5,.3);
label(reD; label('",")"
label(mkrfrq); label(",");
label(dbdiv); label(",');
label(range); label(","); label("\015\012");
label(mkramp); label('",");
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label(ctrfrq); label(",");
label(span_; label(",");
label(rbwi; label(","); labelC\015\012");
label(vbw); label(",");
label(st);

I
l
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** plotptff.c: Turbo C video graphics proto'am to
** read a data f'de generated bv experiments controlled
** bv Pnf Hl.c and plot the results on the video.
*/

/

#include < stdio.h >
" #include < math.h>

#include < graplaics.h >
#include < conio.h >

• #include < process.h >
#del'me NO LINES 27
#define _ float
#define ENDFILE 9999
#define P1 3.141592654

main()
{
char line[NO LINESl[80],f'dename[20],synampU[5],label[30];
char normal5];

REAL ac_monV.syn_amp, Pnf.H 1,Hdc; ,-
REAL logHl,yplot;
REAL xmin,xm ax.xtic, ymin, ym ax,ytic.labelx.labely;

inr ii,jj,textline = 0,samp_no;
int in_out;
FILE *fileptr;

printf('Enter input filename: ");
:anf("%s",filename);

lfleptr = fopen(ftlename,"r");

for (ii=0; ii<NO LINES-l; _--ii)
{
fgets(line[ ii ],80,f'de ptr);

for (ii=o; jj<4; + +jj)
{
if (_eiiill.iJ]!= '*')

{
if (ii < (NO_LINES-2))

break;
else

{
. printf("Not enough memory, assigned for text.\n");

exit(0);
}

}
if(jj == 3) textline = ii + 1;

if (textline = = (ii _-1)) break;
}

fgets(line[textline],80,f'tleptr); /* Column headings. */
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fgets(line[textlme-1],80,ftleptrl; /* Blank line replaces "'s. "/

prmffCNormalized? ('y' or 'n') ")'
scanf("%s",normyn);
prmff("Enter xmin, xmax. xtic. ymin. vmax and ytic:\n");
scanfC%f %f %f %f %f %f'.&xmin.&xmax,&xtic.&ymm.&ymax.&ytic);

v_init_aph0;
/* v_aspect(); */

v_scale(xmin, xmax,ymin,ymax);
,,'_border();
v_axes(xmin, ymin,xtic,ytic,1,1);
v axes(xmax, ymax,xtic,_ic, l,1);
v_logxaxes(xmin,xmax, ymimymax,1);
labelx = xmin + (xmax- xmm) * .1;
labely = vmax + (ymax- ymin) * .04;
v move(labelx, labely);
v_label(line[0]);
labelx = xmin - (xmax - xmin) * 0.04;
labely = vrain - (ymax - ymm) * 0.06;
v_move(labelx, labely);

• N t " ,

sprmff(label, %3.0t",xmm),
v_label(label);
labelx = xmax- (xmax - xmm) * 0.04;

v_move(labelx, labely);
sprinff( label," %3.Of',xmax);
v_label(label);
labelx = xmin + (xmax- xmin) * .48;
labely = ymin - (ymax - ymm) * 0.08;
v move(labelx.labely);
sprintf(labek"Log (H 1)");
v label(label);
labelx = xmin - (xmax - xmin) * .04;
labelv = ymin + (ymax- ymm) * •25;
,,'_move(labelx, labely); v_textdir(1);
if (normyn[0] = = 'y')

sprinff(labek"P(nf) / (Hl x Hl) (dB)");
else

sprmtf(label," P(nf) (dBm)");

v_label(label);
labelx = xmin - (xmax - xmm) * .15;
labely = ymin;
v_move (labelx, labely); v_textdir(0);
sprmff(labek"%9.3e",ymin);
v_label(label);
labelx = xmin - (xmax - xmm) * .15:

labelv = ymax;
vm ove( labelx, labely);
sprmtf(labek %9...e ,ymax):
v_label(label);

for (ii= 1; ii< ltX)O;* *ii)
(
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fscanf(f'deptr,"%d ",&samp_no);
if (samp_no = = ENDFILE) break;
fscanf(fileptr,"%e %f %s %e %e %e"

,&ac_monV,&syn_amp,synampU,& Hdc,&Pnf,&H 1);

logH1 = logl0(H1); yplot = Pnl;

" if (normyn[0] = = 'y') yplot-= (20. * logH1);

if (ii = = 1) v_move(logHl,yplot);
" else v..iineto(logHl,yplot);

}

fclose(f'deptr);
getchar(): getchar0;

v_mitgraph0;
v_scale(xmin,xmax,ymin,ymax);
labelx = xmin - (xxnax - xxnin) * 0.125:

labely = ymax
for (ii=0; ii < textline; + +ii)

{
vmove(labelx, labely);
v_label(line[ii]);
labely-= ((ymax - ymin) * 0.06);

getclaar(); getchar();
clearviewport 0; closegr aph0;
}
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** hplotpnf.c: C graphics pro_am to read a data
** f'de generated bv experiments controlled by
** Pnl" Hl.c and plot the results on the HP7225B plotter.

,/

#include < stdio.h >
#include < math.h >

#include "decl.h" /* for GPIB NI-488 handler */
#define NO LINES 27
#define REAL float "
#define ENDFILE 9999
#define PI 3.141592654

mn0
{
char line[NO_LINESl[80l,fdename[20],synampU[5],labelstr[30];
char normyn[5],correctl5];

REAL ac_monV,syn_amp, Pnf.H 1,Hdc:
REAL logl-I 1,yplot,radius;
REAL xmimxmax,xtic, ymin,ymax.ytic, labelx, labely,factor;
int ii,jj,textline = 0,samp_no;
int in out, linecirc, ud, every, cangle;w

FILE *f'deptr;

prinff("Enter input f'dename: ");
scanf(" %s",f'dename);

f'deptr = fopen(f'dename,"r");

for (ii=0; ii<NO LINES-l; + +ii)

{
fgets( line[ ii],80,f'deptr);

for (jj=0; jj<4; + +jj)
{
if (tinelii][ij]!= '*')

{
if (ii < (NO_LINES- 2))

break;
else

{
printf("Not enough memory assigned for text.\n");
exit(0);

}
}

if(jj == 3) textline = ii + 1;
}

if (textline = = (ii + 1)) break;

}

fgets(line[textline],80,f'deptr); /* Column headings. */
fgets(line[textline-1],80,fileptr); /* Blank line replaces *'s. */
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printf('Normalized? ('y' or 'n') ");
scanf("%s",normyn);
prmff('Want to a correct, factor to H1 orig. calib.? ('y' or 'n') ");
scanf('%s",correct);
if (correct[0]== 'y')

{
printfCEnter correction factor: ");

• scanfC%ff,&factor);
}

else factor = 1.;

printf("l. Line; 2. Circle; 3. Diamond ? ");
scanf("%d",&linecirc);
prmtf("Enter xmin, xmax, xtic, ymin, ymax and ytic:\n");
scanf("%f %f %f %f %f %ff,&xmin,&xmax,&xtic,&ymim&ymax,&ytic);
if (linecirc--= 211 linecirc = = 3)

{
radius = (xmax - xmin) / 150.;

if (linecirc== 2) cangle= 30;
else cangle = 90;

printfCPlot 1. every data pt.; 2. every OTHER pt.? ");
scanf('%d",&every);
}

ud = initgraph("PLl"); clear();
scale(xmin.xmax,ymin.ymax);
border();
axes(xmin,ymin_c, ytic.1,1);
axes (xmax,ymax,xtic,ytic, 1,1);
log_xaxes (xmin,xm ax,ymm,ymax,1);
labelx = xmin + (xmax- xmin) * .1;
labely = ymax + (ymax- ymin) * .04;
move(labelx, labely);
label(line[0]);
labelx = xmin - (xmax - xmm) * 0.04;
labely = ymin - (ymax - ,vmin) * 0.06;
move(labelx, labely);
sprinff(labelstr,"%3.0f',xmm);
label(labelstr);
labelx = xmax- (xmax - xmin) * 0.04;
move(labelx_bely);
sprinff Oabelstr,"% 3.0f',xmax );
label(labelstr);
labelx = xmin + (xmax- xmm) * .48;

, labelv = vrain - (ymax - ymin) * 0.08;
move(labelx, labely);
sprmff(labelstr," Log (H 1)");
label(labelstr);
labelx = xmin - (xmax - xmm) * .04;
labely = ymin + (ymax- ymin) * .25;
move(labelx, labely); labeldir(90.);
if (norm,vn[0] = = 'y')
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• 'P Hl) (dB)');sprmff(labelstr,' (n0 / (Hl x
else

sprinff(labelstr," P(nf) (dBm)");

label(labelstr);
labelx = xmin - (xmax - xmin) * .15;
labely = ymin;
move(labelx, labely); labeldir(0.);
sprmff(labelstr," %9.3e",ymm);
label(labelstr);
labelx = xmin - (xmax - xmin) * .15;
labely = ymax;
move(labeix, labcly);
sprinff(labelstr," %9.2e",ymax);
label(labelstr);

for (ii = 1; ii < 1000; + + ii)
{
fscanf(fileptr."%d ",&samp_no);
if (samp_no = = ENDFILE) break;
fscanf(filcptr,"%e %f %s %e %e %e"

,&ac_monV,&syn_amp,synampU,&Hdc,,s,:Pnf,&H 1);

H1 *= factor;

logH1 = logl0(H1); },plot = pr, f;

if (normyn[0] = = 'y') yplot-= (20. * logH1);

if(linecirc== i)
{
move(logHl,yplot);
if(ii= = 1) pendown();
}

else

{
if ( every. = = 1 II (ii% 2) = = 0 )

circleat (logI-I1,yplot,radius, cangle);
}

}

penupO;
fclose(fdeptr);

/* getcharO; getchar();

v_initgraphO;
v-scale(xmin'xmax'ymimymax);
labelx = xmin- (xmax - xmm) * 0.125;
labely = ymax;
for (ii=O; ii < tem.line; + *ii)

{
v move(labelx, labelv);
v_label(line[ii]);
labely-= ((ymax - .vrain) * 0.06);
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}
getchar(); getchar();
clearviewport(); close m'aph();

* /
/

}
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/,
/

** vplotfl.c: Turbo C video graphics program to
** read a data f'de generated by experiments controlled
** bv XpXppHl.c or XpXppHln.c. and plot the results on ',he video.

** This program has to be linked to v_graph.c.
.1

/

#include < stdio.h>
#include <math.h>

#include < graphics.h >
#include < conio.h >

#include < process.h >
#define NO LINES
#define R E,XA. float
#define ENDFILE 9999
#define PI 3.141592654

main(_

{
char line[ NO_LINES ][80l,fdename[_],synamp U[5],label[ 20];
REAL ac_monV,syn_amp,syn._ph,in_sig, out_sig,H 1;
REAL logHl,radius,yplot;
REAL xmm,xm ax,xtic, ymin, ym ax.ytic, labelx, labely;

REAL fr_angle,sinfr,cosfr;
hat size = 80,ii,jj,textline = 0,samp_no;
hat in out;

FILE *f'deptr;

prmtf("Enter input fdename: ");
scanfC%s",f'dename);

f'tleptr = fopen(fdename,"r");

for (ii=0; ii<NO LINES-l; + +ii)m

(
fgets(line[ii],80,fdeptr);

for (jj =0; jj < 4; . +ii)
{
if (lineliillii]!= '*')

{
if (ii < (NO_LINES-2))

break;
else

{
printfCNot enough memory, assigned for text.\n");
exit(0);
}

}
if(jj == 3) textline = ii . 1;
I
f

if (textline = = (ii+ 1)) break;
}
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fgets(lme[textlme],80,fileptr): /" Column headings-. */

fgets(line[te_line- 1].80.ffleptr): / * Blank line replaces "'s. */

prmtf("(1) V'(nf) / H1 ? (2) V\"(nf) / H1 ? ");
prmtf("(3) P(nf) in dBm ? ");
scanf("%d".&in_out);

• Lf(inout== l lt in out == 2)
f

prmtf('Enter frame rotation angle in degrees: ");
scanf(" % f'.&fr_angle):
}

else
fr amzle = 0.:

fr_angl_e *= (PI / 180.);
sinfr = sm(fr_angle): cosfr = cos(fr_angle);

printf('Enter xmim xmax. xtic_ ,,-mim,vmax. and vtic:\n");
scanf('%f %f %f %f %f %f'.&xmi._.&:,anax.&m, ic.&vm_&ymax,&ytic):
radius = (xmax - .xanm) * 0.01:

v_mitgraph0;
/* v_aspect0; */

v_scale(xmin,xmax, ymi_ymax);

v_border();
v_axes(xmin,ymin.xtic,ytic.1,I);
v axes(xmax,ymax.xtic,ytic.I,1);

v.-'_logxaxes(xmimxmax.ymm,ymax.1):
labelx = xmin _- (xmax- xmin) * .1;
labelv = vmax -+-(ymax- y-mm) * .04:

v_move (labelx.labely);
v_label(line[0]);
labelx = xmm - (xmax - xanm) * 0.04:

labelv = ymm - (ymax - )-mm) * 0.06:
v move(labelx, labely):

sprmtf(labek" % 3.0f".xmm);
v label(label);
labelx = xmax- (xmax - xmin) * 0.04:
v move(labelx.labely);

sprmtf(labek" _3.0f",xmax);

v_labei(label);
labelx = mm * (xmax- xmm) * .48:
labely = ymm - (_'max- vmm) * 0.08:

v_move(labetx.labely):
sprmtf(labek'Log (Hl)");

. v label(label):
labelx = xmm - (xmax - xmml " .04:

labely = ymm - (.vine:.- ymm) * .25:
v move(labelx,labely): v_textdir(1);

if (in_out = = 1)
sprinr.f(labek"V'(nf) / H1 (mV/Ue)");

else iS (in out = = 2)
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sprmff(labek"V\'(tff) / H1 (mV/Oe)");
else

sprmff(labek" P(nt') ( dBm )");

v label(label);
labelx = xmm - (xmax - xmm_ * .15:

labely = _,-mm;
v move( labelx.labely); v_textdir(0);

sprmtf(labek" %9.2e".ymin );
v label(label);
labelx = xmin - (xmax- xmin) .15:

labely = vmax:
v move_ labelx.labely);

sprmffflabek'%92e",ymax);
v label(label);

for (ii = 1; ii < 1000: + _ ii)

{
fscanf(fileptr,"%d ".&_-ampno 1:

ii (samp no = = ENDFILE) break:
fscaxff(fdeptr,"%e %f %s %f %e %e %e"

,&ac_monV.&syn_amp,synampU,&syn._ph,&in sig,&out sig,&H 1);

logH1 = logl0(H1);
if (in out == 1)

yplot = (in_sig * cosfr + out_sig * sinfr) / Hl;
else if (in out = = 2)

yplot (-in_sig * sinfr _- out_sig * cosfr) / Hl;
else

{
yplot = (in_sig * in_sig _- out sig * out_sig);
.vplot /= (775. * 775.); /* Ref volt. for dBm = .775 Vrms "/
yplot = 10. * logl0(yplot);
}

v dot(lo_J"l 1.yplot):
}

fclose( f'tleptr );
getchar(); getchar( );

v_initm'aph0;
v scale(xmin'xmax'ymimvm ax):
labelx = xmin - (xmax - xmm) * 0.1Z5:

labelv = ,,'max;
for tri=0: ii < texfline: ,--ii)

{
v move(labelx.labely);

v-label(line[iii);
labelv-= ((ymax - vrain) * 0.06);

}
getchar( ); getchar( );

I .... Lg_,.

clear_ewport ( ); cto.,,c_ apt_ ),

}
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/

** keithlev.c: Routines which help control Keithley 197
"* DMM thru National Instrument GPIB-PCII.

** Configured bv Harry Lain. June 1990.
/

#include < stdio.h >
• #include "decl.h"

#def'me REAL float

" J* Initializes the Keithlev DMM to AUTO mode and return unit descriptor "//

keith_in(intstrng)
char *intstrng; /" intstrng contains the device name of the unit */

(
int ud:

char dumm_

ud = ibfmd(intstrng);

k_ready(ud); ibclr(ud);
k_ready(ud); ibwrt(ud,"ROX",3);
k_ready(ud);

prmtf("\007");

printf("ManuaUy set the Keithley %3s as needed, then hit < CR > .",intstrng);
scan.f(" % c",dttmmy);

return(ud);
}

/* Reads the si_aal on the meter, which is assumed to be in AUTO mode */
REAL keith rd(uudd, umt.okay)
inr uudd;

char unit[],okay: /* unit has to be at least 4 bytes long "/
f

mt ii,jj;
char string[ 161,readbuf[501"
REAL reading;

for Lij=0; jj<5: - -jj)
f

k_ready(uudd), k_rddone(uudd):
ibrd( uudd.r eadbuf, 17);

for (ft=0: ii<15; -.--,-ft) string[ii] = readbuf[ii];

strm_Izsl= '\0'.

if (string[0] = = O')

{
prinff("\007\007\007\nDMM is overranged ");
prmtf(" reset and then hit <CR> ");
getchar( );
prmff('Contmuing ...\n");

- }_
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else

break:

}

sscanf( string,"% c%3s% 1le", &okay,unit.&reading);
k rddone(uudd);
return(reading);

} °

/" Make sure that the DMM is not busv */

k_ready(uudd)
hat uudd:

{
char statbvte,
int ft:

ibwait(uudd.CMPL)"

for (ft=0: fi < 40: + +ii)
{
ibrsp(uudck&statbyte);
if (?(statbyte & 48)) break; /* not error and not bus',' */
if (ii == 39)

{
printf ("\ 007\ 007\ 007"):
printf("Warning: Keithley DMM has error or is always busy?\n");
prmtf("DOLrBLE CHECK if things are okay ??\n");
}

}
return( (int)statb.vte);
}

* Make sure that the DMM is ready for another reading */

k rddone(uudd)n

mt uudd:

{
char statbyte;
mt ii,

ibwaitl uudd.CMPL)"

for (ii=0: ii < 40: --.-ii)

{
ibrsp( uudck &st atbyte );
/* not error and reading done */

if (?(statbyte & 32) && (statbyte & 8)) break:
if (ii == 39)

{
print f("\ 007\007\007" ):

prmtf("Warning: Keithlev DMM has error or"):
prmtf(" cannot get ready for another reading !\n");

prmtf("DOUBLE CHECK if thin_ are okay ??\n"):
}

t

return((int)statbyte);
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"* par5209.c: Routines which help controlling PAR 5209
"* lock-in amplifier thru National Instrument GPIB-PCII.

** Written in Turbo C. [cf. the function sleep() of Turbo C.]
** Configured bv Harry. Lain, June 1990.
_.t

#include < stdio.h >
#include < dos.h >
#include "decl.h"
#define REAL float

/* Reads the parameter settings of the lock-in */

read_set(uudckdym'es.freqmode,ffltfreq,reffreq,linefrlt.roUoff.filtfunc)
mt uudd; /* uudd is the unit descriptor */
char dynres[],freqmode[],linefflt[],rolloff[],fdtfunc[];
REAL *fflffreq,*reffreq;

{
hat code,ii:

char readbuf[50];

cmd rdy(uudd); ibwrt (uudck"DR",2);

data_rdy(uudd); ibrd(uudckreadbuf,2);
switch(readbuf[0])

{
case '0':

sprinff(dynres,"HI STAB"); break;
case '1':

sprintf(dym'es,"NORM"); break:
case '2':

sprmtf(dym'es,"HI RES");
}

cmd_rdy(uudd); ibwrt (uudck"F2F'.3);
data rdy( uudd ): ibrd( uudckreadbuf.2);
switch(readbut'[0])

{
case '0':

sprmtf(freqmode,"F mode"); break:
case '1':

sprmtf( freqmode,"2F mode");

}

/* Read filter tuned frequency, in hertz */

cmd rdy(uudd); ibwrt(uudck"FF',2);

• data rdy(uudd): ibrd(uudckreadbuf.5):
*f'tltfreq = (REAL)(atoi(readbuf));

data rdy(uudd); ibrd( uudckr eadbuL2);
code = atoiCreadbuf);

if (code > 2)

{
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for (ii=0; ii < (code-2), +-ii) *fdtfreq *= 10.;

}
else if (code < 2)

{
for (ii=0; ii < (2-code); + +ii) *f'dtfreq/= 10.;

}

/* Read reference channel frequency, in hertz */

cmd_rdy(uudd); ibwrt (uudd."FRO",3);
data_r@(uudd); ibrd(uudd.,readbuf,10);
readbuf[9] = '\0'; /* this statem't should be necessary. */
sscanf(readbuf,"%9f',reffrec0;
*reffreq/= 1000.;

cmd_rdy(uudd); ibwrt(uudck"LF',2);
data_rdy(uudd); ibrd(uudckreadbuf,2);
switch(readbuf[0])

{
case '0':

sprmff( line fllt."O FF'); break;
case '1':

sprintf(line fflt,"2F ON"); break;
case "_'_.

sprintf(line fdt,"F ON"); break;
case '3':

sprintf(line f'dt,"BOTH ON");
}

cmd_rdy(uudd); ibwrt (uudck'XDB",3);
data_rdy(uudd); ibrd(uudckreadbuf,2);
switch(readbuf[01)

{
case '0':

sprmtf(roUoff."6 dB/octave"); break:
case '1':

sprinff(rolloff,"12 dB/octave");
}

cmd_rdy(uudd)" ibwrt(uudck"FLT".3);

data_rdy(uudd); ibrd(uud&readbuf.2);
switch(readbuf[0])

{
case '0':

sprinff(filtfunc,"FLAT"); break:
case '1':

sprintf(f'fltftmc,'NOTCH') break;
case '2"

sprmtf(f'dtfunc,"LOW- PASS"); break;
case 'Y:

sprintf(f'dtfunc,"BAND-PASS");

}
}

/* Reads the signal detected at present phase in milli-volts */
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REAL sig_out (uudd, sencode)
hat uudd,*sencode:

{
char statbyte,readbufl 50];
mt output,ii;
REAL lu_sen(),sensit,signal;

cmd rdy(uudd); ibwrt (uudd."D2".2);
data_rdy(uudd); ibrd(uudd.readbuf.2);
output = atoi(readbut); /* atoi() converts only digit characters */

if (output != 0 && output != 1 && output != 2)
{
prinff("\00"r);
printf("Put OUTPUT in SIGNAL mode, then hit < CR>.");
getchar();
}

cmd rdy(uudd); ibwrt (uudd."S EN".3);
data rdy(uudd); ibrd(uudckreadbuf.3);
*sencode = atoi(readbuf);

for (ii = 0; ii < 5; + * ii)
{
if (li_ovld(uudd) = = 1) /* Check overloading */

{
if ((*sencode) < 15)

{
* +(*sencode); lisetsen(uudd,*sencode);
lkinwait(uudd); lkinwait(uudd);
}

else

{
prinff("k007\007klXI7Signal or output ");

prmtfCis overloaded!! Hit <CR> after reset.");
getchar();
}

}

/* Look-up table for sensitivity in miUivolts */
switch(*sencode)

(
case 0: sens_t = 0.0001; break:

case 1: se_lt = 0.0003; break:
case 2: se_t = 0.001: break;
case 3: sens_t = 0.003; break;

. case 4: senslt = 0.01: break;
case 5: senslt = 0.03: break;

case 6: senslt = 0.1; break;
case 7: sens_t = 0.3; break;
case 8: sens_t = 1.' break;

9: sens_t = 3.; break;
case 10: sensit = 10.; break;
case 11: sensit = 30.; break:
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case 12: sensit = 100.; break;
case 13: sensit = 300.; break:
case 14: sensit = 1000.; break;

case 15: sensit = 3000.;

}

cmd_rdy(uudd); ibwrt (uudd,"OUT",3);
data_rdy(uudd); ibrd(uudckreadbuf,7);
output ---atoi(readbuf);

if ( (output > -10013 && output < 10013) && (*sencode > 0)

&& (li_ovld(uudd) != 1) )
{
--(*sencode); lisetsen(uud&*sencode);
lkinwait(uudd);

}
else if ( (output < -10200 II output > 102130

II li_ovld(uudd) = = 1)&& (*sencode < 15) )
{
"- + (*sencode); lisetsen(uudd,*sencode);
lkinwait(uudd);
}

else

break;

}

signal = sensit * ((REAL)output) / 10000.;
return(signal);
}

/* Set lock-in sensitivitv according to input code number */
lisetsen(uudd, code)
mt uudd, code;

{
char cmd[10],statbyte;

sprintf(cmck"SEN %2d",code);

cmd_rdy(uudd); ibwrt(uudd, cmd,6);

cmd_rdy(uudd);
}

/* Set lock-in sensitivity according to input voltage (in mV) */

set_sen(uudd, sensit)
hat uudd;
REAL sensit;

{
inr code;

if (sensit < 0.00015) code = 0;
cise if (sensit > = 0.00015 && sensit < 0.00035) code = 1"

else if (sensit >-- 0.00035 && sensit < 0.0015) code = 2;
else if (sensit > = 0.0015 && sensit < 0.0035) code = 3;
else if (sensit > = 0.0035 && sensit < 0.015) code = 4:
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else if (sensit > = 0.015 && sensit < 0.035) code = 5:
else if (sensit > = 0.035 && sensit < 0.15) code = 6:
else if (senslt > = 0.15 && sensit < 0.35) code = 7;

else if (senslt > = 0.35 && sensit < 1.5) code = 8:
else if (senslt > = 1.5 && sensit < 3.5) code = 9;
else if (senslt > = 3.5 && sensit < 15.) code = 10;
else if (senslt > = 15. && sensit < 35.) code = 11;

else if (senslt > = 35. && sensit < 150.) code = 12;
else if (senslt > = 150. && sensit < 350.) code = 13;
else if (senslt > = 350. && sensit < 1500.) code = 14;
else if (senslt > = 1500.) code = 15:

lisetsen(uudd, code);
}

/* Reads current time-constant. */

REAL rd timec(uudd)
hat uudd;

{
REAL timec;
hat ni;

char bull[5];

cmd rdy(uudd); ibwrt (uudd,"XTC",3);
data_rdy(uudd);
ibrd(uudd, bufl,3); nl = atoi(bufl);

/* Look-up table for time constant ha seconds */
switch(ni)

{
case O: timec = .001: break;
case 1: timec = .003; break;
case -. timec .010; break;
case 3: timec = .030; break;

case 4: timec = .100; break;
case 5: timec = .300; break;
case O: timec = 1.00; break;
case 7: timec = 3.00; break;
case 8: timec = 10.0; break;

case 9: timec = 30.0; break;
case 10: timec = 100.; break;
case 11: timec = 300.; break;
case 12: timec = 1000.; break;
case 13: timec = 3000.;

}

. return(timec):

}

/* Step up or down the time-constant by 'updown' step(s). */
st ptim ec[ uudd, u pdown )

hat uudckupdown;
{
int nl"
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char bufl[8];

cmd rdy(uudd); ibwrt (uudd."XTC",3);

data_rdy(uudd); ibrd(uudckbufl.3);

nl = atoi(bufl); nl + = updown;

if (nl < 0) nl = 0;
else if (nl > 13) nl = 13;

sprintf(bufl,"XTC %2d".n1);

cmd_rdy(uudd); ibwrt(uudd.bufl,6);
cmd_rdy(uudd);
}

/* Enable the computer to wait an appropriate time after a new
_'* sensitivity, level is set before readin G ,.he signal output
./

Ikinwait(uudd)
mt uudd;

{
REAL timec, rd_timec();
unsigned second = "_"
char bull[5];
hat hl;

timec = rd_timec(uudd);

cmd_rdy(uudd); ibwrt (uudck"XDB",3);
data_rdy(uudd);
ibrd(uudd, bufl,2); nl = atoi(bufl);

switch(ni)
{
case 0: timec *= 4.5; break; /* 6 dB/octave */
case 1: timec *= 7.2: /* 12 dB/octave */

}

if (timec > 1.) second = ((int)timec) _- 1;

sleep(second);
}

/* Reads current phase; returns phase in degrees */

REAL rd_phase(uudd)
int uudd:

{
REAL phase;
inr nl;

char bufl[5],buf2[10];

cmd_rdy(uudd); ibwrt(uudck"P",l);
data_rdy(uudd);
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ibrd(uudckbufl,2); nl = atoi(bufl);

data_rdy(uudd);
ibrd(uud&buP_,7); buf2[6] = '\0';
sscanf(buf2,"%f',&phase); phase /= 10004

switch(hl)
{
case O: phase + = 0.; break;
case 1: phase _-= 90.; break:
case 2: phase + = 180.; break;

- case 3: phase * = 270.;
}

if (phase > 180.) phase-= 360.;

return(phase);
I
/

/* Shifts the current bv a specified number of quadrants, pos. or neg. */
shftquadl' uudckquad)
int quad, uudd; /* quad: number of quadrants to be shifted */

{
int hl;

long n2; /* Warning: watch the size of "long" for the compiler */
char statbyte,bufl[5],buf2[7],command[ 15];

cmd_rdy(uudd); ibwrt(uudd,"P',l);
data_rdy(uudd); ibrd(uudckbufl,2); nl = atoi(bufl);
data_rdy(uudd); ibrd(uud&buf2,7); bur2[6] = '\0';
sscanf(buf2,"%Id",&n2);

nl --- quad; nl _= 4;
if(hl < O) nl *= 4;

sprmtf(command,"P %ck%61d".n1,n2);

cmd_rdy(uudd); ibwrt (uudckcommanck 10); cmd_rdy(uudd);
}

/* Make sure that lock-in is ready for the next command */

cmd_rdy(uudd)
int uudd;

{
char statbyte = O;
int ii;
extern int board ud;

ibwait(uudckCMPL);

for (ii = O; ii < 40; _--,-ii)
{
ibrsp( uudd.&stat byte);

if (statbyte & 1) break;
if (ii == 39)
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{
printf("\ 007\ 007\ 007');
printf("**Warning: SOMEHOW LOCK-IN DID NOT INDICATE ");

printf("COMMAND DONE, CHECK DATA !!\n");
prinff("Lock-in statbvte = %d\n",(int)statbyte);
}

}
return(0at)statbyte);
}

/* Make sure that lock-in's output is ready to be sent */
data_rdy(uudd)
hat uudd;

{
char statbyte = 0;
hat ii;

extern hat board_ud;

ibwait {uudd, CMPL);

for (ii = 0; ii < 40; * * ii)
{
ibrsp(uudd,&statbyte);

if (statbyte & 1o_8) break;

if (ii == 39)
{
prinff(" \007\007\007");
prinff("*'Warning: SOMEHOW LOCK-IN DID NOT INDICATE ");
printf("OUTPUT READY, CHECK DATA !!\n");
prmtf('Lock-in statbyte = %d\n",(int)statbyte);
}

}
return((int)statbyte);
}

/* Check if lock-ha is overload */

li_ovld(uudd) /* return 1 if overload, else 0 */
hat uudd;

{
char statbyte;
hat ii;

ibwait(uudd, CMPL); ibrsp(uudd,&statbyte);

if (statbyte & 16) ii = 1;
else ii = 0;

o

return(ii);

}
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/*
/

"* hp337.5.c: Routines which help control HP 3325
"" svnthesizers thru National Instrument GPIB-PCII.

"* Comf'Kgu.rcd bv Harry Lain, June 1990.
• /

./

#include < stdio.h >
#include "decl.h"
#define REAL float

char buffer[50];

/* Read the phase parameter of the synthesizer, in degrees "/
/* uudd is the unit descriptor */
REAL svnphasefuudd)
int uudd:

REAL phase,

svn rdy(uudd), ibwrt _uudd,"IPH",3);
syn_rdy(uudd); ibrd(uudd, buffer,18);
buffer[16] = '\0%
sscanf(buffer."%*2c%12f%*2c",&phase);

return(phase);
}

/* Set the peak-to-peak amplitude of the synthesizer. */
synsetam (uudd.amplit)
hat uudd;

REAL amplit: /* in volts */
(
RF.AL amphtMV;
charbutI12];
if (amplit > = 1.0)

sprmff(buf,"AM%7.4fVO",amplit);
else

(
amplitMV = amplit * 1000.;

sprmtf(bu£"AM%7.3fMV",amplitMV);
}

svn_rdy(uudd); ibwrt(uudd, buf, ll);
}

/* Read the amplitude parameter of the synthesizer. ,//
REAL synampl(uudd, umt)
hat uudd;

. char unit[l;

REAL amplit;
char delim[3];

svn_rdy(uudd); ibwrt(uudd,"lAM",3);
syn_rdy(uudd); ibrd(uudd, buffer,18);
buffer[161 = '\0';
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sscanf(buffer," _ *2c% 12f%2s",&amplit, delim);

switch(delim[O])
{
case 'V':

if (delim[1] = = '0') sprintf(tmit,"Vpp");
else sprinff(tmit,"Vrms");
break:

case 'M':

if (delim[1] = = 'V') sprinff(unit,"mVpp");
else sprinff(tmit,"mVrms");
break:

case "O':

sprintf(unit,"dBm");
}

return(amplit);
}

/* Reads the frequency parameter of the synthesizer */
REAL synfreq(uudd.unit)
int uudd:

charunit[];
{
char delim[3];
REAL freq;

syn_rdy(uudd); ibwrt(uudck"IFR",3);

syn_rdy(uudd); ibrd(uudd, buffer,18);
buffer[16] = '\0';
sscanf(buffer,"%*2c%12f%2s",&freq,delim);
switch(deliml0])

{
case 'H': sprintf(tmit,"Hz"); break;
case 'K': sprintf(unit,"kHz"); break;
case 'M': sprmff(unit,"MHz");

}
retu:m(freq);
}

/* Read the miscellaneous parameters of the synthesizer. */
REAL synparam(uudd, osumt,func, hivolt)
int uudd;

char ostmit[],func[],hivolt[];
{
REAL offset;
int code;

char delim[3];

syn_rdy(uudd); ibwrt(uud&"IHV",3);
syn rdy(uudd); ibrd(uudd, buffer,5);
switch(buffer[2])

{
case '0': sprmff(hivolt,"hivolt offf); break;
case '1': sprintf(hivolt,"hivolt on");
}
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__vn_rdy(uudd): ibwrt(uudd."IFU".3);
s','n_rdy(uudd): ibrd(uudd.buffer.5);
s_,atch(buf:fer[2l)

{
case '0': sprinff(func."DC onl'¢'); break:
case '1': sprmtfffunc."Sine"): break:
case '2': sprmtf(func."Square"): break:
case '3': sprmtf( ftmc.,"Triangle"_: break:
case '4': sprmtf(ftmc,"Pos, ramp"); break:
case '5': sprintf(func."Neg, ramp");
i

svn rdy( uudd)" ibwrt( uudd." IOF ,3 );
svn_rdy(uudd); ibzd(uudcLbuffer.18);
buffer[16] = '\0';
ssca_(buffer." % *2c% 12f% 2s".& offset.delim):

s_'itch(delim[0l)

{
case "V': sprmtf(osumt."Vdc"), break:
case 'NI': sprmff_ osumt."mVdc"):
}

return!offset):

}

/* Make sure the synthesizer is NOT busy and is ready */

svn_r_'(uudd)
mt uudd;

{
char statbvte = 128;
mt ii:

• See pp. 3-24 of HP3325A manu',d "
ib_'ait IuudcLCMPL),

for_ii = O: fi < 40: --ii)

{
ibrsp( uudck &st at byte ):

if (,(statbyte & 128)) break:
if(ii = = 39)

{
prmff("Waruing: SOMEHOW A SYNTHESIZER IS ALWAYS");

printf(" BUSY: CHECK DATA !!\n\007\007\0ffT");
}

}
return((int)statbyte);

. !
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!

*" lap3585sa.c: Routines which help control HP 3585A
** spectrum analyzer thru National Instrument GPIB-PCII.
** Co_ed bv Harry. Lain. August 1990.
./

#include < stdio.h >
#include "decl.h"
#define PF_AL float

/* Read the alphanumerics of the spectrum analyzers. Correct
memery sizes for the different string variables must be

assigned by the caUiag program: ref[15], mkrfi'q[26],
dbdiv[10],range116],mkramp[15], ctrfxq[_], span[211,
rbw[12], vbw[ 12], st[13].
Will return programming_ code's "data" value for present
RANGE setting;, cf. manual's page 3-9-17.

*/
/

sa ahaum (uud&ref.mkrfrq,dbdiv.range.mkramp,ctrfrq,spamrbw'vbw'st)
intuudd; /* uudd is the unit descriptor */

char ret_],mkrCCrq[l,dbdiv[l,range[],mkramp[];
char ctrfrq[l,span[],rbw[l,vbw[],st[l;

{
char dump;
mt rngindex;
REAL rnglvl;

ibwrt (uudck"D7T4\012",5); ibwait(uudd, CMPL);

ibrd(uud&ref.15); ibrd(uud&&dump,1);
ibrd(uud&mkrfrq,26) ibrd(uudck&dump,1);

ibrd(uudckdbdiv.10); ibrd(uudck&dump,1);
ibrd(uudd.range.16); ibrd(uudd.&dump,1);

_, ibrd(uud&mkramp,15); ibrd(uudck&dump,1);
ibrd(uud&ctrfrq,23); ibrd(uudck&dump,1);

ibrd(uudd.spam21); ibrd(uudd.&dump,1);
ibrd(uudckrbw,12); ibrd(uudck&dump,1);
ibrd(uudckvbw.12): ibrd(uudck&dump,1);
ibrd(uudd.st,13); ibrd(uud&&dump,1);

ref[14] = mkrfrq[25] = dbdiv[9] = range[l.5] = mkramp[14] = '\0';
ctrfrq[Z2]= span[2Ol= rbw[lll = vbw[lll = st[12] = '\0';

sscanf(range,"%*5s%f'.&rnglvl);

if (rt_vl > = -26. && rnglvl < = -24.) rngindex = 1;
else if (rtmlvl_ > = -21. && rtmlvl_ < = -19.) _dex_ = "_'_.
else if (r-nglvi > = -16. && rnglvl < = -14.) rngindex = 3;
else if (rnglvl > = -11. && rnglvl < = -9.) rngindex = 4;
else if (rnglvl > = -6. && rng.lvl < = -4.) rngindex = 5:
else ii-(rn_vl > = -1. && rn_vl < = 1.) rngmdex = o:
else if (rt__.lvl > = 4. && naglvl < = 6.) rngindex = 7:
t.- :c ,___Z..l . _ ta _. P..._,-,,I,,I ,-- 1 1 _ r-rtrrlnr_eY = _"

else if (r_._gl_l > = 14. && mglvl < = 16.) rngin"dex = 9;
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else if (rnglvl > = 19. && rnglvl < = 21.) rngin"dex = 10;
else if (rnglvl > = 24. && rnglvl < = 26.) rngindex = 11:
else if (rn_vl > = 29. && rnglvl < = 31.) rngindex = 12;

return(rngin" dex);
1
J

" Reads the marker's amplitude. *//

REAL sa_mkamp(uudd)
inr uudd:

- t
char statbvte = 0,buffer[20];
REAL ampfit,
int ii;

ibwrt (uudd,"D 1T5\012",5); ibwait(uud&CMPL);

for (ii=0: ii < 10000: + +ii)
f
/

ibrsp! uudck&statbyte),

if ( (statbyte & 64) && (statbyte & 2) ) break;

if (ii -= 9999)
{
pr'haft("\007\007\007* *WARNING: ");
prinff("Somehow the spectrum analyzer could ");
prinff("not output marker amplitude!!\n");
prmff("Spectrttm analyzer statbyte = %d\n",(int)statbyte);
}

)

ibrd(uudckbuffer,13); buffer[11] = '\0';

sscanf(buffer,"% e",&ampfit); return(amplit);

}

/* Converts pro m'amming code's RANGE "data" to actual range level
according_ to the table on manual's page 3-9-17.

*/

REAL sa_Rconv(rngm" dex)
mt rngindera

{
REAL rnglvl:

sv,itch(rngindex)
{
case 1: rn_vl = -_.; break:
case 2: rnglvl = -9,20.; break,
case 3: rn_vl = -15.; break,
case 4: rnglvl = -10.; break,
case 5: rnglvl = -5.; break:

-- • t_a,,_I

case 7: rn_vl = 5., break:
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case 8: rn_vl = 10.: break:
case 9: rnglvl = 15.; break:
case 10: rnglvl = 20.: break:
case 11: rn_vl = 25.; break:

case 12: rnglvl = 30.;
}

returnlrn_vl):

}

/* Set range level according to input "rngindex" value */
sasetrng(uudckrngindex)
int uudckrngindex;

{
char buf[5-];

if (rngindex < 10 && rn_adex > 0)
sprmtf(buf,"R0% ld\012",rngindex);

eLse if (rngin"dex > = 10 && rngindex < = 12)
sprmti(buf,"R%2d\012",rngindex);

else if (rngindex < = 0)
sprintf(buf,"R01 \012");

else

sprintf(buf,"R 12\012");

ibwrt(uudckbuf,4); ibwait(uudd, CMPL);

}

/* Set manual frequency, to input value "freq" in kHz */

sa_manF(uudckfreq)
int uudd:

REAL freq;
{
char buf[_l:

sprintf(buf."S3_ 10.4fKZ\O12",freq);
ibwrt (,uudckbuf, 15); ibwait (uudckCM PL);
I
1

/" Switch input port: 1-> 1 Mohm:2-> 50 ohms:3-> 75 ohms.*/

sa..port(uudckcode)
inr uudd, code:

{
char buf[3];

sprmff(buf,"1% d\012", code );
ibwrt (uudckbuf.3); ibwait (uudd, CM PL);
I
/
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/* hpgraph.c: Graphics driver for HP7225B plotter.

** The computer is assumed to communicate with
** the plotter thru National Instrument GPIB-PCII.
** Configured bv Harry, Lain, June 1990, based on a
** similar program written by Jim Crutchfield for
** the Stm workstations.

,/

#include < stdio.h >
#include < math.h >

" #include "decl.h"
#def'me REAL float

#define PI 3.141592654
#def'me LOG2 0.301029996
#def'me LOG3 0.477121255
#def'me LOG4 0.602059991
#def'me LOG5 0.698970004
#def'me LOG6 0.778151°-5
#define LOG7 0.84509804
#def'me LOG8 0.903089987
#def'me LOG9 0.954242509

char command[100];
int uudd;

int gr_width, gr_hght;
int gr_ lx, gr_2x, gr_ly, gr_2y;
int plx, ply, p2x, p2y;
REAL bx0,bxl,by0,byl;
REAL xscale,yscale;

initgraph(intstrng) /* Unit descriptor will be returned */
/* intstrng contains the device name of the plotter */
char. *intstrng;

{
/* Default plot/write area */

gr_lx = 328; gr_2x = 10328; gr_ly = 300; gr_2y = 8000:
gr_width = gr_2x - gr_lx: gr hght = gr_2y- gr_ly;
/* Defining default plotting window */
plx = 1500; p2x = 9500; ply = 1500; p2y = 7500;
/* Default scaling */
bxO = 1500.; bxl = 9500.; by0 = 1500.; byl = 7500.;
xscale = yscale = 1.;

, uudd = ibfind(intstrng);
ibclr(uudd);

ibwrt(uudd,"IN;",3);
, return(uudd);

}

char clear() /* Ask if new paper is in piace & plotter on and readv. */
{
prmtf('Hit key 'c' when plotter is ready with fresh paper\n");
while ((getchar()) != 'c');

lotuau_, _...vtauaat._a.t_, \,., /_
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}

/* Scale the device units with the user's units */
scale(xO.xl,yO,yl)
REAL xO,xl,yO,yl;

{
bxO = xO: bxl = xl; bvO = .rO: bvl = yl;

move(x,y)
REAL x&,

{
hat xtodev(), ytodev(),ii,ix, iy; /* The 2 functions convert user units

to plotter units. */

ix = xtodev(x); iv = ytodev(y);

sprinff(command,"PA%5ck%5d;",ix, iy);

/* if (gr lx < = ix && gr__ > = ix && gr_ly < = iy && gr_2y > = iy) */
for (ii=0: ii<14: + *ii) ibwrt(uudd, command+ii,1);

border()
/
move(bx0,by0); pendown();
move(bxl,by0); move(bxl,byl); move(bx0,byl);
move(bx0,by0); penup();
}

axes(xorigin, yorigin,xfic, ytic, upright, downleft)
REAL xorigin,yorigin,xtic,ytic;

hat upright,downleft;

int ii;
REAL t;

if (upright < 011 upright > 100) upright = 5;
if (downleft < 0 II downleft > 100) downleft = 5;

sprinff(commanck,"TL%3d,%3d;",upright,downleft);
for (ii=0; ii<10; + +ii) ibwrt(uudd, command+ii,1);

if (bx0 < = xorigin && xorigin < = bxl)

if (by0 < = yorigin && yorigin < = byl)
{
move (xorigin,yorigin); pendown();
for (t=yorigin; t < = byl;t + = ytic)

{
move(xorigin,t); ibwrt (uudd,"YT;",3);

}
penup();
move (xorigin, yorigin); pendown();
for (t = yorigin-ytic; t > = by0; t-= ytic)

{
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move(xorigin, t); ibwrtl uudd."YT;",3);

}
penup();
move (xorigin,yorigin); pendown();

for (t =xorigin; t < = bxl: t ,,-= x'tic)
f
't

move(t,yorigin); ibwrt(uudd."XT;",3);

- }
penup();
move(xorigin, yorigin); pendown();
for (t = xorigin-xtic; t > = bx0: t-= xtic)

{
move(t,yorigin); ibwrt (uudck"XT;",3);
}

penup0;
}

}
}

/* To draw the x-axes for semi-log graph. */

log_xaxes(xmin,xmax, ymin, ymax, updown)
REAL xmin,xmax, ymin, ymax;

hat updown;
{
int ii,ii;
REAL xplot,xplot0,yplot;

if (updown < 0 II updown > 100) updown = 5;

for (jj = 0; jj < 2; + +ii)
{
if (jj == 0)

{
yplot = ymin; sprintf(command,"TL%3ck0;",updown);
}

else

{
yplot = ymax; sprinff(command,'q'L13,%3d;",updown);
}

for (ii=0; ii<8; _- +ii) ibwrt(uudckcommand+ii,1);

xplot0 = xmin; move(xplot0,yplot);

pendown();,lh

for (ii = 0; ii < 100; + + ii)

, {
xplot = xplot0 + LOG2:
move(xplot,yplot); ibwrt(uudd,"XT;" 3);
xplot = xplot0 + LOG3;
move(xplot,yplot}; ibwrt(uudd,"XT;",3);
xplot = xplot0 + LOG4;
move (xplot,yplot); ibwrt (uudd,"XT;",3);

xplot = xplot0 + LOG5;
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movelxplot,yplot); ibwrt(uud&"XT;",3);

xplot = xplot0 + LOG6:
move(xplot,yplot); ibwrt(uudd."XT;",3);

xplot = xplot0 + LOGT:
move(xplot,yplot); ibwrt(uudck"XT;",3);
xplot = xplot0 + LOG8:
move(xplot,yplot); ibwrt(uudd,"XT;",3);
xplot = xplot0 + LOG9;
move(xplot,yplot); ibwrt (uudd,"XT;",3);
xplot = xplot0 . 1.;
move(xplot,yplot): ibwrt(uud&"XT;",3);

xplot0 = xplot;
if (xplot0 > = xmax) break;
}

penup();
}

}

xtodevfx) /* Convert x-coord from usr's scale to plotter's scale */
REAL x:

{
int ilocx;

ilocx = (int)( (x- bxO) / (bxl - bxO) * (p2x- plx) );
ilocx + = plx;
return(iloex);

}

ytodev(y) /* Convert v-coord from usr's scale to plotter's scale */
REAL y;

{
int ilocy;

ilocy = (int]( (y- b.vO) / (byl - b._13)* (p2y- ply) );
ilocy + = p l.v;
return(ilocy);

}

charsize(xdim,ydim) /* character size, in cm */

REAL xdim,ydim;
{
int ii:

if (xdim < -10. II xdim> 10.II ydim < -10. II ydim > 10.)
{
xdim = .2; ydim = .4;

/
sprintf(command."Sl %6.2f.%6.2f:",xdim.ydim);
for (ii=0; ii< lh; * _-ii) ibwrt(uudd, command+ ii.1);
}

labeldir(angle) /* anne in degrees: 0 = horiz. */
REAL angle;

{
REAL dgtord = Pl / 180.,radian,rumrise;
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int ii;

radian = angle * dgtord;
run = cos(radian); rise = sm(radian);

if (angle = = 0.)
{
sprinff(command."DI :");
for (ii=0; ii<3; +-ii) ibwrttuudckcommandtikl);
}

else

, {
sprinff(commanck"DI%7.4f,%7.4f;",rumrise);
for (ii=0; ii<lS; +-,-ii) ibwrt(uudd, command+ii,1);
}

}

label(string)

char *string;

inr length;

length = strlen(string);
ibwrt (audck"LB",2); ibwrt (uudckstring, length);
ibwrt (uudck"\003", 1);

}

circleat (x,y,radius,chordang)
/* x,y in usr's units; radius in sealed x units */

REAL x,y, radius;
/* chordang in integral de,ees */

int chordang;
{
inr r,jj,angle,ix, iy,iccx, iccy;
REAL relx, rely,relangcc, relang;

angle = chordang % 360;
relangcc = ((REAL)angle) / 180. * PI;
r = (int)(radius / (bxl - bx0) * (p2x- pl.x));
ix = xtodev(x); iy = ytodev(y);

for (relang = 0.; relang < = (2.1*PI); relang + = relangcc)
{
iccx = ix + (int)((REAL)r * cos(relang));

iccy = iy + (int)((REAL)r * sin(relang));
" sprinff(command,"PA %6d,%6d;",iccx, iccy);

for (jj=0; jj<16; + +]j) ibwrt(uudckcommand+jj,1);
I

if (relang = = 0.) pendown();
}

penup();
I
/

dotat(x,y) /* x, y in usr's scale */
REAL x.._,
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{
move(x.y); pendown( ): penup();

}

penup() { ibwrt (uudd,"PU ;",3); }

pendown() { ibwrt(uudd,"PD;",3); }
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*

** v_graph.c: Turbo C graplaics driver for the video.
** Configured by Harry Lain, June 1990.
*/

#include <graphics.h>
#include < stdio.h >
#include < conio.h >

#include < process.h >
#del'me VI'CLIP 1 /* Clip output when beyond viewport */

' #del-me REAL float
#def'me LOG2 0.301029996
#def'me LOG3 0.47712,1°,255
#define LOG4 0.602059991
#define LOG5 0.698970004
#del'me LOG6 0.77815125
#define LOG7 0.84509804
#def'me LOG8 0.903089987
#def'me LOG9 0.954242509

int gr_ lx, gr_2x, gr_ 1y,gr_2y;
int plx, p2x, ply, p2_
inr font, directmchsize,v..j ust,h..j ust:
int tmarkx, tmarky,

REAL bx0,bxl,by0,byl;

v_initgraph0
{
inr g_driver,g_mode,g_error;

/* Default plot/write graphics area */

gr_l.x = 0; gr_2x = 639; gr_ly = 15/* 5*/; gr_2y = 349/* 479*/;
/* Defining default plotting window */
pl_x = 1130; p2x = 600; ply = 25/'15"/; p2y = 275 /* 379*,/;
/* Default scaling */
bx0 = 100.; bxl = 600.: by0 = _./*15.*/; by1 = 275./*379*/;

/* Default text setting */
font = 0; directn = HORIZ DIR, chsize = 1;

h._just = LEFT_TEXT; v_just = BO'Iq'OM_TEXT;
/* Default tick mark size in graphics scale */
tmarkx = 3; tmarky = 3;

g_driver = DETECT;,lh

/* g_driver = VGA; g_mode = VGAFII; */
¢

initgraph(&g_driver,&g_mode,"")"

g_driver = VGA: g_mode = VGAHI;

g_error = graphresult();
if (g_error < 0)

prmtf("Initgraph error: %s\n",grapherrormsg(g_error));
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setviewport (gr_ lx, gr_ 1y,gr_2.x,gr 2y,VPCLIP);
clearviewport();

rectangle(O,O,gr_2x-gr_lx, gr_2y-gr_ly);
settextst-yle (font,directa, chsize);
settextj ustify(h_j ust,v_j ust );
}

/* Scale the video's units to the user's units. */

v_scale(xO,xl,yO,yl)

REAL x0,x_l,y0,yl;
(
bx0 = x0; bxl = xl; by0 = y0; by1 = yl;

/

v_move(x,y) /* Move the current position to (x,y) in usr's scale */
REAL x,y,

{
mt v_xtodev0,v_vt odev(),ix, iy,

ix = v_xtodev(x); iy = v vtodev(y);
moveto(ix, iy);

/

v_lineto(x,y) /* Draw a line from CP to (x,y) in usr's scale, */
REAL x,y, /* and move CP to (x,y). */

/
int v_xtodev(),v vtodev(),ix, i_,

ix = v_xtodev(x); iy = v..ytodev(y);
lineto(ix, iy);

v_border()

rectangle(p l.x,p 1y,p2x, p2y);

}

v_axes(xorigin, yorigin,xfic,.vlic, updown, leftrght)
REAL xorigin, yorigin,xtic, ytic;
mt updown,leftrght;

int dx.d_
REAL t;

b

dx = tmarkx * leftrght; dy = tmarky * ulxtown;
if (bxO < = xorigin && xorigin < = bxl)

{
if CoyO < = yorigin && yorigin < = by1)

{
v_move (xorigin, yorigin);
for (t=yorigin; t < = byl;t + = .voc)

{
v_lineto(xorigin, t); linerel(dx, O);
li.verel(-2* dx,O); v_move(xorigin, t);
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}
v move (xori_tl.yorigi.n);
for (t = yorimn - .vtic: t > = by0; t -= ytic)

(
v lineto(xorigin.t); linerel(dx.0);

lmerel(-- dx,0); v_move(xorimn,t);

l

v_m ove (xorigin, yori_-n);
for (t=xorigi.n: t < = bxl:t + = xtic)

' v_lineto(t,yorigin); linerel(0.dy);
linerel(0,-2*dy); v_move(t,yongin);

}
v_move(xorigin, yori_dn);
for (t = xorigin-xtic; t > = bx0; t-= xtic)

{
v lineto(t,yorigin); linerel(0,dy);

liTaerel(0,-2*dy); v_move(t,yorigin);
}

}
}

}

/* To draw the x-axes for semi-log graph. */

v_logxaxes( xmin, xm ax, ymimymax, updown)
REAL xmin.xmax.ymin, ymax;

hat updown;
{
hat dyl,dy2,ii,jj;
REAL xplot00rplot,yplot:

dvl = tmarky * updown:

for (jj=O; ii<2: '-*.ii)
{
if(jj == O)

{
yplot = ymin: dr2 = -dyl;
}

else

{
vplot = vmax= dr2 = dyl;
}

" xplot0 = xmm: v_move(xplot0,yplot);

for (ii =0: ii < 100: -,--,-ii)

{
xplot = xplot0 -,- LOG2; TICKS(xplot,yplot.dy2);
xplot = xplot0 . LOG3; TICKS(xplot,yplot.dy2);

xplot = xplot0 * LOG4; TICKS(xplot,yplot.dy2);
x-plot = xplot0 + LOG5: TICKS(xplot,yplot,dy2);
x'plot = xplot0 + LOG6; TICKS(xplot,yplot,dy2);
xplot = xplot0 + LOG7; TICKS(xplot,yplot.dy2);
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xplot = ,cpiotO -- LOG8; TICKS(xpiot.yplot,dy2);
xplot = X'T)lot0- LOG9: TICKS(xplot.yplot.dy2):
x-plot = xplot0 -,- 1.: TICKS(xplot.yplot.dy2):
>q:)lot0 = xplot:

if (xplot0 > = xmax) break:
1
/

l

TICKS(xplot.yplot.dy)

REAL xplot.yplot:
mt dv:

v fineto(xplot.yplot); v_move(xplot.yplot);
linerel(0.dy); v rnove( xplot.yplot );

v xtodev(x) /* Convert x-coord from usr's scale to window's scale */I

RE,,M_ .'c

int ilocx;

iloc:x =(int)( (x - bx0) / (bxl - bx0) * (p2x- pl_x) );

ilocx -,-= pl.x;
return(ilocx);
I
J

v vtodev(y) /* Convert v-coord from usr's scale to window's scale */
REAL )_

{
mt ilocy;

ilocw = (hat)((y-by0) / (byl-by0) * (ply-p2y) );

iio_'-.-= p2y;
return( ilocy);
I
/

v charsize(cc) /* chsize: magnification factor of default char size *w

int cc:
/
t

chsize = ce;
if (chsize = = 0 J l chsize > 10) chsize = 1:

settextstyle(font.directmchsize);
[
l

v textdir(cc) /* direct.n: 1 means vertical else horizontal */
mt cc:

i
I

directn = cc;
if (directn != 1 ) directn = O;

_cttextstyle(font.dixectn.chsize I;
I
t

v_label(strmg)
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char "string,
{ outtext(stri__); }

v circle(x.y.radius)
I_EAL x.v.radius: /* x.y in usr's scale: radius in x-scale */

f

mt ix.i.v,v_xtodev( ),v_ytodev0,tradius:
REAL dummy;

Lx = v xtodev(x); iv = v_ytodev(y)"

_- durum:,' = x + radius:

iradius = v x-todev(dummy): h-a_ius-= ix:

circle (ix.iy.iradius);

/* .x. v in usr's scale *</v_dotix, y) /
REAL x.,,,

{
mt ix.iy,v x'todev() ,v_.vtodev(),ii,ii;

ix = v xtodev(x); iv = v_.vtodev(v);

/* for (ii = -1: ii < = 1: -+ii)
{
for (jj = -1; ii < = 1; _-+iJ) pa_pixel(ix+ii,iy+jj,]5);
) "/

putpixel(ix.iy, 15)"
)

v aspectC )
|/
mt xasp.yasp;

get aspectratio(&xasp.&yasp i;
setas,.t)ectrauo(xasp.xasp);
)

-I
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