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1, INTRODUCTION

The development of modern chemistry owes a great deal to techniques
that permit the study of chemical phenomena on anvatomie or molecular
scale, Great advances in our understanding of tﬁevsfructure of mqlecules
in the gas phase have come from the development of spectroscopy, from
electron spectroscopy (ESCA) to microwave spectroscopy. These studies
served as the basis for deciphering the molecular dynamics of gas phase
reactions. In the solid state, x-ray, electron,and neutron diffraction
stpdies of the atomic structure laid the foundation for the understanding
of many solid”state transport phenomena, In generai, solving the structure;
atomic or electronic, is the prerequisite to the unraveling of the chemical
reaction dyhamics.

In surface science the technique of low-energy electron diffraction
(LEED) yields the structure of surfaces on an atomic.seele. During the
~ past ten years this technique has been providing‘detailed information on |
the seructure of solid surfaces and on the structure of adsorbates. In
the past five yearsvan understanding of the nature of the diffraction of .
iow—energy electrons has been achieved. That is, a theory has been
developed that enables computation of the diffraction beam properties
(1nﬁensity.x§. energy) 1f the positions of the surface.atoms are specifiedr
Thus; surface crystallography has emerged as a neﬁ field.of surface
seience that permits the determination of.the unique positions of atoms
-pn the surface ffom the intensities of the diffraction Beams.

from these studies a physical picture of the surface atomic structure

is emerging.  We know now that for clean surfaces atoms may occupy sites



that are different from those expected from the ﬁrojéction of the bulk
(x-ray) unit cell. High Miller index surfaces have a unique stepped
surface structure and atoms .in steps exhibit exceptional reactivity.
The chemical compositon of diatomic and polyatomic solids may be very
different from the bulk stoichiometry. Moreover, adsorbed gases and
vapors form ordered surface structures and may undergo order-disorder
transformations under the proper conditions of temperature and pressure.

In this paper we shall review the present status of surface crystallo-
graphy and much of our knowledge of the atomic structure of surfaces and of
adsorbed molecules. The method of surface structure analysis willlbg
~ presented, and then we shall discuss the structure of clean solid
surfaces of low and high Miller index. Finally we shall discuss the
 structure of adsorbed molecules of small and large size relative to the
interatomic distance in the substrate plane, |

Determination of the unique atomic position of adSorbates, their
distance from the underlying plane of étoms ahd their Sdnd angle, yields
the fundamental experimental data needed to unravel the surface chemical
bond. The structures of adsorbed molecules reveal the nature of adhesion
or lubrication on a molecular scale. Finally, the ordered adsorbate
structures often play a rate controlling role and are intermediaﬁes in

catalyzed surface chemical reactions.



2. SURFACE STRUCTURE ANALYSIS BY LOW-ENEREY ELECTRON DIFFRACTION

2.1 Surface Geometry and Diffraction Conditions

In this section some of the general features of the diffraction of
low-energy electrons from crystal surfaces are discussed and a notation
appropriate to the description of surface structures is reviewéd. In
subsequent sections a detailed discussion of low-energy elecgron diffraction
theory and applicafion are presented. ‘

A typical low-energy electron diffraction experiment (Fig. l)consists_qf a
monbenergetic beam of electrons (10 eV € E $ 500 eV) incident on one face
of a single crystal. Roughly one-half of the electrons are backscattered,
andvthe elastically scattered fraction is allowed to impinge on a
fluoreﬁggnt-screen. If the crystal surface is well-ordered, a diffractién pattern
Fis. 2):5;'é’onsisting of bright, well-defined spots will be displayeéd on the . '
screen. The shérpness and overall intensity of the spots 1is related
to the degree of order on the surface. Although the surface may be
irregular on a microscopic and submicroscopic scale (e.g., consisting of
atomic terraces and ledges) the presence of sharp diffraction features
indicates that the surface is ordered on an atomic scale, the atoms lying
in planes parallel to the surface characterized by a twd;dimensional 1attice.
structure, The size of these ordered domains determines the quality of
thevdiffractibn pattern. Because of experimental limitations on the
‘ céherence width of the electron beam, ordered domains largér than
approximately SOO‘K in diameter are not detectablé. However, if the.
ordered domains becdmg- significantly smaller ﬁhan SOO‘K, the diffraction

spots broaden’ and become less intense.
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The presénce of sharp diffraction features in the low-energy electrén
diffraction patterns establishes that crystal surféces are ordered on an
atomic scale. In addition, the positions and symmetry of the diffraction
spots can be used to determine tle two-dimensional périodicity of the ordergd.
arrangement éf éurface atoms. We can imagine for the moment that the
Sufface structure will be rather like the termination pf the bulk structuré
~along a crystal plane (e.g., the (100) plane of a cubic crystal) although.

" there may be a rearrangement or reconstruction of the surface atoms from -

;fhe bulk structure. The presence of the surface destrpys the bull
.;ranslational periodicity in.the direction normal to thé'preéumed planarb’_
 surface. The translational perilodicity of the solid ﬁarallel to the
-sufface is retained and will be one of the five two—diménsioﬁal Bravais..

1 .

The atoms lie in planes parallel to the surface and a translation:

iattiées.
L in the plane of the form
L= omp tonk . VS
'takeskeach atom to an equivalent site. Here ny and n, are integers, |
‘ and g and R are the primitive translation vectors that Aefing the surface
unit cell. | The periodicity of the solid in the direqtion parallel to the
surface is responsible for the basic momentum conservation law of diffraction
. £heory that
16'. = kg t R . (2)
where k'; and k; are respectively the camponentsvof the incident and

outgoing wave vector of the scattered electron in

the direction parallel to the surface. The_discrete set of vectors g
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comprise the surface reciprocal mesh so that together with energy
conservation (E(k') = E(k)) Eq. (2) defines the diréctions of the allowed
diffraction beams appearing in the diffraction pattern; In analogy with
the x-ray crystallography of the bulk,2 the primitivevectors ,%* and )a* of

the surface reciprocal mesh are related to the direct space vectors

- R and b by the equations
% RxZ

T G Ga)

x  RXAR
TR @)
where 3 is the surface normal. The allowed diffractioﬁ beams g are

formally labelled by beam indices (hk) according to the equation

g = 2m(h %* + k k*) . 4)

It is evident from Eq.(2) that the diffraction pattern gives a
representation of the surface reciprocal lattice, and indeed the vectors
e*'and k* may be determined from a measurement of the beam angles. Then
by application of relations inverse to Eq.(3) one may solve for the vectors
%'and k that define the surface unit cell. Fig. 3, for example, illustrate#;
the relation of the direct and reciprocal space vectors for the case of the
he#agonal Bravais lattice.

The basic complication of surface structure anaiysis via low-energy
électron diffraetion comes from the fact that obsérvation of the diffraction
pattern geometry serves only to determine the size and shape of the two-
dimensional unit cell which characterizes the translational pefiodicify pafallél

to the surface. Critical information relating to structural variations



in the direction normal to the surface must be extracted from an analysis
of the intensity of the diffracted beams. Such an intensity analysis is
in principle required, for example, to determine the packing sequence
and interlayer spacings of the top few atomic layers of a single-crystal
surface. These types of analyses constitute the fundamental motivatidn
and application of low-energy electron diffraction theory and are
reviewed in Section 2.2,
1,3

It is appropriate at this point to discuss notational conventions
for classifying surface structures. Iﬂ the simplest case, the surface
structure is. given by the termination of the bulk structure along a given
crysﬁal plane. The surface unit mesh in such cases is briefly referred
to as (1 x 1),.indicating that the lattice vectors g and j in the surface
region are identical to thosé of the underlying bulk substrate, (e.g.,
P (111) - (1 x 1)). In more general cases the surface structure will
differ greatly from that of the bulk substrate. - An interesting example
is the depositioh of layers of foreign atoms (adsorbate) on the substrate
material. Such adsorbed overlayer structures will in general have a
periodicity different from that of the substrate and méy even cause
reconstruction of the substrate atoms near the surface. Another case
is the réconstruction of the surface region of a chemically clean material
as occurs, for example, in silicon. It is clear that the structure of
the first sevefal outer atomic layers of a particular system may be quite
complex. Surface scientaéts ofﬁen refer to this surface and near-surface

region as the "selvedge." It is reasoned that the selvedge region extends

only a relatively short distance into the surface before the space group



symmetry of the bulk substrate is regained. The problem of surface structure
anaiysis thus involves determination of the strucfure of the selvedge
region and its orientation with respect to the undistorted bulk substrate.

It is frequently the case that the surface structures have unit cells
that are integral multiples of the substrate unit cell. For example, the |
notation W(211) - (2 x 2) - H is conveniently used to refer to the
adsorption of hy&rogeﬁ on a (211) face of tungsten characterized by each
axis of the adsprbate unit cell being twice that of the substrate. Such
concise notation.may also be profitably employed in cases where the
surface structure is rotated in a simple fashion with respect to the
substrate. As shown in Fig. 4, the ¢(2 x 2) structure on a square lattice
substrate (where the symbol c indicates a ''centered" mesh) may equivalently
be designated as p(¥2 x /2) - R45°. The latter notation indicates that
the primitive cell of the surface structure is rotated By 45° with
respect to that of the substrate, and the sidés of the surface mesh are
iﬁ the ratio of ¥2 to those of the substrate.

The notational scheme outlined above is suitable»fcr simple surface
‘structures and is commonly used in the literature. However, a more
general matrix notatioi)g; appropriate for complex structures. We considerlb_f
a substrate primitive cell with translation vectors g and b and an over-
layer structure‘With corresponding vectors R and ks. Defining a set

of cartesian unit vectors £ and 3 we can construct matrices % and és

such that

™

(5a)

oo
- B
@

and



s *
&s . (5b)
e 5 |

The relationship between the unit meshes is compactly described by the

transformation matrix g satisfying

Qs = g,ﬁé v : - (6)

3
As discussed by Estrup and McRae, the determinant G of the matrix g may.

be wused to define the possible relationships between the substrate and

overlayer nets. The nets are designated as simply related, rationally

related, or irrationally related according to whether G is respectively

an integer, a rational number, or an irrational number. Furthermore,

the composite system formed by the superposition of the two nets is

respectively designated above as a simple structure, -a coincidence-site
structure, or an incoherent structure. The incoherent.superposition is -
not in itself describable by a net. However, the superposed system of
either the simple or coincidence site structure is itself characterized
by a Bravais net, and in these cases the overlayer and substrate are said
to be in register. Returning then to the notational example of the c(2 x:2) 
'structure on a square lattice substrate we find that the transformation )

matrix G is ( 1 l) and the nets are simply related. Thus, the notation
N -1 1 : : . : :

. 1
Ni(100) —( 1) - 8(1/2) could be used to

-1 1

denote the C(2 x 2) adsorption of one-half monolayer of sulfur on:a (100)

face of nickel.



2.2 Theory of Low-Energy Electron Diffraction from Crystalline Surfaces

In fhe previous section some of the general features of elastic low-
energy electron diffraction were set forth and the notation of surface
crystallography was discussed. It was shown héw observation of intensity.
pattern geometry may be used to determine the periodicity of the surface
structures in the direction parallel to the surface. However, a principal
result of this diséussion was the necessity of an intemsity analysis for“f
elucidation of the surface structure in the direction normal to the surface.:
A case of great qurrent interest, for example, is the determination of the
- registry of a chemisorbed overlayer wifh respect to the bulk substrate
by means ofvlbw—energy electron diffraction intensity analyses. The
standard such analysis in elastic low-energy electron diffraction involves
the variation‘in the intensity of a given diffraction beam (spot) as a function.
of the incident beam energy. Experimentally, the ihtenéity data is,norﬁally
‘taken in the energy range 20 < E < 300 eV by means of a spot photometer
or Faraday collector. It is in this energy range that the scattéred
eiectrons are most surface sensitive. Theoretical calculations employing
models of the surface atomic geometry are then compared to the experimental
intensity—eﬂergy‘(I—V) profiles. Surface crystallography is, in principle,.
_carried out by finding the (presumably unique) surface structure which
‘optimizes the agreement between theory and experiment over a significantly
'1é£ge range of diffraction conditions (i.e., energy range, number of
‘diffracted beans, énd incident beam angles). In practicé, such a procedureiisvf
rather difficult because the theoretical calculations must provide an

adequate description of the complex nature of the electron-solid interaction
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in the energy range relevant to low energy electron diffraction. Never-
theless, important strides have been made in recent years in conétructing

a suitable "microscopic" low-energy electron diffraction theory which is
accompanied by manageable g¢omputation times and computer storage requiréments.
In addition, intensity—averaging procedures and intensity transform
techniques (so-called "data reduction" methods) have been proposed as
possible alternatives to the microscopic-model calculatiomns. In the
remainder of this section we review thewmicréscopic lqw—energy electron
diffraction theory and outline the essential féatures of the presently
more tentative data reduction methods. In Section 2,3 recent applications
of intensity analysis to surface crystallography are'éxamined.

2.2.1 Microscopic-ipodel theory

The goal of microscopic low—energy electron diffraction theory is a
quantum mechanical formulation of the electron—solid_scattering process
and, in particular, calculations of the I-V profiles in which the main
"adjustable parameter" is the surface atomic geometry itself. There are
two major features of the electron-solid interaction evidenced in the I-?
profiles and in other scattering data that the theory must provide for:

1

(1) in contrést to the case of x~ray scattering, the eléstic scattering
CI'OSS-SECtiODSS)f?Jr low~energy electrons from atoms are large --- on the
order of 10 Kz/atom, and (ii) the incideﬁt electrons interact strongly with
the valence electronz Jn the solid resulting in a high ﬁrobability of

)

inelastic scattering (e.g., plasmon, particle~hole, and ion-core excitations)
within the first few atomic layers of the surface. Features (i) and (ii)

taken together with the wave-like behavior of the electrornsmake low-energy
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electron diffraction a sensitive probe of the surface atomic structure.
Feature (i), however, renders the use of the simple kinematical (single-
scattering) theory inadequate in low-energy electron diffraction and

necessitates the use of multiple scattering or so-called "dynamical

theories. Feature (ii), on the other hand, means that electrons are
removed from the elastic electron beam due to "inelastic-collision
damﬁing"liith'a characteristic mean free path Aee ~3-10 . The inelastic-
collision damping tends to reduce, though by no means eliminates, the effect
bof multiple scattering. The presence of multiple—scattefing introduceé
"Secondary" maxima in the I-V profiles in addition to the "Bragg" peaks
(from the analogous integral-order peaks of x-ray diffraction) anticipated
.'from kinematical theory. Moreover, the effect of inelastic scattering

has been shown to limit the amount of secbndary structure --—- generally
smoothing and broadening the diffraction peaks. | '

There have been a number of formulations of low-energy electron diffractibﬁ’
theory which take multiple scattering and inelastic scattering into account?ilé
Here we shall briefly outline the theory originally proposed by Beeby]o
The theory was subsequently modified to include inelas;ic;collision damping
by Duke and Tucker and the approximate effects of lattice vibrations by
Duke and Laramore.'6 The theory has much in common with éthér treatments,
of course, and its presentation sexrves to illustrate both the degree of
sophistication.and limitations of thecuwxrrent theories.

| The incident electron is taken to be in a plane~wave state with energy
E and wave vector k- The elastically scattered electrons are observed with _u'

the energy E and wave vector k'. Following Beeby's formulation the

scattered intensity is given by
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v 12 o

1G> k) = | [t g6 ek & 4] ™
where T is the total scattering matrix Satisfying

TSR =VEDSEGE - gD+ f VGG - EDTER R ¢ (8

and GOQE) is the usual outgoing free-~particle propagator

1 exp (ik - x)dk
Gox) = 3 2.2 : (9)
g 1% ;
o B~ —5— + 1€

The crystal potential V(E) is taken to be a superposition of nonover-

lapping ion-core potentials situated at lattice sites R:

V() = %:VE(,E—B) - (10)

wvhere v%(a) is the ion-core potential at position R. ~ Using Egqs. (8)

and (10) it can be shown that

TEE = & R ER
R

-+ R;&'-/t‘&v (:{' - &' ”E" - &) GO(&Y"— &.Jnv)tj_&(.{'n _ E’){, _ %)d};"d{"" |

+ an

where the multiple scattering from the atom at % is given by the single-

site t-matrix
| c'axk) = ! F - ")+/(')G G' - xMe Fhr) Y . (12)
(&R = @S K-k RAEIG R - xDERER) 9
Equation (il) is a useful result because it expresses the total scattering

matrix in terms: of successively higher order scatterings between single

atomic sites with the important provision that no two successive scatterings
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be off the same atom. It also allows for a precise treatment of the
scattering from a single atom in terms of the f-matrix %5(5,;') defined
in Eq. (12). This is a non-trivial point, in view of the general
inadequacy of Born approximation treatments of low—enérgy electron
scattering fromiatomic potentials.

The reduction of Eq. (11) to an algebraic form and the performance
of the sums over scattering paths is accomplished by a series of
manipulatioﬁs prescribed by Beeby. The reader is feferred to the
original paper;<¥22 details of the methods, but wevmehtion here the
essential points. The atomic potentials are assumed to be spherically
symmetric so that the single-site t-matrices are appropriately expanded
.in an angular momentum representation. Each scattering is on the energy ‘

v 17
shell and may be defined in terms of the phase shifts. Taking the atoms

to lie in planes parallel to the surface, the planes are further divided
into "subplanes" all of which have an identical stfucture termed the
vfsubstructure"; The substructure is essentially thé.smallest structure
common to the primitive cells of all the atomic planes parallel to the
 surface. Furthermore, each subplane, by construction, contains only one
type of atom:and thereby has scattering properties described by a.single
t-matrix. The subplane concept greatly facilitates fhe performance of
‘the sums over scattering paths and naturally leads to the conceptual

 separation of scattering events taking place solely within subplanés and

those linkinggubplanes. The f£final result for the scattered intensity is
{ORS SIS DI ALY [Zw{i%-}ewj} &]
LL' v ’ PR LL'
.
(2m) ot
e e LU YRR a3

h

o -
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where the index L denotes the pair of indices (%,m), the YL_(;L\:J) are the
(real) spherical harmonics, and A is the area of the surface unit cell.
The sum over delta functions expresses the conservation law of Eq. (4)
arising from the two-dimensional periodicity o_f the subplanes. The

variable Y indexes a given subplane with its (fixed) or_iéin centered on

an atom at q)\) The matrix %, is defined by the equations

&_v . ‘2{,\’ + L Z %W' (5);{\,. | (%aa)

V' (#FV)

Lo = ko § - £ g 0 ()

\J

where K2 = 2mE/f|2. The matrices %\N and &SP are_appl_‘opriatel}; defined_ '
. structure f'acvtors similar to those found in the Korringa-Kohn-Rostoker
method cf energy band theory and are relatively straightforward‘ to
calculate. The matrix é\)("() is a diagonal matrix for single-site

scattering with elements .

42 {exp(Zi a&(.K.))- 1 _ E
2 21K | | 5y

t Z,V(:K') =
there 6“(K) are the phase shifts evaluated for the.t'ype' of scatterer in
subplane V. The matrix "r% represents all of the sca-titering events taking'
place solely bwithin the subplaned . Finally, the matrix ’%v represents v
~all of the scattering events which end in plane V. ‘

Although Eqs. (13) and (14) are not particularly transparent from
.a physical point-of-view, they do provide a straightférward mathematical .
procedure for calculating the intensities. Choosing L i)hase shifts to
.describe the velectrorn—ion—core scattering and dividing the model structure

into N subplanes essentially requires the inversion of an (N:Q2 x.le) complex
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matrix for exact solutions to Eq. (l4a). As an example of the total

computation time involved for such "eiact" intensity calculations, Tong

and Kesmodelzf;ported results with a computer program requiring approximately

30 seconds per energy point on a CDC 6600 machine and 6 seconds per point

on a CDC 7600 machine for a model calculation utilizing 5 phase shifts and

5 atomic layers. The computer Fime and storage reéuirements rise |

.rapidly as’the number of layers or phase shifts needed'foi reasonabkle

accuracy are increased. This fact has led to the proposal ofvvarioué -

pérturbation ;pproaches to the solution of Eqsy (14) or similar equations.z"zq‘
Duke and co—worker;b$idified Beeby's results to include an approximate

treatment of inelastic-collision damping and the effecﬁs of lattice

vibrations although the structure of the equatiomns is unchanged. Briefly,

the damping effects are introduced through the inclusion.of an electrénic

self-energy term Z(k,E) in the propagator of Eq. (9) ana a boundary

condition on the incident electron wave vector inside the solid which makes

it a complex number. Physically, these prescriptions cause the electron

wave fields inside the solid to be exponentiall& decaying, thereby reducing

the effects of multiple scattering. The effects of lattice vibrations

are included by means of a renormalization of the single-site t-matrices.

In essence, the scattering at each site is modified by a Debye-Waller

factor that accounts for the loss of electrons by quasielastic phonon
,Scattering. The phonon scattering is termed quasielastic because the -

bénergy changes involved are very small (AE = tm % 0.01 ev), and the phonon-
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scattered electrons are not separated from the purely elastic component
in conventional low energy electron diffraction e#periments. The
phonon scattering, however, can change the momentum>6f the electrons
significantly thereby causing a fraction of the electrons to be scattered
(thermal diffuse scattering) into the background between the diffraction
spots. The Debye—Waller corrections to the I-V profiles have the
general effect .of reducing the heights of the higher energy peaks in
relation to those at lower energies, but such corrections may also

‘'change peak shapes significantly.

For computational reasons a number of simplifying assumptions are

inevitably made. The atomic potentials are in principle obtained from: o

. self-consistent calculations appropriate to the surface region, but in
Practice bulk band structure potentials or potentials obtained from the;

overlap of atomic charge densities are employed. The effects of

‘inelastic damﬁing are normally included by a suitabl& parameterized electron
'self-energy term or by an optical potential model. Finally, the 1atticé
vibrational amplitudes are taken to be spherically symmetric and for mostL'” 

calculations independent of distance from the surface. Several systematicri

:célculations, ﬁfimarily for clean metal surfaces,vhave'ihdicated that
the above approkimations afe acceptable for achieving adequate agreement
‘'with experimental I-V profiles taken at comstant temperaturé. Obtaininé

the observed temperature dependence of the intensities requires more |

accurate treatments of the lattice vibrations.
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2.2.2 Data reduction methods

Two types of data reduction methods for the analysis of low-energy
electron diffraction intensity profiles and the eitracﬁ§on of surface
atomic geometry have been proposed in recent yearé?s—;;ince the general
validity of tﬁese methods is currently under study, we shall only briefly
outline the principles. The data reduction methods have their basis in
the fact that kinematical (single-scattering) features of I-V profiles
. are generally predominant. Although the multiple-scattering features
.’are rarely insignificant, it is argued that the effects of multiple
scattering may be greatly reduced or eliminated by suitable averaging
or transform procedures.

The first type of data reduction method involves the averaging of -
a‘large number of intensity profiles at constant momentum transfer
«§,= %: - gr ;t is well-known that the kinematical scattering intensity
is a function only of the energy E and §; while the multiple scaptering
»involves intermediate scattering variables and is not simply a function
of %Jand E. It is therefore proposed that averaging the intensity over
':éﬁsuitable diffraction parameter (such as the azimuthal angle),which keeps
§ and E constant,will retain the kinematical peaks in the intensity
pfofiles while averaging out the dynamical features. IOne_would then
‘ extract the surface atomic geometry from: trial calculations using a fitting -
ﬁrocedure with the relatively simple kinematical theory. Lagally g£_§;$25j2§1
'_have appliéd such a method in the analysis of data‘from Ag(11l) and Ni(lll) i'ﬁ

and their results demonstrate the kinematical appearance of the averaged B
' ' _ 29 30 ‘
profiles. As emphasized by Duke and Smith and Pendry, however, the



-18-

central question is whether the resulting smoothed curves are
sufficiently kinematical in character to be useful for accurate surface
structure determinations. This question has yet to be fully explored.
Thé second type of data reduction met:hodZ?x;ezs8 the Patterson function
or Fourier transform of the intensities Ihk(S), where (hk) denotes a
given diffraction beam and S is the momentum transfer in the direction

normal to the surface. In low-energy electron diffraction applications

these transforms take the form of a complex function:

P(x,y,2) = i 4/‘Ihk(8)exp[2ni(hx + ky + Sz)] ds (16)
h, k=—0s

Each point (x,y,z) in the space represents a position vector connecting
ﬁwo scattering éenters translated to an arbitrary common origin, and local
maxima in P essentially correspond to probable locations of scattering
centers providing data truncation errors and dynamical scattering do

27

not introduce anomalous peaks. Clarke et al. have used a real cosine
transform to examine the structure of the Pt(100) surface. Buchholz et a_l.28
have applied:a transform method to low-energy electron_diffraction data
from Ni(11l) with the conclusion that transforms of individual low-energy
electron diffraction profiles taken at different diffraction geometry

(e.g.v, different angles of incidence) are not the same, but transforms of
averaged low-energy electron diffraction data give expected autocorrelation
functions. Their conclusion points to a central problem with the use of
transform methods in low-energy electron diffraction,:namely that the

available range in § may not be sufficiently large to eliminate data

truncation errors and the effects of multiple scattering. Nevertheless,
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if these difficulties are surmounted the transform method offers the
advantage of béing a fast, automated procedure for surface structure
ahalysis.
- 2.3 Recent Analyses of Clean and Overlayer Systems
In this section recent applications of micréscopic low~energy
electron diffraction theory to the structure analysis bfvclean and simple

overlayer systems are described. The data reduction procedures of

intensity averages or transforms have not as yet beeﬁ'extensively applied
and will not be discussed: here. Althoughthe analysis of clean surfaces
appears to be in a rather satisfactory state of development, we shall see
below that the extension to adsorbed overlayer systems has met: with
éevefal difficulties. Specifically, disagreements between theoretical
analyses have arisen as to the structures, both in a qualitative and
‘quantitative sense, of certain overlayer systems. However, these
éontradictory analyses used independent sets of experiﬁental data and
discrepancies between the data are seemingly a major source of the
difficulty. We do not judge these problems‘tobbe fundamental but rathér
regard them as temporary set-backs in the rapidly developing methodology
of surface crystallography via l;w—energy electron aiffraction. |
- B ‘The anaiysis of clean crystal surfaces has provided the testing
ground for microscopic low-energy electron diffraction fheories. Work
has generaliy centered on the analysis of low-index faces of clean metals -
13,23,31~33, 13,153% 20,35,36, 13,37 :
namely, aluminum, copper, nickel, and silver. The importance of

systematic studies over a wide range of incident angles and diffracted

beams has been emphasized in order to examine the sensitivity and range
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of applicability of model calculations. Such studies have been recently

, 20,35,36 34 '
carried out for nickel and copper. As discussed in Section 2.2, current
theories employ reasonably accurate descriptions of both the elastic electron-
ion~core scattering and inélastic electron-electron collisions as well as
making approximate provisions for the effect of lattice vibratioms.
Figure 5is representative of the kind of agreement achieved in recent
model calculationszean clean metal surfaces. One notes the good agreement
between théory and eiperiment in terms of peak positions, peak widths, and
the angular evolution of the I-V profiles. The agreement in terms of |
absolute reflectivities and relative peak heights is less satisfacto:y but
ce;tainly adequate. Indeed, uncertainties in the eiperimental data |
and models of the electron-solid potential limit the geﬁeral agreement
in peak positions to within 2-4 eV and peak intensities*to within
apfroximateiy 50%. = The precision in peak positions shou1d allow the
determination of atomic distances to within approxiﬁately 0.1 R. The
. peak heights and shapes can also be greatly affected by small changes in
atomic positions, thereby providing an additionﬁl c:iterion-for optimizing
trial surface structures.

The structures of the uppermost atomic layers of tﬁe low index faces
. of aluminum, co?per;'and nickel appear to be very similar to the bulk
structures. Thé intensity patterns exhibit the two—d;mensional'unit cells
expected from the termination of the bulk structure.. Nevertheless,.
several researchers have investigated the possible expansion or contraction‘-
of the outermost atomic layer in the direction normal to the surface.

For the (100), (110), and (111) faces of nickel and for the (100) and (111)

faces of copper, the outer layer spacing was found to be equal to the bulk
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interplanar spacing to within 57%. Similar conclusions hold for the

1

(100) and (111) faces of aluminum but the outer layer of the (110) face

of aluminum is apparently contracted or moved inwa:&*lO—lS% relative to

33

the bulk spacing. The more challenging cases of the reconstruction of

clean surfaces such as occur for Pt (100) and Si(111l) will no doubt be
thoroughly studied with the attaimment éf extensive ekperimental intensity
data on these systems. |

The most interesting and technologically feleﬁant applications of
low-energy electron &iffraction theory have been to the analysis of
vordered adsorbate-substrate or "overlayer'" systems. Such ordered
overlayers may be formed, for.example, by the introduction of foreign
gas atoms or molecules to the surface of an initially clean single
crystal. As discussed in Section 2.1,‘these overlayer structures are
véry often characterized by a two-dimensional lattice periodicity
different from that of the underlying substrate, thereby leading to the
“occurrenceof ?dditional spots in the diffraction patterns. Model
analyses have presently been applied to low-coverage coincidence structures.
For these cases the adsorbed overlayer atoms are usually regarded as |
lying in a plane above an undiétofted substrate lattice, and the problem
reduces to thét of determining the vertical and horizoﬂtal registry of |
the overlayer with respect to the substrate.

Several such analyses have recently been réported,vaSt claiming

38-44

: ]
“accuracy to within 0.1 A in adsorbate substrate distances. Andersson

= 38 '
and Pendry examined the Ni(100) - ¢ (2 x 2)-Na system with the conclusion

-
that the Na atoms occupy four-fold coordinated sites at a distance of
39
2.87 X above the topmost Ni layer. Forstmann et al. reported an analysis
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of the Ag(111) - (3 x /3)R30° - I structure with the conclusion that
the iodine atoms occupy three-fold sites a distance 2.25 K above the
topmost silver layer. Demuth ggﬂgl?ohave examined the ¢(2 x 2) overlayer
structures of 0, S, Se, and Te on Ni(100) finding thé.adsorbate atoms
to occupy four-fold coordinated bonding sites at disﬁlacements of
0.90, 1.30, 1.45, and 1.90 K, respectively, from the centér of the top
layer of nickel atoms. ‘Andersson.ggngl?lclaim a similar structure for
the oxygen on nickel system but place the oxygen atoms at 1.5 A above the
nickel layer in variance with the results of Demuth et al. Finally,
‘Duke et a_lffzsuggest that the oxygen—-nickel structure is a four-fold
- coordinated reconstructed square overlayer with both Ni and O atoms
vlying in the range of 1.75 - 1.90 A above the Ni substrate. Thus,
considerably different structures have been proposed for the
N4 (200):» ¢c(@ x 2) - O systeh. Similar problems have arisen in the

| 40,43
analysis of the Ni(100) - ¢(2 x 2) - S system. However, in both of the
. above cases, different researchers analyzed different sets of experimental
data. The data were sufficiently different to caﬁse the differing
conelusions. These results, of course, point to the need for a large

base of reproducible intensity data for such overlayer systems before

accuracy can be achieved in terms of absorbate-substrate distances.
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3. CLASSIFICATION OF SURFACE STRUCTURES

3.1 The Structure of Clean Unreconstructed and Reconstructed

Solid Surfaces

Surface reconstruction is defined as the state of the clean surface
when its low—-energy electron diffraction pattern indicafes the presence
of a surface unit mesh that is different from the bulk-like (1 x 1) unit
mesh that is expected from the projection of the bulk x-ray unit cell.
Conversely, an unreconstructed surface has a surface structure and a
(1 x 1) diffraction ﬁattern that is expected from the projection of the
x-ray unit cell to that particular surface. Such a definition of surface
recoﬁstruction does not tell us anything about possible changes in the |
interlayer distances between the first and the second layers of atoms at
the surf#ce by contraction or expansion in the z-direction perpendicular
to the surface that can take place without changing the (1 x 1) two-
dimensional surface unit cell size or orientation. Indeed, several lo&
Miller index surfaces of clean monatomic and diatomic solids exhibit

unreconstructed surfaces, but the surface structure also exhibits

contraction or expansion perpendicular to the surface plane in the first l'

P ’

layer of atoms.

Over the past several years the intensities of the various low-energy

electron diffraction beams have been measured for clean‘aluminum; nickel,
silver, coppe;f%nd>tungsten surfaces, as well as for lithium fluoride.

In all of these studies, low Miller index (100), (110), or (111)) crystal
faces have been investigated. Using these experimentalbintensity data,

calculations have been performed to determine the position of surface

atoms based on theories in which the only adjustable parameters are the
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atomic positioﬁs at the surface. Diffraction beam intensity data is
available for several other monatomic and diatomic solids, but with these
the structure analysis has been lacking. The calculations indicate x-ray
unit cellto within 5% of the interatomic distance for atoms in the : -
aluminum(100) and (111) and copper(100) and (111) crystal faces as well
as for nickel(100),(110), and (111) crystal faces. These calculations
can determine the atomic position in the surface layer within 0.1 &.
However, the (110) face of aluminum was found to be contracted by about
10—15% from the bulk interlayer spacing.B3 The best agreement between
calculations and experimental intensities for A1(110) are obtainéd when
the surface atoms are allowed to move closer to the second layer. Sinée
the aluminum(110) crystal face is of somewhat lower atomic density than
the (111) or (100) crystal faces,this observation m#y signify'a trend
that would indicate that surface rearrangement without reconstruction by
expansion or contraction of atoms in the z—direction.méy take place in more
opeﬁ crystal faces while such an occurrenceis not likely in high density,
low surface free energy crysﬁél-faces.
Similar changes in the interlayer spacing?have been calculated by

'

. | - | 0 ,
Laramore and Switendick for the (100) face of lithium fl’uoride.s According

to their calculations, the top lithium and fiuoride ion sublayers were , T S

- separated by about 0.25 R. The lithium ion sublayer appears to be contracte&.
- by a greater amount towards the bulk. Low-energy electron diffraction | |
experiments indicate that various alkali metal halidev(loo) surfaces have
the (1 x 1) surface structure that is expected from the projection of the

-1 -

x-ray unit cell. However, Gallon et al. have shown that the stoichiometry

of the alkali metal halide at the surface may be very different from the
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composition in the bulk. There may be surface excess of elther the
alkali metal atom or the halogen. While such chaﬁges do not seem to
affect the unit cell size at the surface, this non~stoichiometry mayvbe
responsible fér the magnitude of the contraction of the sublayers at

the surface. The change of interatomic distance at alkali-halide surfaces
have been calculated by Benson et _a_]_.s ind others without the need of
assuming non-stoichiometry. However, the magnitude'of their predicted
~values are different from those calculated in the loweepergy electron
diffraction analysis of Laramore and Switendick. Low-energy electron
diffraction studies of the surface structure of lithium hydride by

- Holcomb et _a_l:s indicated that the composition at the surface is dififerent
from that of thé-Bulk composition. There is evidence of precipitation

of the.alkali metal on the alkali hydride surface. . During these chemical
changes, however, the surface diffraction pattern remained characteristic
of (I x 1) unreconstructed surface stfucture. Thus, it appears that

at least for alkali halides the surface free energy ié lowered by the
introduction of excess defects, positive or negative ion vacancies, that
will change the chemical composition énd resuit in a marked non-étoichiometry
in the surfécé iayer. In this way the surface freevenergy is to be
lowered more than by suitable reconstruction of the surface by which atoms
occupy new equilibrium positionms. The surfacebfree energy,'of course,
may also be lowered by changes of interatomic distances perpendicular

Ito thé surface plane. We will observé a combinatioq of these effects
én.these ynreconstructed ionic crystal surfaces. It is expected that

compound semiconductors, those formed from elements in the II-VI and III-V

groups of the periodic table, may also show similar_effects; There are
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several cases where both the surface composition and the surface unit
cell changes simultaneously. These changes that appear on various
oxide surfaces will be discussed below.

3.1.1 Surface reconstruction

There are several low Miller index surfaces that exhibit reconstruction,
i.e., the surface unit mesh is different from the usual bulk-like (1 x 1)
meshfss These reconstructed surfaces are the silicon (111), (100), and

ﬂﬂ$7 , : 56 58
(110), the germanium (111), (100) and (110) surfaces, the diamond (111),

59 60
the platinum (100) and (110), the gold (100) and (110), and iridium (100)
‘ 6i _ 62 _ 62
and (110) surfaces, the bismuth (1120), the antimony (1120), and the
: é3
. tellurium (0001) crystal faces. Various diatomic solids, the gallium -

- (1 , ‘ ___ &
_ arsenide(lllb(lll) crystal faces, the gallium antimonide(111l) and (111),

4s well as the cadmium sulfidésggd zinc oxide(0001) faces and oxides under
suitable conditions, i.e., vanadium oxide, aluminum oxide, and barium
titanate?ZISo exhibit surface reconstruction.

One of the most detailed studies of surface reconstruction was
carried out én the silicon(11l) surface?o Upon éleévi_fxg at 25°C, the
surface exhibits a (2 x 1) surface structure.. On heating to about
300-400°C, the surface structure changes, according to Month, the .

(2 x1) structﬁré éonverting to the (7 x 7) structure; The (7 x 7)
structure is then the stable structure of the (111) crystal face. Joycé,
however, reported that in the presence of trace impurities,.such as iroﬁ
or nickel, the (2 x 1) surface is converted first td a (1 x 1) structure
at 400°C, and the (7 x 7) structure forms only upon heating to 700°C.

There is enough evidence o indicate that the temperature at which the

impurityestabilized (1 x 1) surface structure transforms into the (7 x 7)

7
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structure depends markedly on the amount and the nature of the trace
impurities on the surface.

' There are several theories that can explain surface reconstruction
in the absence of any major change in chemical compositcn at the
surface. °~ Taloni and Haneman showed that relaxation 6f surface atoms out
of the surface ﬁlahe increases the overlap of localized electron orbitals,
‘ thereby lowering the surface free energy. Trullinger and Cunningham
zﬁroposed that the softening of pﬁbnon modes at the surface gives rise to
the periodic relaxation of surface atoms. All of these models indicate
that surface reconstruction is indeed possible and resuits in a lowering
of the surface free energy, but they do not predict the unique surface
structure that is likely to be most stable. Since transformation from
one surface structure to another can take place on both silicon and gefmanium
sﬁrfaces as a function of températﬁre, the magnitude of the surface emergies
aséociated with the two structures are within kT of each other. Such

e

évsmall energy difference should make it difficult to predict the relative
étability. | |
Among metals, the most consistent changes of the surface structure
were observed for the (100) crystal faces of three 5d transition metals
that are neighbors in the periodic table. These metals are gold, platinum;
and iridium,  All three metals exhibit the so-called (5vx 1) surface
structure that is shown in Figure 6. There are two ﬁé#pendicular domains
of this structure, and there are 1/5, 2/5, "~ 3/5 and 4/5 order spots
‘ bétweén the (00) and (10) diffraction beams. The sufface stBucture is
not quite as simple as the short-hand notation indicates as is shown by

the splitting of the fractional order beams. The surface structure
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appears to be stable at all temperatures from 25°C to the melting point
althoughan:eievauﬂtemperatures impurities from the”buik.can come to the
surface and cause a transformation of this structure to the impurity
stabilized (1 x 1) surface structure{;q Carbon at the surface that may
diffuse out of the bulk in minute quantities or adsorbed gases of various
types, CO, CZHZ’ etc., can cause the surface atoms to relax back to their
bulk—like (1 x 1) atomic positioné?q The diffraction beam intensities
~of the (5 x 1) structure are nnder close investigation in many laboratories.
Preliminary calculations by Clarke et al??;nd in this laboratory
indicate that a model for Pt (100) in which the surface atoms assume a “
.distorted hexagonal configuration by out-of-plane buckling, is favoredt‘
The apparent (5 x 1) unit celi is then the result of coincidence of the
Eetomic position of atoms in the surface, i.e., in tne distorted hexagonalv
iayer, with atoms of the undistorted eecond layer Beiow. Surface atome_.
in any crystal face are in ananiscaropic environment which is very different”
from that aboutdbulk atoms. The crystal symmetry that is experienced
by each bulk atom is markedly higher than for atoms placed on the
'7surface. The change of symmetry and the lack of neighbors in the
direction perpendicular to the surface permit displacenenﬁiof the surface.fvi:
etoms in waYsitnat are not allowed in the bulk.  Surface relaxation can :
give rise toia multitude of surface structures depending‘on the electroniginf.”
structure of a given substance. It is indeed surprieing that there are .:"
' eo many solid surfaces that do not exhibit surface reconstruction. Tne _
v:adsorption of gases, such as oxygen or hydrogen, or the presence of

impurities that segregate on the surface from the bulki:may cause or

" inhibit surface reconstruction as indicated by manyireCent experiments.
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Changes of chemical compositon at the surface can produce marked
changes in surface structure and cause the formation of a new surface
unit cell. The (0001) crystal face of AlZOj has been studied by several
researchers. Upon heat treatment to elevated temperature thére is an
apparent reconstruction of the surface oxides evidenQFd by the formation
of a new diffraction pattern that is accompanied by oxygen evolution.68
In ultrahigh vacuum such heat treatment has resulted in the transformation
of the (1 x 1) surface structure to one characterized by a (ySivx BLR * 95;
unit mesh. Structural rearrangement was accompaniéd by the loss of
oxygen; therefore, it has been interpreted as an oxygén—poor or a reduced
oxide surface structure. | The structural transformation is reversible,
however, depending either on the partial pressure of o#ygen or on the |
presence of excess aluminum on the surface. The ccﬁplex surface structure
whose formation is observed can be explained assuming the formation of -
Al0 or A120 at the surface. Fiermans and Vennik reported on some
interesting observations on vanadium pentoxide.67’Undef the influénce
of the low-energy electron beam incident on the surface, the transformatioﬁ ‘[:

of V205(010) to V (010) was observed in the surface layer accompanied

12°16
by the loss of oxygen. They have demonstrated that this proceeds by
domain formation on the surface and the two different structures V12016(010)-

'(6 x 1) and V (010)1 x 2) are involved depending on the degree of non- .

12°16
stoichiometry of the sample. Studies of Szalkowski et al. have confirmed
that the surface of-V205 is unstable and it is reduced in vacuum. There
afe‘lower oxides, VO0 9 V203 and VO2 that retain their surface composition

which is the same as that of bulk compoéition within the experimental

accuracy (5%).
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69

Aberdam and coworkers have observed the diffraction'pattern from the
(001) face of‘bérium titanate, §aTi03, prepared by different heat treatments.
Near 1120°K the (1 x 1) mesh is noted which chénges aftef.a long period
to the (yﬁ;x /3) structure, The surface arrangement is considered to be.
due to the ordering of vacancies at the surface. A hysteresis in the
temperature curve was found between 370-~700°K and this could be associated
with a cubic-tetrégonal surface phase transition.

So far, we ﬁave noted three examples in which thé reduction of the
surface oxide causés a change of surface structure and surface unit cell.
The effect of the reverse process, oxidation, has caused similar rearrangemeht;
O#idation of nickel and other metal surfaces may cause reconstruction of ' :
the surface layer and the surface layer is then characterized by a mixed..
layer containing both oxygen and metal atoms although the evidence is
still circumstantialvas to the chemical character of»ﬁhe structure of the
reconstructed layer. Most experiments indicate that such a rearrangement_3v' ”

ié likely to take place during highly exothermic surface reactions such

as oxidation, nitridation, or during the formation ofﬂgarbides.

.

3.1.2  Stepped, high Milier index surfaces
Low-energy electron diffraction studies havé beenbapplied, in generél,
© to study the surface structure of close-packed faces of solids of low
Miiler'index. These surfaces are chosen for structufél investigation
'éiﬁce they have the lowest surface free energy, and they are therefore
stéble with fespect to rearrangement of crystal faces or to disordering

up to or near the melting point. Studies of surfaces of high Miller index

and higher surface free energy are important in their own right. It is
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Figures 8A - 8D. The terrace width is calculated from_the doublet
separation while the step height is obtained from the variatipn of the
intensity maximum of th; doubiet diffraction beam featﬁres with electron
energy. Let us consider the analysis of these diffraétion patterns.
Several approaches are available in the literature, all kinematic
and all yielding the same results. Henzler,78 extending the derivation

by Ellis and Schwoebe1,76 has shown that the scattered intensity, I, at

an angle ¢ with electron beam incidence normal to the terraces is given byA

sinzf%k * ‘a(N + 1)sin¢]

I = constant ° 2.1
sin“[¥k ¢ asing]
- 1 1 .
~ x Y S[ZK(N+a + g)sing + 2kd(1 + cos$) - im) (17)
1= ;

where the terracé has (N + 1) rows, k = 21/, a is the seﬁaration of the.
v atomic rows, d is the step height, énd g 1s the horizontal shift of one
terrace compared to that below it. Thé first term is fhe intensity
.distribution for a grating of (N + 1) slits and the maxima are given

by the Bragg equation

1
2k + asing = nm . “ (18)

The second term in the sum of O-functions with a separation A¢ given
(near ¢ = 0) by:A¢ = A /(Na + g), in other words, dependént only on the
&idth and the displacement of the terraces. When two delta functions fall.-
onva maximum of ﬁhe intensity curve, a doublet arises gnd when only one |
delta function fails on the maximum of the intensity function,ya singlet

is observed. The delta functions converge towards the specular refléction

of the high-index plane. The spot pattern itself, howeﬁer, converges
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important to elucidate their atomic structure and stability under a variety
of experimental conditions in the presence of reactive and inert gases
and in vacuum.

The earliest diffraction observation from a high index surface is
probably that of niobium.75 The fifst detailed study of a stepped surface
of this type is that of Ellis and Schwmbbél?G They hé& examined a uranium
~ dioxide, U02, crystal cut at 11.4° from the (111) plane in the (112) zone.
Heating this sample at 1100°K in ultta—higﬁ vacuum fof one hour produces -
a diffracton pattern resembling that from a U02(111) ciystal face except
fhat the spots were elongated and appeared to be split into multiplets.
Heating at 1200°K in 10_7torr oxygen generated a pattern with each klll)
spot resolvéd into a well-defined doublet at certain electron energies.
This behaviour with doublets appearing in place of single spots characteristic'“
of a terrace geometry has been reported for all of thé stepped surfaces
examined. Recent low-energy electron diffractton investigations of

_ 77 78 ' 78 79
copper, germanium, gallium arsenide, and platinum surfaces indicate that
fhe surfaces\of crystals characterized by high Miller index consist of
' terraces of low index planes separated by stpps often one atom in height.
The ordered stepped surfaces displa&ed varying degrees of thermal stability.
Figure 7 shows one crystallographic zome of a face-centered cubic crystal.v‘
. The circles indicate the direction and angle of cut of the various higﬁ
Miller index éurfaces and Table I indicates the Miller indexes associated
with these crystal surfaces. The diffraction patterns that are obtained o

from the various high miller index surfaces and the surface structure

that can be derived frem these diffraction patterns are indicated in
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towards a (00) spot of the terrace plane. It has been shown that the
separation of the doublet is inversely proportionalbto (Na + g), the

tersace width, which is therefore easily determined. Also, the step height

can be found from

150 2
VOO(singlet max) 4d2 s . (19)

where V00 are the voltages where a singlet of maximum intensity is
observed, g_is the step height and s is an integer. This method has begn
applied to the determinafion of step height by Henéleg3gnd by Joymer,

Lang, and Somorjai?q 'rhe diffraction patterns to be expected from

-stepped surfaces have also been examined using lasér simulation by

Campbell and Ellis, who have shown that the single scattering diffraction
pattern is potentially very informative. The terrace width does not

have to be very precise to obtain satisfactory diffraction patterns.
Houston and'Park?zin a theoretical study, have shown that there may be a
great deal of.uncertainty in the sfep width. All that is needed is that
on an average the stép width is well-defined to obtain a diffraction pattern
of satisfactory quality. That is, if the diffraction pattern indicates
that the terrace.width is 6 atoms wide, this does not rule out the presence
of a large number of terraces 4,5, 7 or 8 atoms wide. Since the
‘rearxrangement qf high Miller index surfaces to ordered low index terraces
‘separatdd by step takés place regardleas of the chemical bonding in the
crystal, it may be regarded as a general structural property of high

-index surfaces. It is therefore of value to have a standardized
nomenclature tévidentify stepped surface structures. Stepped surfaces

are indicated by the postscript S so that Pt(S) indicates a stepped
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platinum crystal surface. The ofdered step array can then be comﬁletely
designated by the width and the orientation of the terraces and the height
and the orientation of the steps. Thus, a stepped su:face may be
designated as Pt(S)[m(111) i n(1B0)], where m(11ll) deéignates a terrace.
of (111) orienfation and m atomic rows in width andAn(100) indicates a
step of (100) orientation and n atomic layers high.‘ Pt(S)—[m(lll) x.(100)]v
indicates the structure of various high Miller index platinum stepped
ﬁurfaces having steprheights.of one atomic laye:. , (The_& is not showan
in front of the step orientation.) A more detailédAdéscription of
nomenclatufe'of more complex stepped structures is given elsewhere.

The thermél stability of the steps is of great interest; however,
only a few studies have been directed to probe the high temperature
structural prdperties of high Miller index surfaces. For semiconductoré,
: ﬁhere the surface is generated by cleavage, the steps m;y be removed'at: |

 e1evated temperature and faceting occurs. But, in métals, the stepped

-high index surfaces are found to be stable close tobthe'melting temperature}}',

Perhaps the most significant property of stepped surfaces is their -

'great reactivity as compared to low index crystal faces. The chemisorption

of hydrogen, oxygen, and carbon monoxide was studied by low-energy
electron diffraction on ordered stepped surfaces of.platinum. The
 stepped surfAces behave very differently during chemisprption from thosé:
jpf low indei plétinum surfaces, and the vnrioué.stepped surfaces also-
vbehave differently from each cher. Hydeegen and oxygen, which do not-
chemisorb easily on the (111) and (100) crystal fa;es of platinum,chemisofb;"

readily at relafively low temperature on the stepped platinum surface.
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In contrast to the ordered adsorption of CO on low index platinum surfaces,
where several ordered surface structures have been detécted, the
adsorption is disordered on stepped surfaces, and there is evidencewof
»Aissoziation of the molecule. Perhaps the best evidence of the
" enhanced reactivity of stepped surfaces comes from molgcular beam studies
on platinum surfaces. The hydrogen-deuterium exchange to form hydrogen
deuteride, HD, was studied on (111) and steppedvplatinum surfaces. While
the scattering of both H2 and D2 was highly specular from the (111)
crystal face and no HD signal could be detected at any surface temperature
between 300-1000°K for any angle from the surface normal, HD is readily
detected from stépped surfaces over this tempesature range. Between
5-10% of the incident deuterium is converted to HD on a stepped surface
with 9 atom wide (111) orientation tetraces. It appears that at least
on platinum surfaces the dissociation of largé binding energy diatomic
molecules takes place at steps or at least steps play a rate-determining
role in the chemical process. The reactivity of stepped wurfaces was
also inVestigated during the chemisorption of various hydrocarbons on
- platinum surfaces. Aromatic and aliphatic hydrocarbons adsorbed on
low index (111) and (100) platinum crystal faces without any apparent
-deccmposition*or dehydrogenation in the temperature range of 300-500°C.
: Low~energy electron diffraction and work function change measurements
both indicate that these molecules remain intact on the low index platihum
‘surfaces. Therefore, tﬁeir surface cryétaliograﬁh& may be studied
conveniently invthis temperaturerange. The chemisopption of over 25

hydrocarbons has been studied by low-energy electron diffraction on four
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differeht stepped crystal faces of platinum, the Pt(S§)-]9(111) x (100)],
Pe(S)-[6(111) x (100)], Pt(S)-I7(111) x (310)] and Pt(S)-[4(111) x (100)]
structures.86 These surface structures are shown in Figﬁre 8. The éhemi-
sorption of hydrocarbons produces carbonaceous deposits'with characteristics
which depend oﬂ the substrate structure, the typé of hydrocarbon
chemisorbed, the rate of adsorption, and/the surface temperature. Thus,

in contrast with the chemisorption behaviour on low Miller index surfaces,

- breaking of carbon-hydrogen and carbon—cérbon bonds can readily take

place at stepped surfaces of platinum. Hydrécarbons.on the [9(100) x‘(lOO)] 
and [6(111) x (100)] crystal faces férm fostly ordexed partiadly -
dehydrogenated carbonaceous deposits while disordered carbonaceous

layers are forﬁed on the [7(111) x (310)] surface, which has a high
concentration of kinks in the steps. The distinctly different chemi-
sorption dharacteristics of.these stepped platinum surfaces can be
explained by considering the interplay of four competing processes:

(1) the nucleation and growth of ordered carbonaceous.sﬁfface structures,
(2) dehydrogenation, i.e., breakinggof'cérbon—hydrogen bonds in the
adsorbed organic molecules, (3) decomposition of the organic molecules,
i.e., breaking of both carbon-hydrogen and carbon-carbon bonds ét steps,
and finally, (4) rearrapgement of the substrate by faceting. On the
[9(111) x (100)] and [6(111) x (100)] crystal faces, processes (1) and (2)
predominate. On the [7(111) x (310)] face process (3) predominates,

| while proceésf(4) is the most important on the [4(111) x (100)] face.

The importance of atomic steps in surface chemical reaction on platinum -
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cannot be emphasized strongly enough. In many reactions the dissociation
of large binding energy diatomic molecules is a fate—limiting step.
Atomic steps appear to catalyze this process. The lack of reactivity
of low Miller index surfaces in hydrocarbon reactions.indicates the
importance of steps in breaking carbon-hydrogen and carbon-carbon bonds
so important in various éurface reactions of hydrocarbons. The
nucleation and growth of ordered carbon structures that appear only on
stepped platinum surfaces are important in catalyzing complex structure-
sensitivevofganic reactions such as isomerization and dehydrocyclization.
It appears that by cut;ing the right stepped surface. one can produce
prototypes of surfaces present on most catalysts under industrial
conditions and using these ﬁell—defined, well-characterized stepped
surfaces, one can establish correlations between chemicai reactivity
and surface structure under controlled conditions. II; appears that
stepped surfaces are more characteristic of the structure of real surfaces
that participate in crystal growth or vaporization or surface chsmical
reactiorsy » Hence, the electronic and atoﬁic properties of stepped
surfaces, their chemisorption and reactivity will be a topic of intense
investigations in the future. |

3.2 The Structure of Adsorbed Gases on Solid Surfaces

Much of thé thrust of surface crystallography is aimed at understanding j}
the structure of adsorbed gases on surfaces. Experimental information i
on the structure of adsorbed gases from low-emergy electron diffractionv
studies has been accumulating rapidly since the late 1950's. Most of

the experiments initially concentrated on the adsorbed structures formed
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by monatomic and diatomic gases on low Miller index surfaces of monatomic
solids.88 The gas species, in most cases, has molecular dimensions which
are smaller than the interatomic distances in the substrate. Only in

a few recent instances, such as in the cases of oxygen, selenium, and

. sulfur adsorption on nickel(100) surfaces, have.low—ehergy eiectron
diffraction intensity analyses been used in efforts to identify the unique
atomic  positions of'these adsorbed atomsor molecules on the surface

as well as the distances of separation from the metal atoms. In the
over two hundred surface structures that have been repotted, the surface
structures were identified only by viewing the diffraction pattern
without making use of the intensities of the various diffraction beams.
The diffraction pattern, of course, reveals the rotéfional symmetry and
the size of the unit cell of the surface structure with respect to that
of the substrate. This information, however, does not define a gnique
atomic site for -each adsorbed species as the diffractiOn‘pattern may be
assigned to several surface structures, all of them characterized by the
same size and symmetfy of unit cell. This section. will be concerned
only with a discussion of the surface struc;ure of adsorbed gases as
determined from the symmetry and separation of the diffraction beams in
the diffractibn pattern. The discussion will be restricted to gases
that do not undergochemical reactions on and with the substrate. Thus,
. the adsorbed structure observed on stepped surfaces will_not be discussed
but the papers that discuss the structures of these partially dissoqiated
organic molecules adsorbed on stepped surfaces are referred to in the

previous section. Such chemical reactions are quite common and may
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follow the chemisorption of oiygen, hydrogen, or other reactive molecules.
We shall diécuss the surface structure of adsorbed gases on low Miller
index surfaces in two parts. First, the surface structures of small
molecules will be discussed, and then in a separate section the surface

structures of adsorbed hydrocarbons, large aliphatic and aromatic molecules

will be reviewed.

3.2.1. Principles gﬁ’ordered adsorption

Practical studies of adsorption require surface coVerage of the
adsorbed gas that is greater than about 5% of the number of available
surface sites, which is approximately 1015 atoms/cm2 under the conditions

55 |

of most experiments. The coverage, ¢ , is determined primarily by the

residence time, T,. of the incident atoms or molecules and by the incident

flux, F,
g = 1T°*F . (20)
The flux is given by
molecule : 22 Pt rr
F(———————° 78] = 352 x 1077 — : (21)
cm’ sec (MT)

using the kinetic theory of gases, while the residence time can be

expressed as

T = 71 exp[AHadS/RTJ R (22)

0
where P is the vapor pressure and AHads is.the heat of adsorption. T 0

is related to the period of a single surface atom vibration, and the other

symbols have their usual meanings. Frequently, 0= 0/00, the degree
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of covering, is defined in discussing the properties of the adsorbed
layers where 00 is the number of surface sites available for adsorption.
The experimental conditions are adjusted By manipulation of the flux or

the temperature to obtain measurable adsorption rates or coverages. The

heat of adsorption depends on the coverage and therefore it is customary

to define
i€ (($%ads | 23
ads dN T ’ o
diff - '
where AHads is the increase in the heat liberated by the adsorption of - -

an additional amount of gas, dN.  Reécently, work function measurements.ﬁnd
ellipsometry have been used to obtain the differential heats of adsorption
as a function of coverage using single crystal surfaces. Such measurements
reveal the natﬁre of the molecular interaction in the adsorbed layer,
whether it is attractive or repulsive. The orderingofirare gases,'xenonv'
and argon, which have low heats of adsorption (2-8 kcal/mole) have been
.studied successfully in the temperature range of 10-78°K. On the other: .
 hand, most molecules tha£ chemisorb, i<e., have high heats of adsorption N
(> 15 kcal/moié), can be studied readily at 300°K and even at low gas
préssures‘that.are qommonly used in low—energy electron diffraction studies 
(< 10—4 torr);

Ordering of:the molecules on the surface requires th#t the adsorbed
species have sufficient mobility; thus, the adsorbed-molecules have to
be able to ofercéme the activation energy, AED, that is éssociated with  ’
surface diffusion. Fortunately, the heat of adsorption, Aﬂads’ is in
general greater than AED by at least a factor of two in most cases, so

that the coverage remains relatively unchanged while surface ordering proceeds.
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Indeed, two-dimensional gas-~1liquid-solid transitions are possible

because the adsorbed layer is now protected from desorption or

diffusion into the bulk by large activation energy barriers for many of

- the systems of interest. It has also been found that suitable impurities
adsorbed on surfaces can reduce the activation energy of surface diffusion
so that ordering may commence in the presence of certain cataiysté at
lower temperatures. Léw-energy electron diffraction studies of ordering
as a function of coverage have detected order-disorder transitions that
were likened to liquid-solid transitions in two dimensions as a fﬁnction

of coverage and temperature. Disordered adsorption at low coverages can
be followgd by ordering with increasing coverage as the motion of the -
molecules in the adsorbed phase becomes restricted. In order to overcome
the decrease in entropy that is associated with the formation of the orderéd:.
layer on the surface, there is likely to be a large heat of ordering
(exothermic) similar to the heat liberated in freesing a liquid. If
the attractive interactién between the adsorbed molecules is large,
ordered islands of the adso;bate may appear at low coverages. If the
attractive interaction between the adsorbed molecules is weak compared
to RT, the thermal energy at the temperature of the expefiment, the adsorbed
layer remains disordered. Ordering of these disordered layers may be |
controlled b& changing the temperature of the substrate and/or changing
the coverage. . In general, the important system parameters that control
ordering are the heat of adsorption as a function of coverage and the

activation energy of surface diffusion, while the important experimental

parameters are the coverage and the temperature.



—42-

3.2.2 The structure of small adsorbed molecules on low Miller

index surfaces

The substrates that have been most frequently used in adsorption
studies by low~energy electron diffraction were the:highest atomic
density crystal faces of monatomic solids with face-centered cubic or
Body—centered cubic érystal structure. These crystal faces also have
the lowest surface free energies and are therefore the most stable.
Tables 11, III, and IV 1i$t the surface structures of small adsorbed gas
molecules that have been reported. A previous compilation 3;3 revised
to include the over thirty new surface structures that wefe reported in
the past twoyearssSurface structures of gases that wéré'adsorbed on
substrates with 2-fold, 4-fold, and 6-fold rotational symmetry are
tabulated separately, since this classification permits useful correlation
of the varioﬁs structures. Inspection of these tables reveals that
most of the surfaces are characterized by (1) the sﬁa;lestvunit celi
permitted by the molecular dimensions and adsorbate-adsbrbate and
adsorbate-substrate'interactions, and (2) the molecules adsorbed on the
~surface are likely to form ordered structures that.have the same
iotational symmetry as the substrate. These correlations were expressed
.as the rule of "cloéé—packing" and the rule of rotational symmetry, and
their judicious applicaﬁion permits the prediction of surface stwuctures
oY surface units cells with a reasonable degree of accuracy. There are,
of course, exceptions to these rules of ordering. These arise if there
is a chemical féaction betweeh the substrate and the adsorbed molecule.
The presence of multiple binding states, detectable for example during

the chemisorption of CO on several metal surfaces, also makes the application
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of these simple rules difficult. It appears that fo;'small molecﬁles,
whose dimensions are smaller than or similar in size fd the interatomic
distances in thé substraté, violation of thé rules of ordering is
indicative 6f chemical ihteraction with the substrate that results in the
formation of coincidence lattices withvlafge'apparent unit cells. It
should be noted that such rulesbare eigher not applicable or rarely
applicable to molecules whose size is greatér than the interatsmic
distance in the substrate plane. These adsorbates may overlap several
‘substrate atoms and their interaction withthe substrate maymbe described
| only by a complex potential energy surface that contains contiibutions
from many surface atoms. Also, in this case, the nature of the
attractive interaction between thevadsorbed molecules.éhould play a more
important role in determining the adsorbate structure. “Thﬁs, shése |

surface structures will be discussed sepérately in the next section.

3.2.3 The structure of large adsorbed molecules on solid surfaces -
The surface structure of adsorbed xenon has been studied on §arious
substrate surfaces. Early evidence from studies of xenon adsorption
on a graphite substrat;q£rovided support for site adsorption by demonsttating>
the existence 6f.(J§ x V3)-R30° xenon structure af 90°Kf At lower R
equilibrium surface coverages, fuzzy ring-like diffradtion.features were
observed and were considered as indicative of close-packed arrangement.
Palmberélias examined the adsorption of xenon on palladium(100) at 77°K
in combination with work functipn measurements and Auger electron spectrosdoby;
Again, extra diffraction features appear omnly as the monolayer coverage -

is reached and the xenon structure has the symmetry of the substrate with
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unit cell vectors parallel to those of the underlying metal. The unit
cell size is, ﬁowever, not related to the palladium unit cell and yields
a xenon-xenon spacing of 4.4 X, close to the solid xenon value of 4.37 A.

The packinggof the physically adsorbed layer is therefore dominated by the -

xenon—-xenon attractive interaction. Xenon adsorption on the (100) crystal -

' ' 93
face of copper at 77°K was studied by Chesters and Pritchard, who again
observed disorder at low coverages giving way to doﬁains of ordered
xenon at close to the.monolayer. Here the physicaliy adsorbed layer

has 6-fold symmetry rather than the 4-fold symmetry of the (100) copper

. substrate and the xenon-xenon distance of 4.5 + 0.1 A is found. Ignatiev et al.

" have demonétrated the growth of ordered (111) orientation xenmon films on
" an iridium(iOO) substrate. Thus, it appears that regardless of the ‘ 
substrate structure and rotational symmetry, xenon forms a (111)
- orientation overlayer on the various substrate surfaces. Similar resﬁlté
were obtained 1na systematic study by Dickey_gg_gl{jit 8°K where orderéd
structures were reported for the physical adsorption of argon énd neonl'
on the (100) plane of niobium. |

Low-energy electron diffraction and work function change studies
~ of the adsorption of a liarge number of substituted aromatic molecules 
were carriéd out by Gland and Somorjaiegz9fhe (111) ;ﬁd (100) crystal :
faces of platinum. These studies were carried out at low pressures
(10'-9 - 10'-7 torr) and at temperafures of 20-300°C. Aftgr adsorption,
reorientation of the molecules in the adsorbed layer is necessary to form
the ordered structures. Molecules that have eithé: higher rotatiomal

symmetry,mﬁhitylene for example, or have only small size substituents

on the benzene rings, exhibit better ordering if the adsorption is carried

I
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out at low incident flux, The adsorbed lnyers;aré more ordered on the
(111) crystal face than on the (100) crystal face of platinum. The work
function changes upon adsorption range from -.3. eV fbr cyclopentane. to
-2.7 eV for pyridine. The surface structure and the corresponding work
function changes that were observed during adsorption are shown in

Table V. Both the diffraction and wbrk function change data indicate
that, undef the conditons of these experiments, all of the mélecules
chemisorb with their benzéne ring parallel ‘to the surface and interact
with the metal surface primarily via the T electrons in the benzene ring.
' The substituent groups play an important role in de;ermining the ordering
characteristics of fhe overlayer but do not markedly affect the strength
of the chemical bond between the substrate and the absorbate. An -
interesting case history of change of chemi¢ai bonding with increasing
coverage is that of benzene adsorbed on Pt(111). Benzene first forms a

disordered.layer on the Pt(111) surface but with further exposure, the

2 2
4 4

- in terms of the vectors of the substrate mesh.) Continued exposure

Pt(lil)-(' ).-benzene structure is formed. (We use matrix notation

~ results in the transfo;mation of the surface structure to another ordered
surface structure Pt(lll)—(%g §> . The first structure forms shortly

after the minimum in the work function change has been reached A¢ ¥—1.4 vol;s;
After the minimum has been passed, the work function change increases towafdfi
a steady state value of‘_o;y volts. The second ordéfed structure <—§ g) 3
forms when the work function changeis about -1.1 volts. This corrélation |
between the transformation of the benzene surface structure and: the change "

in the work function suggests that the orientation of the adsorbed benzene

molecules is changingmarkedly as a function of increased exposure.
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A decrease in the density of the adsorbed layer during the

order-order phase transformation is not poésible because of the high

flux that is continuously incident on the crystal throughout the experiment.

In fact, the density of the adsorbed layer is increasing during continued
e#posure_aé indicated by the observation that highgr incident benzene
flux causes fhe transformation of-one benzene surface structurg'to another
to occur more rapidly. The work function change indicates that there is
a decrease in the magnitude of the charge transfer occurring as the
density of the adsorbed layer increases. If the adsorbed species has the

same bonding characteristics during the transformation and the covérage'

increases, the work function would be further decreased. Thus, the increasing

density accompanied by a decreasing magnitude of Work function‘change can
only be exflained by assuming the area of the adsorbed molecgle must be
decreasing. A likely model consistent with these criteria is that
initially bemzene is adsorbed with its ring parallel or at a small angle
to the Surfacé. The final adsorbed state may involve reoriented benzene

molecules adsorbed with their rings at a large angle or perpendicular to

the surface. The initial adsorbed species would be held on the surface - L

by 7 bonds of the aromatic ring similar to the bonds. in the so-called

sandwich compounds. Since the metal surface is highly electron deficient;';E

a large induced dipoled would be expected in the adsorbed layer. The

second structure that forms at large exposures may involve benzene molecules

adsorbed with their rings perpendicular to the surface. For this type

of adsorption to occur, the benzene must either lose a hydrogen to form

a o bond, or its aromaticity. Recent exchange studies between deutero-

benzene and benzene on platinum films have shown rapid exchange of hydrogen

100
and deuterium between these species. These workers postulate loss of
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hydrogen in benzene without loss of aromaticity to form a singly bqnded
adsorbed species. Thus, the adsorbed species that gives the second

(—é g) structure is most likely a singly dehydrogenated benzene molecule
covalently bonded to the surface. This type of reorientation satisfies
both criteria for the surface transformation, that is, the surface area
occupied bf_the adsorbed species decreases and the amoﬁnt of charge
transfer decreases as well. Low—energy electron diffraction and work
fuhction changes indicate that pyridine bonds primafily through its
nitrogen to the platinum surface. The corresponding work function change
. is very large, of the order of-2.5 eV. Napthalene fo;ms a very well-
~ordered Pt(ill)—(6 x 6) napthalene structure when adsorbed on the (111)
surface at 150°C and the work function change upon adsorption is about
-2.0 ev, Both the surface strucfure structure and the work function
change onkadsorption of napthalene indicates that.the napthalene molecules
‘lie parallel to the platinum surface and T bond to the metal substraté.

" Another interesting study was the low-energy electron diffraction and work
function investigation of the adsorption of cyclohexaﬁe, cyclohexehe
and c.yclohexadiene on the platinum(1lll) and (100) surf:aces?7 Both the
surface structural and the work function change data can be correlated

to the various chemical bonds that these saturated and partly dehydro-
genated molecules form with the metal surface. Both cyclohexane and
cyclohexene adsorb on the metal surface without strong chemical interactioﬁ -
that would iéad to dehydrogenation. ‘grhése mplecuiéé,stay intact and -
their structural characteristics égn be ratib£ali;edlfram their moleculgr
geometry and bpnding abilities. Cyélohexane forms a.singlé g - bond

while cyclohexene n_bonds througb its olefinic double bond to the platinum
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surface. Cyclohexadiene appears to be unstable on ﬁlatinum'surfaces;
Its dehydrogenates rapidly at 25°C and the surface structureS"nhgt
form are those characteristic of benzene.

Studies of the sufface structure and chemical bonding of organic

molecules to various solid surfaces is an important field that underlies

the phenomena of adhesion and lubrication. Future studies in this field

will be extended to larger organic molecules of greater complexity. . It
appears that detailed studies of molecular crystals of various types to -
determine the surface structure and surface'crystallography can also be

carried out. As surface structure analysis using the diffraction beaﬁ‘

intensities allows routine determination of the surface stmuctures of small

molecules, surface crystallography will turn to more complex structures.

Such development is certainly expected during the next decade.
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Table I

Angles of Cut, Miller Indices, and Designation of

© the Stepped Platinum Surfaces.

Angle of Cut

Miller Index

Designation

6.2 from (111)
9,5° from (111)
14.5° from (111)

9.5° from (111)
rotated 20°

(533)
(755)
(544)

(976)

Pt (S)=[9(111)x(100) ]
Pt (S)-[6(111)x(100)]
Pt(S)-[4(111)x(100)]

Pt (S)-[7(111)x(310)]
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Table II. Surface Structurve on Substrates with $ixfold Rotational Symmetry

Surface

Ag(111)

AL(111)
Be(00N1) -

C(diamond) (111)

Cds(0001)
Cu(11l)

Ge(111)

1r(111)

Mo(111)
Ni(111)

Adsorbed Cas

= O ZE X O O O
NN NN O N

o o w
NN

Cco

Surface Structure

(2 x 2)-0
(/3 x /)R 30°-0

" (/3 x /)R 30°-1

(2 x /3)-(co + 0,)
(4 x 4)-0
Disovrdered
Disordered

Not adsorbed

Not adsorbed
Adsorbed

(1 x 1)-H

(/3 x /3)R 30°-P
Disordered
Disordered

(7 x 7)~0

(/3 x /3)R30°-0
(2 x 2)-0

(3 x 3)~0

(11 x 5)R 5°-0
(2 x 2)R 30°-0
Not adsorbed

Not adsorbed

(/3 x /IR 30°-5
Adsorbed

Not adsorbed
Disordered

(1 x1)

(1 x 1)-P

(2 x 2)-8

(2 x 2)-Se

(1 x 1)-1
(1x1)

(2 x 2)-0

(/3 x /3)-co

To (211) facets
(2 x 2)-0

(/3 x /3)r 30°-0.
Ni0o(111)

(/3 x YZ1)-0

(2 x 2)-co

(/3 x /DR 30°-0
(2 x /3)-co
(/39 x /39)-C

(2 x z)-ooz

3 x /3R 30°-0
(2 x /3')-coz
(V39 = /39—
(1 x 1)-H

2 x 2)-H

1

. 4,6,116

Reference

1
145

t27

123

22

22

22

22

16

30

30

25

7

7,8
7,8
115,7,8
. .
9
115,119
26

7

35

35

" 26

17,18 ’

-19,21

19
37
37

19

121
124

124

14
2,3,4,116
2,5

116
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Toble Il. Surtace Structures on Sunbstrates with suful;i
Rotatiuvnal Symmctry (Continued)

Surface

- : ) ’ Pe(111)

Pe(S)-[6(111)%(100)}

Pe(S)-(9(211)x(111)}

Re (0001)

mQan)

Ru(0001)

£4(111)

14(0001)
v0,(111)
w(111)

2n(0001)
- 2n(0001)

Aduoebed Can

Y
"3

U,Se

S

Czl.

m
~

R 8“° 8»°

~ N

Surface Structure

ot adworbed

(2 % 2)-5

(3 » /e 20°-3
(5 = 9)-8
Msotbed

(2 % 2)-Se

3 % /e 30°~5e
2> 2)-on,

@ x /3)-a,

(2 x 2)-C H,
AMdsorbed

(2 x =C e

7 = /e 19°¢
(2 x /3)-C g

(2 x 2)-0

ot adsovted

(4 % 2)-CO

(2 x 2)-c0

Hot adsorbed

(/3 x /R 30°
(2 * D=,

2 % 2)=c

(2 % 1)-C H,

" 204)-0

Disordered
2(1d)-H

(2 x 2)-(:211.S
¥ot adsorbed
Disordered
(2 x 2)-8

Dirordered

3 x An 36°-(i, + C0,)

(2 x 2)-0
Not adsorbed
(2 » 2)-co
ot adsorbed
Not adsorbed

(2 x 2)-0

(2 = 2)=co

(2 x 2)~0

(3 x )R 30°co0
(2 x 2)-c0

(/3 x /)R 30°-Co,
(2 x 2)-co,
Disordeced .

(8 x 8)-¥

(6/3 x 6/3)~P
% 1)-r

2

(23 x 2/3)-p

(6 % 4)-p
Disordered

(7% N-C1

(1 x 1)~c1
ax1)-1

(1 x 1)-0

(1 x 1)-co

(3 3-0

(2/3 x 2/)r 30°-0
To (211) fuccte

{6 x 6)~C

1 x 1)-0

(1 v fHy-o

Relfvronce

i
36,110

36,118

36
%

Y
Ity
uz
17
29,39
29
w017
29

7
10,11
120
28,120

. 120

120
1
¥
“0
2
120
120
120

© 120

120
120
120
120
120
23,24
2%

23

24

24

12
2

12

12

12

12

12
17,20,21
»
2.3

3

32

-3 It 2 -

18
18

1

13
13
43
122
122
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Table 1LI.  Surface Structures on Substrates with Fourfold Rutetlvnal Symmetry

Surfaco Muorhed Goa Sucluce Structure
AL(100) 0, Disogdared
€{d Lamond) (100) oz ) Disordeced
Adsorded
€r(100) o, (2 » 2)-0
é(2 » )0
- 00 (2 % 2)-C0
l, (2% 2)-8
©3(100) o, (1 x%1)-0
’ (=2 1)-0
(2 % 4)R 45°-0
Adsorbed
(2 % 3)-0
. e(4 * &)-0
(- (2 x 2)C
(2 x 2)-co
Compressed c(2 x 2)-CO
u, (1 x1)-N
c(2 » 2)-»
u,s @x -8
Adsorbed -
{2 x 1)-8
. . 7L P @2 x 2)-C.8,
Cu(8)-{3(100)%(100)) co . Not adsorbed
’ .2 {1 x 2)-&
CH. ] ot adsorbed
Czl‘ Mot adsorbed
) Cu($)-[4(100)=(230)] e, Q x1)-0
(- Mot adenrbed
'2 . (1 x 3)-n
Gl‘ Yot adsorbed
cza‘ Sot adsorbed
Cu(8)-{4(200)=(111)) LS 8(14)-8
Pe(100) o, e(2 x 2)-0
Pe0(100)
(1 x1)-0
n,s c(2 x 2)-8
(22 x 2)R 45°-§
c(18 x 2)R 43°-S
© e(l4 x 2)R 45°-5
) . €10 * 2)R 45°-5
e (100) . 9 . Disordered
: 1, ax -1
* Ir(100) o, (2 x1)-0
’ (3 x1)-0
) © © é(2 % 2)-co
0, (2 x 2)-co,
. 7 x 20)-co,
Mo(100) . o, Disordered
e(2 » 2)-0
(5 x S)m 26°-0
(zx2)-0
cl4 x 4)-0
(- 4 Disordexed
{1 x 1)-co
€(2 x 2)~-co
- 4 x1)-co
LN ele x 2)-H
’ (= 1)-u
L 1 % 1)-8
u,s (1 x 1)-8,
(/3 = /5)-s

€(2 > 2)-5

Reference

42,43,44
16
16

59

10

-39

39

79,48
©9,45,46

7,47
1.47
119
e
26,128
125,126
126,127
49
47,132
s

3
128

2
132
132

122

132

132

- 132

132:
132
132
33

60
144
8s

W82
61,62,63,64
61,62
a
62

62,64
o
o
”
”
2
1%
119
130
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Table I1I. Surface Stcucturcs on Subatrates with Fourfold
Botational Symmcery (Continued)
Surface Msorbed Cas Surface Structure Reference
¥1(100) o (2% 2)-0 2,49,50,51
e(2 x 2)-0 -2,52+87,6
W20(100) 6
o €(2 x 2)-c0 54,35,68,129
(2 % 2)-co 3}
Hexagonal cverlayer 129
ta (100! .
mz Decompusition to ] 76
. (2 % 2)-0 + c(2 x 2)~C0
", %ot sdaorbed 20,81,
H,3 (2% 2)-s 36.118
c(2 * 2)-8 36,118
u,se e(2 % 2)-Se 142
8o, (2 x 2)-50, 86
2 = =30y 86
. o, (2 x 2)~CH, °om
’ (2 x 2K, ur
cHy e x -C i, 88
7 x /e 19°¢ 88
c 8, {2 x 2)-C,H, -
(2x2) 17
24(100; 0 Disordered 70
(4 x 2)-C0 70
(2 % 4)R 45°~C0 n
Pe(100) 02 Mot adsorbed 120
o (4 x 2)=c0 - 28,72,73,120
(/2 x /2)R 45°=Co 28,72,73
/Z x o)k 45°=c0 72,73
(2 x 4)-co 10
QA x 3)-Co 10
Q@ x 1)-co 120
u, (2 x 2)-0° 72,74
o+ Iz €(2 x 2)-(co 4- “z) 72,74
c,8, e x )€, 23,72
.8, (2 x 2)~C M, 28,72
Rh(100) o, c(2 x 8)-0 8
co (4 x 1)-co 8
$1(100) o, Q x 1)-0 17,18,20
. . To (111) facets 17,18,20
¥(100) o, (1 x1)-0 (31
(2 % 2)-0 3}
. l2 Disordered (3]
#(100) o, 4 x 1)-0 66
(2x1)-0 66,67
To (110) facets 66
co Disordered 73
e(2 x 2)-CO 6,75
LR e(2 x 2)-8 6.78,79
(2 % $)-% 79
(% % 1)-H 79 »
LR (2 n 2)-K 66,82,111
!H" Plsordeced “
<2 2=, 84
(4 = 1)-04) “
%0 (L x 1)-n0 143
. (U l)-ll’(r 14
w4 I, . [ l_)-((:o + Iz) a2
] (3 » 1)-C 41
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rlace Mdsocbed Cae Surface Structure Reference
A1(110) o, (331) fuceta 123 .
(111) facets 122 ) .
e (110) o, Bxn-0 . 10 ' e
(100) facets 140 . : . . . ’ .
Cu(110) o, (2:x 1)-0 7.8,9,45,46 ) T -
é(6 x 2)-0 8.9.45,46
(5 x 3)-0 8,113 o
] ord. 1D 26 ) - -
. 2 x =0 ‘. R
., ¥ot adsorbed T
l,o Nn.rdcnd 26
%8 «(2 x 3)-8 35
Adsorbed ‘33
xR ord. 1p 26
Ca/N1(110) A @ x1)-0 BRY
«(35% Cu bulk) co (2 x 1)=co J134
) (2 x 2)-c0 T 134
s (2 x 2)-8 134
Pe(110) 0, e(2 x 2)=0 87,98,99
(3 x 1)-0 . 87,98,99
(2 % $)=0 [T
reo(111) * 87,98,99
] (2 % 1)-0 141
58 Q= &4)-s 114
Q1 x 2)-s 14
€ (110) o, Disordsred 17,18
Lx1) 12,18
w0 (110) o, (2 x 2)-0 62,63,100
(2 x 1)-0 162,63,100
Q@ x 1)-0 62,63
co (1 % 1)~co 62,100
e(2 x n-co 9%
eoz Disordered : 96 .
l2 Adsorbded 100
u, (1% 1)-x 62
o (211) o, @2 x1)-0 105
: Q x2)-0 103
(1 x3)-0 108
e(é x 2)~0 105 -
o Msorbed 108
© Disorderad 10%
' ’ Qax2)-8 108
¥, Fot sdsorbed 08
”»(110) o, (3 x1)-0 -101
Oxide 101 ST
co Dieordered L0 o e -
Decomposition to ~ 101 ' Y
O x 1)-0
] u,  x1)-a m - .
¥5(110) 0, (2 x 1)-0 2,3,51,57,89, o B -
$9,91,92,83 .
O x1)-0 2,51.89,91,92,
63,9 ) o _
¢ x 1)-0 2,89 o o >
9 x 4-0 (31 : . ’
. 810(100) 6,51,91,83
co (1 x-1)=co 2.9
L, (1 x 2)-H 59,81,94,110
5,0 @ % e e
18 €(2 x 2)-8 - 3
(3 % 2)-s %
Wyse €(2 % 2)-Se 17
w40, 0O 1)-(00 4 0,) 91
o, @ x 2)-o0 T
(4 x) nr
(4 = 3) 117
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Table IV, Surfuce Structurce on Substrites with Twofold

Rutational Symmutey (Continucd)

Burtlace
(110)
Pe(110)

1 (110)

81(311)~(3 x 1)

1a(110)

Ta(211)

¥(110)

(110}

Adsorbed Gas

Sucface Structure

C (2 x2)

QA * 3)-0
Q@ x 2)-0

e(2 x 4)-0

) Adsotrbed
co (3 x 2)-C0
{3 = 1)-co

(2 = 1)-0

4 x 2)-0
. @ x 1)-co
[) T Disordered
e(2 x 4)-0
a(2 x 8)-0
2 x 2)-0
(2 x 3,-0
e(2 x 2)-0
& x 2)-0
QQ x 3)-0
c.B Disordered
e(l x 1) .
@2x1)
(Ax1)
C,.8, Disorderad
e(l x 1),
@2x1)
Qx1)

24

272

(3 x 1nN-0

Oxide
co Disordered

Decomposition to
(3 x1)-0

~

~I

{1 = 1)-#
¥ot adsorbed

0, 3 x1)-0
Oxide
0 Discedered

Decomrosition
(3 x 1)-0

LS 1% 1)-%

’) Disordered

To (311) facets
o, (3= 1)-0
co Disordered

Decomposition to
(3 x 1)-0

; T axne

e(2 x 2)-0

{2 = 2)-0

(1 = 1)-0

e(l6 x 7)-0

(21 = 1)-0

(48 x 16)-0
0 Disordered

e{9 * 3)-Co

€ +0 (il » 3)-(co + o)

C .- (1% x NRC

as » tHea-c
", Q1

Reference

12

L2

95

2

93

9

925

1

1n
139
96,97
96,97
96,97
96,97
96,97
96,97
96,97

96,97
133

133

133

135

135

135

135

135
101,102
101,102
101,102
101,102 |

102
101
101,102
101,102
101,102
102

102
102
102
101
100
101

57,103
104
104
104
$7,103,106
104
104
109
109

9

4

4

1%




Table IV. Surface Structures on Substrates with Twofold

Rotational Symmetry (Continued)

Surface

w(z11j

(210)

W(310)

Surface Structure Reference

(2 x 1)-0 15,106,107,108
(1 x 2)-0 15,106

1 x n)-0, n=1,2,3,4 7106

1 x1) 107
Disordered 108

e(6 x 4)-CO 108

(2 x 1)-co 108

¢(2 x 4)-cO 108
Adsorbed ‘108

1 x 1)-H 112

cl4 x 2)-mi2' 113

(1 x 1)=(CO + 0O 108

(1 % 2)-(CO + 0 108

2 x 1)-€0 . 138

(1 x 1)-Co 138

(2 x 1)-N 131

(2 % 1)-N 131

c(2 x 2)-N 131
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Work Fuactfon Changes and Structural Information for Adsorption of Organtc &Ompouuds
on the Pt(l11) and Pt(100)-(5x1) Surfaces

Pt(l11) Pe(100) - (5xt)
Work Functton Work Function Subetrate
Temp. Change Adsorbate Change \‘ ‘_:'"_L Adsorbate
Adsorbate ‘CP frme e Diffraction Features > : :': “"e bDif fraction Features
Preas WFC  |or Surface Structure| Press wie A ! ‘:: er Surface Structures
e Foxe) J(Uole) Lored _Qvorem) I
200 | 1078 |- s (2x2) w1077 |- 165 | Qx| (/T x /DRas®
-8
ix10 :
Acetylene 20° (10 mta)|” 1.65 disordered
150° | a0 |- 1.8 disordered eaol 1o 1 | | (2 x Mmast
-8 Streaks at 1/3 order -8
Antline 20° 1¥10 - 1.8 diffuse (1/2 0) 1x10 - 1.75 (1x1) disordered
features
. -7 1. -7 . diffuse ring-like
20 4x10 1.8 poorly ordered 310 1.6 NESS; 1/2 order streak
Benzene 20° 6*10-7 - 1.4 -Z ZI .
(5 min)
-7 =7
R I-z 2 107"} d1ffuse 1/2 order
20° o mm|™ +7 505 @ursy [T | D arreax
Biphenyl 20° 2x10”% |- 1.85 very poorly ordered 1070 |- 1.8 (1x1) disordered
n-Butylbeazene 20* ax107? |- 1.5 dlsordered gx<10~? |- 1.5 (1x1) disordeced
t~Butylbenzene 20° sno‘g - 1.7 disordered 5"10_8 - 1,75 (1x1) disordered
. -8 ‘diffuse (1/3 0) -8 faint )
Cyanobenzene 20 1x10.7 |- 1.6 features 1x10 - 1.5 (5%1) disordered
ane B -8 . Wifose 31/2 wrdos
o2 PN -~ 1.75 poorly videred 2%10 - 1.7 (1x1) streak
-8 -8 .
xa ° 2~10 -2 2 2x10 dtffuse 1/2 order
1,3-Cyclohexadiene 20°C (1 hr) 1.3 4 "I ann |” 1.6 (1x1) streak
. -7 -8
o 3I<10 -2 2 2%10 diffuse 1/2 order
20°¢ (5 krs) -8 5 5' (5 hra) |~ 1.6 (1x1) streak
20° 6"10-9 - 1.2 {1x1) low background 6"10-9 - .75 (5%1) low background
20° 49‘10-7 - .1 |}very poorly ordered 4*10-7 - .4 (1x1) t‘(I;E;'use streaked
Cyclohexane . ) pattern
° ~7 ~7 gtreaked (2*1)
150 107" |- 1 apparent (2%2) 40”7 |- 1.2 (1x1) saceern
300° { 4x1077 |- 1.4 disordered 1077 |- 1.5 (1x1) disordered
200 | ex1077 |- 1.7 IZ _2| <1077 |- 16 | () | iffuse (1/20)
Cyclohexene '
. -7 -7 streaked (2x1)
150 6x10 - 1.6 apparent (2x2) §x10 - 1.5 (1x1) pattern
i .
200 | 1107 [~ .95 |(1x1) low background| 7x107% |- .4 (5x1) tow background
Cyclopentane . - .
00 | a0’ - g disordered w7 - a1 Uiffuse features
0 at 1/2 order
S0 -7 Jdiffuse streaked
Cyclopentene 20 - - ——— 2%10 - 1.4 {1x1) (1/2 0) features
"2,6-Mncrhyl- . -8 diffuse 1/3.2, -8 fatne . .
pyridine 200 | 4X107 - 06 | 0T e atreaks | 4¥100 | 1S o disordered
3,5-Otme:thyl- . 1n-B diffuse 1/2 -8 : e
ryridine 20 6<10 -2.3 order streak 6x10 - 2.2 (1x1) Jdisordered
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Table V (continued)

Work Function Changes and Structural ln{nrmal‘lon for Adrorpttan of Organic Compounds
on the Pt(111) and PL{100)-(5-1) Sutrfaces

. PL111) Fr{io0oy-(5 1)
Vork Function Work Function Subatrate .
Ten Change Adsorlicte Charipe ;_( r.‘cl M . Adsorbate
Adsorbate ’Cp Diffraction Features f——=r-mope - ooy 7 ;f“.\"' Diffraction Features
Press WFC Jor Surface Structure Press WFC Ads: ‘:‘m or Surface Structures
e b L oy Jvoremy ) | (Terr) {(Velts) gl
200 | aao™® |Las | diffuse (200 08 )y, e | x DRese
Fthylene . features
250° 107 |- 1.7 disordered vao® o 18 ) nn disordered
Grephitic . ringlike diffraction ringlike diffraction
Overlsyer 950 - 11 features - 1.0 = features
B & —
200 | sa07® |- 1 dtnordered sx10® |- .8 | x| dssordered
-8 -8
. 5x10 $x10
n-Hexane 20 S hrs) .9 disordered (5 hrs) .6 (1x1) disordered
250° | 51078 - 1.5 disordered sx1078 |- 1.2 (1x1) d1sovdered
. an-8 diffuse (1/3 0) and -8
leoquincline 20 6x10 - 1.9 (2/3 0) features 6%10 - 2.1 (1x1) disordered
.8 Streaks at 1/3.4 8
20* 4%10 -1,7 order diffuse 4x10 - 1.2 (5x1) 1/3 order streske
Mesitylene (2/3.4 0) features -
20° l‘10-7 - 1,38 disordered 4"10-7 - 1.2 (1x1) dinordered
nf;::::{:;e 20° | 6x1078 |- 2.0 |very poorly ordered | 4x10™% |- 1.6 i;i‘;; disordered
aphehatene | 200 [ 95107 (- 155 1 wpporect () [ 90 a2 | ) | etsordered
S 150 | 9=10™ |- 2.0 (6%6) g20™ ones |oaxn | ateorderee
9 diffuse (1/3 0) -9
Nitrobenzene 20° 9%10 - 1,5 features (pattern | 9%10 - 1.4 (1x1) disordcred
electron heanm
sensitive)
Piperidine 200 | ea0® |- 20 dtsordered sx107% |- 2.05 | (400 | disordered
. _8 (2%2) (pattern -8 1/2 order streaks
Propylene 20° 2x%10 - 1.3 electron beam 2x10 - 1.2 (1*1) (pattcrn clectron
sensitive) beam sensicive)
. -8 diffuse (1/2 0) 8 |_
20 1x10 - 2.7 features 1x10 2.4} (1x1) disordered
Fyridine -8 wvell defined etreaks -8 '
250 { 1x10™° [- 1.7 st 1/3, 2/3, 3/3 | 10 - ax) (/7 x /2)Res®
order
diffuse (1/2 0)
. -8 1_ features (pattern -8 1 diffuse (1/2 0)
Pyrrole 20 6‘!9 1,45 electron beas 6x10 - 1.6 ‘(l"l) features
sensitive) .
x1078 ~ (1) " diffuse 1/3 order .
’ ~ (6 min) streaks
Quinoltne 200 | 30207 (- 145 | diffuse 13 order | T g
etreake 3 =17 | .ax1) | dtsordered
{14 win) .
Styrene 20° 61078 - 1.7 Jacreake at 1/3 order] 6x1078 |- 1.65 (1x1) very poorly ordered
200 | 12007 |- 1.7 etreake at 1/3 order| 11070 |- 155 | (sx1) | 2Tesks at 1/
Toluene -9 -9 3
150° 1x10 - 1,68 (4x2) 1%10 - 1.5_ (1x1) disordered
N . -8 stresks st 1/2.6 -8 streaks at 1/3
-.thm! 20 1>10 - 1.8 order )no‘ - 1.65 5%1) order

v e e - = e od




Fig. 1

Fig. 2

Fig. 3

Fig. 6

Fig. 7

Fig. 8
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Figure Captions

Scheme of the low-energy electron diffraction technique.
Diffraction pattern of the (111) face of a platinum single
crystal at four different incident electron beam energies:
(@) 51 eV; (b) 63.5 eV; (c) 160 eV; (d) 181 evV.

Translation vectors g, b for the hexagonal Bravais lattice
and corresponding reciprocal lattice vectors %*, k*. Note
that the reciprocal lattice is a hexagonal lattice rotated
by 30° with respect to the crystal lattice.

Schematic of the ¢(2 x 2) adsorbate structure on a square
lattice substrate illustrating the primitive (Yﬁ'x Vi) - R45°
adsorbate unit cell(solid lines) and the centered (2 x 2)
adsorbate unit cell(dashed lines) in terms of the substrate
unit cell vectors g, b. The adsorbate atoms (small heavy
circles) are shown in four-fold coordinated bonding sites
above substrate atoms (large open circles).

Comparisons between theory and experiment of low-energy
electron diffraction intensity-energy spectra for the (00)
beam, Ni(00l1) at room temperature and for three incident beam
angles. The theoretical calculations are from Tong and
Kesmodel (Ref. 20) using a five phase-shift, five-layer
multiple-scattering computer program. The experimental
results are from Demuth and Rhodin (Refs. 98-99).

Diffraction pattern of the Pt(100)-(5 x 1) structure at 124 eV.
Directions of cuts in the crystallographic zones for the
stepped, high Miller index surfaces listed in Table I.

Diffraction patterns and schematic representations of stepped

platinum surfaces.
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LEGAL NOTICE

This report was prepared as an account of work sponsored by the
United States Government. Neither the United States nor the United
States Atomic Energy Commission, nor any of their employees, nor
any of their contractors, subcontractors, or their employees, makes
any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness or usefulness of any
information, apparatus, product or process disclosed, or represents
that its use would not infringe privately owned rights.
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