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SEMICLASSICAL METHODS AND THEIR APPLICATION TO 
~ROBLEMS IN COLLISION THEORY 

Stuart Dudley Augustin 

Inorganic Materials Research Division, Lawrence Berkeley Laboratory and 
Department of Chemistry; University of California, 

Berkeley, California 94720 

ABSTRACT 

With the recent development of classical S-matrix theory, semi-

classical methods have been applied to an increasing range of problems 

in collision dynamics. This work involves the application and improvement 

of older methods as well as the extension of classical S-matrix methods 

to systems more complex than those previously considered. 

The first chapter includes a review of previous methods for treating 

electronic transitions in the collision of two atoms. Special emphasis 

is given to Stueckelberg's method and how it can be extended to give 

improved results for the transition probability. Approaches are also 

presented by which more of the quantum behavior may be taken into 

account. 

The second chapter describes the application of semiclassical 

methods to the calculation of the cross section for the 4s-+2D excitation 

+ of 0 during collisions with ground state He. The transition arises from 

a spin-orbit interaction at a crossing of the lowest 
4

E 
2 

and n states 

+ of ReO • There is a residual oscillatory structure in the energy 

dependence of the cross 'section, and it is shown how experimental 

observation of this could be used to obtain precise information concerning 

the relevant potential curves. 
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In the next section, the formalism necess'ary for the application 

of classical S-matrix theory to collisions of an atom with a rigid 

asynnnetric rotor'is derived. This is applied to rotational excitation 

of formaldehyde by H2 (taken to be spherically symmetric) at energies 

from l0°K to l5°K. Classical Monte-Carlo trajectory calculations were 

also carried out for the same system in the energy range l0°K to 40°K. 

The results support the proposal of Townes and Cheung that a collisional 

mechanism is responsible for the 1
11

-+1
10 

anomalous absorption of 

formaldehyde in cool ·interstellar dust clouds. 

The asynnnetric rotor work is the first application of classical 

S-matrix methods to a collision involving a polyatomic molecule. The 

formalism necessary for the extension of the theory to the simplest 

two center problem, the diatom-diatom system, is derived in the following 

chapter. Indications are also given as to how this may be generalized 

to include more complex molecules as collision partners. 

Chapter V considers the advantages and disadvantages of using 

action-angle variable for computing classical trajectories. Consideration 

is given to the computation of complex-valued trajectories and to apparent 

singularities in the action-angle variable formalism for a model system. 

Classical trajectory calculations for the rotational excitation 

of CO by collisions with He at low energies are presented in the next 

chapter. The results are compared with accurate quantum mechanical 

calculations by other workers. 

The last chapter considers a procedure by which the Jacobian factors 

necessary for the use of classical S-matrix theory can be calculated from 

perturbed classical trajectories. A three-dimensional generalization of 

.~~._. 

' 
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the Wall-Porter potential for collinear diatom-atom reactions is also 

presented. 
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I. THEORY OF ELECTRONIC TRANSITIONS 

A. Introduction 

In the collision of two atoms in which an electronic transition can 

occur, it is clear that the electronic degrees of freedom must be 

handled quantum mechanically. However, classical dynamics is usually 

adequate to describe the translational degree of freedom. A satisfactory 

semiclassical theory of such a process then requires the explicit 

blending of classical and quantum dynamics. The obvious way to proceed 

is to expand the total wave function in a complete set of functions 

which give partial separation of the electronic and nuclear degrees of 

freedom. 

~ ~ 

If R is the relative internuclear coordinate and r is shorthand 

for all the electron coordinates, the complete Hamiltonian for a diatomic 

system is 

~~ 

H = TR + Tr + V(R,r) 

where TR and Tr are the nuclear and electronic kinetic energies, 

~ ~ 

respectively, and V(R,r) is the total potential energy. The last two 

(1) 

terms of Eq. (1) (often called the electronic Hamiltonian) may be further 

divided if the electrons are assigned to either nucleus a or nucleus b. 
I 

~ ~ ~ ~ 

Let Ra and .~ be the position vectors of the two nuclei and ra' rb be 

the position vectors of the electrons assigned to nucleus a, b; then 

~~ 

= T + V(R,r) = 
r 

T 
r 

a 
+ v < li - ; I,; ) a a a a 

(2) 
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-+ -+ 
If the total wave function ~(R,r) is expanded in eigenfunctions 

of the electronic Hamiltonian, the adiabatic representation for the 

scattering problem is obtained •. That is we let l)J.(R,;) be the ith 
1 

solution of the equation 

~-+ -+-+ 
[T + V(R,r)] ljJ,(R,r) r 1 · 

-+ -+-+ 
E. (R) l)J. (R,r) 

1 1 
(3) 

-+-+ . -+ -+ 
where ljJ.(R,r) and E.(R) have only a parametric dependence on R. The total 

1 1 

wave function is then given by 

00 

-+-+ 
~(R,r) L -+ -+-+ 

¢. (R) ljJ. (R,r) 
1 1 

(4) 

i=l 

if a complete set of ¢. 's is included. The full Schrodinger equation is 
1 

now 

00 

. ¢.(R) ljJ.(R,r) L 
-+ -+-+ 

1 1 
i=l 

00 

E L: <t>i cR:> wi cR.;> 
i=l 

* -+ -+ Equation (5) is then multiplied on the left by \jJ.·(R,r) and integrated 
J 

-+ 
over r to give the matrix equation 

-+ -+-+ 
(!R- ~(R)) ¢(R) = ~ 

-+-+ 
where ¢(R) is the column matrix of nuclear wave functions, 

-+ 
(W(R)] .. = (E.(R)- E) o .. 

- 1J 1 1J 

and 

[TR. 1 .. = <l)J. 1 TR lw. > 
l.J 1 J 

(5) 

(6) 
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-+ 
It may be noted that W(R) is a diagonal matrix while T is not diagonal. 

~R 

In the limit that the nuclear mass is infinitely greater than the electron 

·mass, the off-diagonal elements of ~R go to zero (neglecting relativistic 

effects) and the familiar Born-Oppenheimer approximation1 is obtained. 

. -+ . 
If this were the case, the ~.{R)'s would be uncoupled and no transitions 

1 ' 

would occur. 

Of course there are many more possible choices for the electronic 

basis set since any two bases that are related by a unitary transformation 

are equally valid. For the purpose of studying electronic transitions, 

it is desirable to have a basis in which the tran·sitions are explicitly 

allowed to occur. In addition, for the scattering problem, it is 

important that the electronic basis functions go t~ a product of 

separated atom wave functions in the asymptotic region, a property that 

the adiabatic basis does posess. The electronic basis set formed by 

a complete set of products of atomic functions obviously satisfies this 

requirement and is unique
2 

in that it diagonalizes the kinetic energy 

matrix for all values of R. 

In keeping with Smith2 , the above basis will henceforth be referred 

to in this work as the diabatic basis. Other workers have also defined 

I 

bases that may be called locally diabatic bases. In these, the 

adiabatic representation is followed except in the neighborhood of 
! 

an avoided crossing. A linear combination of the adiabatic functions 

is defined in that region such that the off-diagonal couplings are 

locally transferred from the kinetic energy matrix to the potential 

matrix. These locally diabatic representations depend on the specific 

system for which they are defined, and it is thus desirable to retain 
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the designation "diabatic representation" for the unique representation 

that diagonalizes the kinetic energymatrix everywhere. 

The diabatic electronic basis set consists of a complete set of 

products of eigenfunctions of the separated atoms. These functions 

-+ 
are the solutions ~.{r) of the equation 

l. 

[T 
r 

a 
+ T 

·r 
b 

+vc!R: --;1,-;> a a a a 

The total wave function can now be expanded as 

00 
-+-+ 

'i'(R,r) = " x. (R) C (r) £..,., l. l. 
i=l 

so that the xi's obey the matrix equation 

+ -++ 
[~TR + ~{R) - ~] X{R) = 0 

where 

-+ 
[V(R)]. . 

- l.J 

-+ = e.t: . .(r) 
l. l. 

(7) 

(8) 

(9) 

and I is the idenity matrix. It can be seen from Eq. (9) that in this 

representation electronic transitions arise from the off-diagonal 

-+ 
elements of the matrix V(R). 

-+ -+ 
If A(R) is the unitary transformation that diagonalizes (V(R) - E], 

the relationship between the nuclear functions X and ~ can be readily 

obtained. Equation (9) can be written as 
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(9') 

-+ -+ -+ 
A(R) X(R) = 0 

Since 

-+ 
must be equal to W(R), it is clear by comparison with Eq. (6) that 

(lOa) 

-+-+ 
¢(R) 

-+ -+ -+ 
A(R) X(R) (lOb) 

-+ 
Although knowledge of V(R) is enough to define the relationship of 

the adiabatic and diabatic representations, to go the other way requires 

a knowledge of the off-diagonal matrix elements of ~R· Virtually all 

calculations of potential energy surfaces are done within the Born-

Oppenheimer approximation so that information about the off-diagonal 

elements of ~R is difficult to obtain. The great difficulty with 

the diabatic representation then is that relatively little can be 

-+ 
determined about the matrix V(R) from a knowledge of the Born-Oppenheimer 

potential curves. 

B. The Curve Crossing Problem ' I 

The primary rationale for the application of semiclassical methods 

to the electronic transition problem is the relatively classical behavior 

of the nuclear motion for most of the collision. Ideally then, the region 
! 

in which quantum effects' are important should be relatively small and 

localized. One case in which this ideal is often well realized is that 

of the crossing of two potential curves. According to the Franck-Condon 
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principle, a radiationless transition between two crossing potential 

curves will occur only at the place where the curves cross $ince this 

is the only place where the transition can take place with the nuclei 

remaining fixed. It would seem then that the curve crossing problem 

is the most propitious case for the use of semiclassical methods. 

3 The non-crossing rule for molecular states is an important 

consideration for the curve crossing problem. Since the born-Oppenheimer 

approximation is generally very good for molecular systems, it would be 

expected that the motion of the nuclei during a collision would follow the 

adiabatic potential curves. An exception to this is when two curves of 

the same symmetry approach each other and the non -Born-Oppenheimer terms 

become large compared to the energy separation of the two states. In 

this case the adiabatic potential curves will have an avoided crossing; 

they approach each other and then move apart without intersecting. At 

such an avoided crossing the diabatic potential curves will actually 

cross and they intersect at about the same R value where the adiabatic 

curves approach each other most closely (see Fig. 1). The locally 

diabatic representations mentioned earlier are basically a linear 

combination of adiabatic states needed to give a potential matrix whose 

diagonal elements do cross. 

If the transitions occur only in the near vicinity of the crossing 

point, the effect of the presence of other electtonic states on the 

transition should be minimal. Therefore, it is a good approximation 

that only the two states that cross need be considered in determining 

the likelihood of an electronic transition (provided that all such 

crossings are well separated). The relationship between the adiabatic 

~: 

-, 
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Fig. 1. A hypothetical case of the avoided crossing of two curves, 
illustrating the typical behavior. The solid lines are the 
adiabatic potebtial curves while the dashed lines are the 
d . b . I I I 1a at1c curves. ' 
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diabatic potential curves can be simply expressed when the electronic 

basis is truncated to the two states under conside.ration. 

In the two state approximation, Eq. (9) can be written as 

A partial wave expansion of the functions x.(R) can now be performed to 
. ~ 

eliminate thespatial dependence of the operator TR. This expansion will 

add 

to the diagonal elements of V and may add other terms to V from the coupling 

4 
of orbital and electronic angular momentum. The coupled channel equations 

for the radial functions are now 

0) ( u11 
(R) 

d2 + U (R) 
- 12 
dR

2 

ul2(R)) 

u22 (R) (~(R)) llz (R) 

where U .. (R) = V .. (R) +(e.- E) o .. plus angular momentum terms. The 
~J. ~J ~ ~J 

U(R) matrix is diagonalized by the transformation 

(12) 

• 



... 

' 

_r:v+B 

( ~~ 
- ~y ;YB 

where 

The functions 

(
vl (R)) 

v 
2 

(R) 

-9-

= A(l)_ (R)\ 

- ~(R); 

-N) 
_fY-tB 
~~ 

(13) 

are then the solutions of the coupled channel equations in the adiabatic 

representation 

h 2 d2 1 -+ (a +0 Y 
- 2ll ~(R) dR2 [A- (R) v(R)] + 0 ·) ;(R) 

a- Y 

-+ 
0 (14) 

The coupled channel equations in the diabatic representation 

(Eq. (12)) are thus a si~ple second order system with no first derivative 

terms. The adiabatic representation (Eq. (14)), on the other hand, gives 
I . . 

a significantly less mathematically tractable system of equations. It 

would seem then that th~ system Eq. (12) would be much more amenable 
i 

to approximate methods df solution and to the formulation of model 

problems than is Eq. (14). Indeed the classical treatments of this 

5 6 7 problem by Landau; Zener, and Stueckelberg all begin with the coupled 

equations in the diabatic representation. 
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The great advantage of the adiabatic representation lies in the 

availability of the adiabatic potential curves. Virtually all methods for 

the determination of potential curves are carried out within the Born-

Oppenheimer approximation so that usually only the adiabatic curves are 

known. The diabatic curves are very difficult to obtain by any 

ab-initio or empirical procedure and a theory based on these curves 

would seem to be of little utility. 

A major exception to the unavailability of diabatic potential curves 

is when the coupling of states of different symmetry is responsible for 

the transition at a curve crossing. In these situations the Born-

Oppenheimer curves actually do cross although the two Born-Oppenheimer states 

are connected by off diagonal matrix elements. Under such circumstances 

the adiabatic potential curves may be considered as the diagonal elements 

of a diabatic potential matrix, and the problem of finding the diabatic 

matrix for such a system thus reduces to the calculation of the off-

diagonal matrix elements of the coupling operator between the Born-

Oppenheimer electronic wave functions. Spin orbit coupling and the 

4 8 
coupling of electronic and orbital angular momenta ' are two important 

examples of the interaction between electronic states of different 

symmetry. 

C. Summary of LZS Theory 

The earliest theoretical work on the curve-crossing problem is 

5 6 7 
that of Landau, Zener, and Stueckelberg; all of whom derived the 

well-known Landau-Zener formula for the transition probability. In 

each derivation, it was assumed that the transition takes place only 

in the immediate vicinity of the crossing point. 
9 Bates and Coulson 

' 
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and Zalewski
10 

have found that this argument breaks down for high 

energies and that the width of the transition region actually becomes 
I I, I 

unbounded ih th1e limit of infinite energy. Landau, Zener and Stueckelberg 

also made the assumption that the diabatic curves are approximately linear 

near the crossing point and that the off-diagonal matrix element is 

approximately constant. Stueckelberg's derivation by means of a connection 
I 

formula may also be used, however, with the exact adiabatic potential curves, 

and it also includes the interference effects from the two classical 

trajectories contributing to the transition. Stueckelbert's results are, 

therefore, capable of much wider validity than the simple Landau-Zener 

formula. 

The Stueckelberg derivation begins by dividing the R domain for each 

diabatic curve into three regions as in Fig. 2. Region I is for R 

between 0 and the classical turning point (R ) for energy E, Region II 
0 

lies between the turning point and the crossing point (R ), and Region III 
X 

includes all R values outside the crossing point. WKB wave functions 

can be written down for each of the three regions, but they are invalid 

at the classical turning point and at the crossing point. It must then 

be determined what linear combination of the WKB functions is a regular 

solution with the proper asymptotic behavior, a process that requires 

that the solutions be joined over the entire R domain. The well known 

' 11 
derivation of the WKB phase shift for simple elastic scattering proceeds 

by obtaining the quantum mechanical solution for the wave function in 

the immediate vicinity of the turning point, with the assumption that the 

potential curve is linear. The asymptotic behavior of the quantum 

mechanical solution is then matched to WKB wave functions in Regions I 
I 
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E~-4~--------------------~------------~~----~ 

H 

z 
0 
(.9 
w 
0:: 

R 0 

REGION II REGION ill 

R 
XBL 749-7129 

Fig. 2. Partition of the R domain for diabatic potential curves 
with a crossing. 

... , 
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and II in order to "connect" the WKB solutions in these two domains. 

Stueckelberg's procedure finds a "connection formula" for joining the 

I 

solutions in Re'gions II and III as well. 

His procedure for connecting the solutions is analagous to that 

12 . 13 i 
used by Zwaan and Kemble for the WKB turning point problem. The WKB 

I 

I 
I 

wave functions are analytically continued into the complex R plane, and 

solutions in Regions II and III are connected by following a complex R 

path that stays far enough away from the corssing point so that the WKB 

functions are still valid. The mathematical validity of Stueckelbert's 

d h b . d . d "1 b R" 14 d h 1 lS proce ure as een exam1ne 1n more eta1 y 1ce an T orson, et a . 

Stueckelberg's result for the S-matrix elements can be interpreted 

by realizing that there are two classical trajectories contributing to 

each transition (Fig. 3). Trajectory I follows the adiabatic curve 

to the turning point and crosses over to the other curve on the way out. 

Trajectory II, however, crosses curves on the way in and does not cross 

on the way out (the picture must be altered somewhat in the diabatic 

representation since a diabatic crossing is an adiabatic non-crossing 

and vice versa). If the transition takes place only at R , then the 
X 

magnitude squared of the two off-diagonal S-matrix elements must be 

expressed as P (1 - P ) where P is the probability of a trajectory 
X X X 

changing curves when it passes the crossing point (and of course 1 - P 
X 

is the probability of staying on the same curve). The two trajectories 

will,however, contribute terms with different phases to the S-matrix 

element since the WKB phases over the trajectories will be unequal in 

general. 



E~~--~----~--------------~----~~---------; 

--- W1 (R) 
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Fig. 3. Two possible classical trajectories for the transition between the upper 
and lower states on hypothetical adiabatic curves. 
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* Let R and R be the two complex values of R at which the adiabatic 
c c 

curves cross. From Eq. (13) it can be seen that R is defined by 
c 

(15) 

Adopting the convention that w
1

(R) is the adiabatic curve for the upper 

state and w
2

(R) that for the lower state; let 

and k. 
1 

k,( 00). Stueckelberg obtained the result that 
1 

p 
X 

e 
-2o (16) 

It may be noted that o has the appearance of a WKB barrier penetration 

integral. The S matrix element is given by 

[ 
.,~,I .,~,II] 

S ... / P ( 1 - P ) e 1 '¥ + e 1 '~' 2~1 = V X X 
(17) 

where <1>
1 , cjJII are the WKB phases along the two possible trajectories 

cjJI = limt~,4 - k1R - k2R + iR kl (R I) dRI + f R k (R 1
) dR 1 (18a) 

R~ 
2 

j ! Rx Rx 

+ 2 JRx kl (R I) dR'] 
Rl 

cjJII 1::[~/4 - klR - k2R + JR k (R 1
) dR' + JR k (R 1

) dR' (18b) 
1 2 

R . R R 
X X 

+2 JRx k2(R') dRJ 
R2 
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The transition probability P2~1 = ls2~1 ! 2 is now given by 

-26 -26 2 P = 4e (1 - e ) sin (T + n/4) 
2~1 

where 

T = k (R') dR' -
1 

k (R') dR' 
2 

It may. be seen that an extra constant of n/4 has been inserted in 

Eqs. (18a,b) as compared to Stueckelberg's derived results. Recent 

work15 indicates that there is an undetermined constant phase in the 

derivation, but by analogy with the Distorted Wave Born Approximation 

it ought to be n/4. 

It is important to note that all of the quantities in Eqs. (17) 

through (19) refer to the exact adiabatic curves.· As was argued 

earlier this is desirable since, in general, only the adiabatic 

potential curves are available. 

The Landau-Zener formula for the transition probability may be 

(19a) 

(19b) 

obtained from Eq. (19a) if certain approximations are made to o and the 

phase difference T is assumed to be large. To follow the Stueckelberg 

derivation, the integrand in the expression for o is expanded in a power 

series in the variable 

t(R) 

16 
If only the first order term in t is kept and the assumptions are made 

that u
11

(R), u
22

(R) are linear and u
12

(R) is constant near Rx, then the 

Landau-Zener expression is obtained for o 

., 
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0 = 'IT 

hV(R ) 
X 

where V(R ) is the local velocity at the crossing point. If it is 
X 

assumed that T is large, sin
2

(T + TI/4) may be replaced by its average 

value, 1/2, and 

which is Zener's
6 

result for the transition probability. Finally, if 

(20) 

(21) 

o is assumed to be small, the exponentials in Eq. (21) may be expanded 

to give Landau's result 

(22) 

Examination of Eq. (20) reveals that in this approximation o becomes 

infinite at threshold where V(R ) is equal to zero. This well known 
X 

failure of the Landau-Zener formula is a consequence of the approximate 

method of evaluating the phase integral in Eq. (16) and is not a breakdown 

of the basic theory. Equation (16) may have some deficiencies near 

threshold but at least it is well behaved and continuous. 

A modification to Eqs. (19a,b) must be made for energies below 

the crdssing en~rgy. In this case, both of the phases in Eq. (19b) 

are imaginary and the sin of Eq. (19a) must go over to an exponential. 
I 

It would seem that it is also necessary to make the further change 

k (R') dR' + 
1 J 

Rx 
k (R') dR' 2 ' (19b') 
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This may be looked upon as forcing the atoms to "tunnel in" to the 

crossing point, where the transition occurs, and then "tunnel" back 

. 21 
··.OUt. 

D. Extensions and Improvements of LZS Theory 

Two very important assumptions are made in the derivation of the 

connection formula for the curve crossing problem. The first is that 

the breakdowns in the WKB approximation are localized. This is not 

true, as was mentioned earlier, for the breakdown at the crossing point 

in the high energy limit. The other major assumption is that the points 

of breakdown are isolated. This fails when there are two nearby crossing 

points or when the crossing point is close to a turning point. Unfortunately, 

the nearness of the crossing point to one or both turning points is 

unavoidable near threshold or when the orbital angular momentum is 

large enough to move the corssing energy up to the translational energy. 

0. K. Rice14 attempted to handle the low energy difficulty by taking 

a complex R path that circumvents the crossing point and the turning 

points simultaneously. However, he was unable to determine the transition 

probability for that case. 
17 

More recently Nikitin et al. have attempted 

to find the transition probability by solving a model problem in the 

vicinity of the crossing point. This has some analogy with solving 

the linearized potential problem for the WKB connection formula at the 

turning point. 

In the diabatic representation, the coupled channel equations for 

the radial functions of the two state problem are (see Eq. (12)) 

~· 

.~ 

• 
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i d: )+(11 (R) u12(R)) 
h2 ( d:2 ('\ (R) 
2~ 

u22 (R) 
u
2 

(R)' 
-2 ul2(R) 
dR 

(23) 

Nikitin's model problem assumes u
12

(R) is a constant and u
11

{R), u
22

(R) 

are linear functions of R. That is, let 

u
11 

(R) = (E 

where E is the energy of the crossing point (see Fig. 4). Defining 
X 

b = E- Ex and x = R- Rx,
18 

Eq. (23) becomes 

c:2 

(24) 

(25) 

Nikitin could not find a solution of Eq. (25) valid for all values of the 

parameters and could only get solutions for certain limiting cases. 

One of Nikitin's limiting solutions is for the situation that 

(basically the strong coupling limit). For this case, his solution turns 

out to be a subcase of Eq. (17) with o given as in Eq. (16). The 

solution in the weak coupling limit is the distorted wave Born ~~ 
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Fig. 4. Nikitin's model problem for curve-,crossing. 
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approximation result for Eq. (25),
20 

and it is of value to compare 

this result with that of Eq. (19a). 
I ' 

The distor~ed wave 1result for the transition probability is 

= 4TI2a2 [(h2112)2 P2~1 (DWBA) (26) 

where Ai is the Airy function. In the limit of small a, the expression 

foro in Eq. (16) becomes the same as that of Eq. (20), and for this 

sys tern it. is 

2 na 

It is found from Eq. (19b) that 

T 

so that Eq. (26) can be written in terms of T and o as 

Since o is presumed to be small in the weak coupling limit, the 

exponentials in 'Eq. (19a) can be expanded to give 

For large T, the Airy function in Eq. (29) can be replaced by its 

. . 19 asymptot1c express1on 

1 -1/4 . (2 3/2 . ). 
Ai(-z) - - z s1n J z + TI/4 ' 

ITI 

(27) 

(28) 

(29) 

(19a') 

(30) 
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and when this is done Eq. (29) becomes identical to Eq. (20a). 

Equation (26) is the quantum mechanical result for the model 

system in the limit of weak coupling so that the insertion of rr/4 in 

Eqs. (18a,b) would seem to be justified. It would also be exp:cted 

that if Eq. (19a) is modified to replace the sin by the appropriate Airy 

function; then the low energy behavior will be improved. With this 

modification Eq. (19a) becomes 

(31) 

where o is defined as in Eq. (16) and Tis as in Eq. (19b) or Eq. (19b'). 

Equation (26) is now just a limiting case of Eq. (31) for the model 

system. 

E. Uniform Approximation for the Wave Function 

There is an interesting procedure for handling the WKB turning 

22 
point problem due to Langer. Rather than using elementary functions 

of different types (exponential and trigonometric) on the two sides of 

a turning point, this method uses a single functional form over the 

entire domain. Such an approximation is then uniformly good over the 

entire region in the sense that the error of the approximation depends 

very little upon the position. 

Consider a hypothetical problem of a potential V(x) defined on the 

domain from - 00 to +oo, with a classical turning point x at energy 
0 

E (Fig. 5). WKB wave functions can be written down for Regions I and II 

away from the turning point 
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V(x) 

X 
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Fig. 5. A hypothetical problem to illustrate a uniform approximate 
for the WKB wavefunction. 
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If the WKB approximation is reasonably good for the hypothetical system, 

the difference between Eq. (32) and the exact wave function will be 

relatively small over most of the domain of x but will be infinite 

at the turning point. The potential can be approximated by a straight 

line in the near vicinitv of x in which case the quantum solution will be 
- 0 

where F is the force at x • This solution (which can be used to get a 
0 

"connection formula" by matching it to the WKB functions) is quite 

(33) 

close to the true wave function near X ' 0 
but is a very poor approximation 

away from this point. 

The basis of the uniformized WKB wave function comes from the recognition 

that the asymptotic behavior of the Airy function19 has the right nature 

in Regions I and II. Thus the wave function may be written 

(34) 

,., 
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¢(x) = fx k(x') dx' 

'Xo 

When ¢(x) is large, as it will be when Eq. (32) is suitable, Eq. (34) is 

practically the same as the WKB solution. For the near vicinity of x
0

, 

1/1 (x) is still a very good approximation to the exact wave function so 
u 

that 1/1 (x) meets the requirement for a uniform approximation to the 
u 

wave function. 

It. would seem to be straightforward now to extend this method 

of the two state curve crossing problem. The model system of 

Eq. (25) would seem to be the analogue for this case of the line-

arized potential of the one-dimensional WKB approximation. If the solution 

of the model system were known, it should be possible to get a connection 

formula for the WKB wave functions on the two sides of the crossing point. 

It might then be possible to replace the constants of Eq. (25) by functions 

in a manner similar to that for the one-dimensional WKB wave function. 

This would yield a uniform approximation for the wave function and would 

presumably lead to improved results for the transition probability. 

F. Solution of the Model System 

For the purpose of1constructing a uniformapproximation, the system 

Eq. (25) can be generalized a bit to 

(35) 
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The changes here are the inclusion of the factor 
2~ in the various constants 
h 

and the constant terms of the diagonal elements of the "potential" matrix 

being allowed to be unequal. In matrix notation Eq. (35} becomes 

2-+ 
d u(x} 

dx
2 

-+ 
(B + Cx] u(x) 

-+ 
0 (36) 

where 

c 

If Eq. (36)·is solved in matrix form there is no reason why the dimensions 

of the matrices in the equation cannot be increased. 

-+ 
It is possible to get a formal solution to Eq. (36) by expanding u 

in a power series in x with matrix coefficients. Thus let 

00 

-+ 
u(x) = L: 

n 
Ax 
-n 

n=O 

which substituted in Eq. (36) gives 

00 

L ~nn(n - 1) 
n=2 

n-2 
X 

00 

L ~~nxn+l = 0 
n=O 

so that the A 's are determined by the recurrence relation 
-n 

A 
-n 

1 
n(n - 1) 

(37) 

(38) 

with the proviso that A = 0 for negative n. The first two coefficient 
-n 

matrices are not determined by Eq. (38) and must be adjusted to fit the 

boundary conditions. It may again be noted that there is no restriction 

on the dimensionality of the matrices; the only requirement is that all 

the elements of B and C are constants. 

' I 

... 

.. 
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Because Eq. (38) is a two term recurrence relation, it is quite 
.• 

difficult to establish that the formal series Eq. (37) is convergent for 

all B and C and for all values of x. For this problem, however, we first 

want to use the solution to obtain a connection formula for WKB approxi-

mats on the two sides of the crossing point. This would require knowing 

the behavior of the solution of Eq. (36) for large positive and negative 

x, in which case the formal solution is slowly convergent (if at all) 

and of little use. Suffice it to say that for a = 0 Eq. (37) is diagonal 

and the power series for u1 
and u

2 
is that for the well known Airy 

function 
19 

(choosing appropriate values for A and ~1). -0 

Unfortunately no method could be found to determine the asymptotic 

behavior of the solutions of Eq. (36) so that a connection could be 

effected. The methods that work for one-dimensional systems apparently 

fail in this case because the B and C matrices do not commute in general. 

For instance, if the Laplace transform is applied to Eq. (36) 

()() ()() 

f 
0 

-xt-+ 
e u"(x) dx -J 

0 

-+ -xt 
[B + Cx] u(x) e dx 0 

or 

(39) 

where 

()() 

-+ 
v(t) =J -xt-+ 

e u(x) dx 
0 

-+ -+ 
Assuming that things can be arranged so that the u(o) and u'(o) terms 

-+ 
can be eliminated, the equation for v(t) is 



. :·-:·· 

/ 

-28-

+ 
v = 0 (40) 

~1 1 
If C commuted with C- B, the solution to Eq. (40) would be 

-+ 
v(t) [

. -1 -1 t 3 l 
exp C Bt - C -

3 
. I 

- - - J 
(41) 

The inverse transform could then be applied to Eq. (41) to give an integral 

-+ 
representation of u(x). This integral representation could then be 

. 23 
evaluated by the method of steepest descent to give the asymptotic 

behavior of the solutions of Eq. (36). Unfortunately, the appropriate 

matrices only compute for the special cases a = 0 (B a diagonal matrix) 

or c
1 

= c2 (~a scalar matrix). Of course a formal power series solution 

can be written down for Eq. (40) but it apparently is of no help in 

determining the desired asymptotic properties of the solutions of Eq. (36) . 

Therefore, unless better methods can be found to devine the character 

of the solutions of Eq. (36), the construction of the desired uniform 

approximation would seem to be impossible. Without knowing the form of 

the solutions, it is also impossible to say whether a further goal could 

also be attained. This goal is the expression of ~11 the quantities 

in the solution in terms of the adiabatic potential curves; a highly 

desirable objective because of the aforementioned greater availability 

of the adiabatic curves. 

Before leaving the model problem, it is interesting to consider 

the one case in which there is a simple solution to Eq. (36); the situation 

in which the diabatic potential curves are parallel (c
1 

= c
2 

of Eq. (35)). 

This model has some physical significance since the repulsive walls of two 

potential curves are often near parallel for high energies (Fig. 6); 
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Fig. 6. A physical situation that may be approximated by the 
parallel curves model. 
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although in t-he actual case it would be expected that the diabatic 

coupling is large and rapidly varying. Since the diabatic curves have 

no real crossing point and the adiabatic complex crossing point has 

moved off to infinity, this would be a case where any transitions 

would be nonlocal .. 

The solution for the parallel curves model is obtained quite 

simply if it is realized that the unitary transformation (Eq. (13)) that 

diagonalizes the potential matrix has no x dependence. It can then be 

seen from Eq. (14) that the coupled channel equations in the adiabatic 

representation are completely uncoupled so that the transition probability 

is zero. It is interesting to note that transition probability predicted 

by the Stueckelberg theory is also zero since o as defined by Eq. (16) 

is zero for this case. If some x dependence (such as a linear term) is 

added to the diabatic coupling, the transformation matrix is no longer 

x independent and transitions occur. The prediction of this model 

problem then is that for the parallel curves situation, transitions are 

caused by the variation of the diabatic coupling. 

Although the discussion has been limited to the model system Eq. (35) 

for the eiectronic transition problem, the solution of this equation 

may be useful in other situations as well. An arbitrary set of coupled 

channel equations ought to be representable locally by Eq. (36). For 

these other kinds of inelastic processes though,no assumption of localized 

transitions is likely to be valid, and the solutJon would have to be 

varied point by point. In this context, the solutions of Eq. (36) can 

be looked upon as a coupled channel extension of the one-dimensional 

Airy function and may perhaps be useable in a similar fashion. 

•· 
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II. ELECTRONIC TRANSITIONS IN COLLISIONS OF He AND 0+ 

A. Introduction 

It was decided to do a calculation of the ~ro~s sections for electronic 

+ excitation of 0 duringcollisionswith He. Preliminary analysis indicated 

that .molecular potential curves corresponding to the 
4s 

u 

2 and D 
u 

atomic 

+ . 
states of 0 would probably cross. Estimation of the spin-orbit coupling 

between the two molecular states along with an accurate calculation of the 

potential curves for the states then permitted a detailed calculation of 

the inelastic collision processes. The calculated cross sections had 

oscillations as a function of energy which can be related to the 

propertie~ of the potential curves. 

24 
Peter K. Pearson performed a minimum basis full CI calculation of 

all the diatomic potential curves arising from the ground states of He 

states 

of 0. He also carried out more accurate calculations of the curves for 

the 2rr and 4~- states since these were believed to be the most interesting 

for the dynamics. The potential curves obtained are shown in Fig. 7 

(suitably shifted vertically so that the dissociation limits correspond 

to the experimental atomic energy levels). 

The lowest 2rr and 4~ potential curves from this calculation cross 

at about 2.3 a . Although these curves are of different symmetry, they 
0 

are coupled by spin-orbit terms so that transitions may occur between 

the 4s and 
2n states of 0+ (with ground state He). Since the calculation 

of the Born-Oppenheimer potential curves ignores all the relativistic 

terms in the Hamiltonian, these Born-Oppenheimer curves are actually 

the diagonal "diabatic" curves for the crossing. The adiabatic potentials 
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He 0 + mini mum basis 

Calculated potential curves 
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Potential c~rves arisi~g from the valence states of -He and 
o+, and He+ and 0, shifted vertically-so as to match the 
known atomic energy levels at infinite separation. The dashed 
curves are the results of the more accurate calculations. 
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Wi(r) are then the eigenvalues of the 2x2 matrix 

vl2 (r)) 
v22(r) 

(1) 

4 2 
where v11(r) and v22 (r) are the calculated ~and II potential curves and 

v
12

(r) is the spin-orbit coupling between these two states. 

B. Estimation of the Spin-Orb~t Coupling 

A rigorous calculation of the spin-orbit coupling between the two 

molecular states would be a substantial project in itself,
23 

but a 

reasonable estimate can be made quite easily26 by using information from 

atomic spin-orbitcalculations. 

In brief, one assumes the molecular spin-orbit Hamiltonian to be 

a sum of terms related to each of the nuclei separately. 

L -+ -+ 
H = ~(r.N) t.·s. so 1 1 1 

i,N 
(2) 

where riN is the distance from electron i to nucleus N, and for purposes 

of estimating the matrix elements of this operator one writes the wave 

functions in terms of individual atomic states. At the crossing point, 

4 
the minimum basis wave function for the L state from the aforementioned 

calculation by P. Pearson has a single dominant configuration, corresponding 

to the ground state of He and the 4s state of 0+ 

(3) 

2 The II state, on the other hand, involves three significant atomic 

components at the crossing point. 
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(4) 

In constructing the matrix element of the spin-orbit operator between 

these two wave functions one furthermore neglects overlap between 

orbitals centered on different nuclei. Since all the wave functions 

. 1 
contain only the S state of He, there is· no contribution to the spin-

orbit coupling related to this center, and one thus obtains 

o+ + 
where H is the atomic spin-orbit operator for 0 alone. The atomic 

so 

(5) 

4 2 + spin-orbit interaction between S and D states of 0 is zero, however, 

so that this becomes 

(6) 

2 4 
The spin-orbit matrix element connecting P

312 
and s

312 
states of 

the 2p3 configuration_is equal to 1;;, the 2p radial integral of the 

ff . 1 f . . 27 e ect1ve centra orce 1nteract1on, 

2 2 
drr 2p(r) ~ +(r) 

0 
0 

The problem of calculating v
12 

thus reduces to the problem of 

determining I;; for 0+. The matrix of the spin-orbit operator for the 

2p3 configuration is
27 
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2 
pl/2 

2 
p3/2 

4 53/2 
2 
D3/2 

2 
DS/2 

2 
pl/2 0 0 0 0 0 

2 0 0 ~15 p3/2 l;; 2 0 

4 0 53/2 l;; 0 0 0 
(7) 

2 0 ~15 0 D3/2 2 0 0 

2 
DS/2 0 0 0 0 0 

If we let E1
(
5L) be the energy of state 

5
L ignoring relativistic terms 

in the Hamiltonian, the energy levels including spin orbit coupling are 

the eigenvalues of the matrix 

~~·(:P) 
\ 

0 0 0 0 \ 
\ 

E I (2P) 1:;; ~15 0 \ 
\ 2 ' 

E1 
(
4

s) 
\ 

i 0 0 0 
I 

I l;; i 
\ 

I 

~15 E I (2D) 
I 

I 
I 0 0 0 I I 

\ 2 

E1
(

2
n)/ \ 0 0 0 0 

The observed values of the energies of the relevant states 
28 are 

E(4s3/2) 0 em 
-1 

= 

-
EeDs/2) 26808.4 

-1 
em 

E (2n3/2) 26829.4 
-1 

= em 

E(2p3/2) 40466.9 
-1 em 

E(2Pl/2) 40468.4 
-1 

= em 
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2 Unfortunately, the matrix above predicts that the P
312 

state is higher 

2 in energy than that of the P
112 

state. This is a clear indication that 

more than simple spin-orbit coupling is responsible for the splittings 

of the observed levels. An attempt was made to see if the proper 

· orderings could be obtained if small perturbat~ons were made to all 

the off-diagonal elements of the ceritral block of the matrix, but this 

effort was unsuccessfuL 

F h 3 f. . f 0+ . . h f . ibl t or t e p con 1gurat1on o 1t 1s, t ere ore, 1mposs e o 

estimate s directly from the spectroscopic data. This problem is in 

large part because s enters quadratically into the eigenvalue equation 

for the energy levels. Although they are probably much smaller than the 

spin-orbit coupling, spin-spin and other interactions may enter into 

the eigenvalues linearly and thus obscure the effects of the spin orbit 

coupling. 
+3 +2 2 

This problem does not arise for 0 (2p'), 0 (2p ), and 

0(2p4) so that the s values for these species can be determined from 

-1 
spectroscopic data to be 256,202, and 253 em , respectively. Assuming 

that the shielding is approximately constant for these configurations, 

-1 + the value of 168 em for 0 can be obtained by interpolation. The 

4 2 
spin-orbit interaction connecting the E and IT states at the crossing 

point is thus estimated to be 

-1 v
12 

~ (0.631)(168 em ) = 

which should be reliable to within 20%. 

106 
-1 

em (8) 
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C. Calculation of the Cross Sections 

The cross sections were calculated for the transition between the 

4s and 2n states of 0+ for collisions with the 
1s ground state of He. 

tetting 1 denote the 4s state and 2 denote the 
2n state of 0+, the 

cross section is given by 

00 

cr2+l (E1) = 2rr f dbbP2+l (b,E1) (9) 

0 

where P2+1 (b,E1) is the transition probability as a function of impact 

parameter band initial translational energy E
1

. 
4 2 

The S to D transition 

is dominated by the single isolated curve crossing so that the transition 

probability can be approximated by the LZS formula 

(10) 

It may be recalled that o and T are given by 

2o = lm Jr+ 
(11) 

r 

and 

fro r 
T = drk1 (r) - J 0 

(12) 

rl r2 

where ki (r) is the local momentum on the appropriate diagonalized 

potential curve 

(13) 
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r
1

, r 2 are the classical turning points, r± are the roots of w1 (r) 

and r is the point where the "diabatic" curves cross. 
0 

For the claculation of T, the Born-Oppenheimer curves were used 

instead of the diagonalized curves Wi(r) in Eq. (12). The off-diagonal 

matrix element i~ so small that these curves are practically the same, 

and, therefore, no significant inaccuracy results from the approximation. 

The integrations in Eq. (12) were done by a five-point Gauss quadrature 

after the integrand was transformed somewhat. Letting r(x) be 

r(x) = r - x(r - r.) (14) 
0 0 ~ 

then 

dr ~ E 

If f(x) is defined as 

~ 1-

r dx~ 
0 

b2 
Vi [r(x)] - - 2=--

r (x) 

11 - X 

Eq. 15 can be approximated by29 

~1 - V. [r(x)] -
l.. 

11 -X 

5 . 1 lz)lEf h dx/1 - x f(x) Nh)lE L: ~ W.f(x.) 
l.. l.. 

0 i=l 

b2 
2 

r (x) 

(15) 

(16) 
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where xi= 1- ~~.and wi = 2~i2w. (~., w. are the ith points and weight 
1 1 1 1 

factors for 9th order Gauss - Legendre guadrature) • This method of 

' I calculating the integrals was found to be accurate to ten significant 

figures for typical values of the constants and Vi(r) = 0. 

For the assumption of linear diabatic curves and constant coupling 

at the crossing point, the integral for o in Eq. (11) can be done 

explicitly. The result is30 

where 

and 

2o =I 2rr liV 
X 

lv' - v' I n 22 

16 
3'1T 

~ 1 + £2 - £ 

2 ~ 1 + e:2 

' lvi2 - vlll 

.Vtvi1vz2l 

(17) 

and K(k), E(k) are the complete elliptic integrals of the first and second 

kinds. 1 The term in braces may be recognized as the Landau-Zener 

approximation to 2o while the rest is a function of £ that goes to 

unity for large £. Since £ may be rewritten as 

E - E 
£ = ----,--X"'-

E 
c 

(18) 

where E is the energy of the crossing and E is a characteristic energy 
X C 
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(19) 

the parameter £ may be seen to be the energy above the crossing point 

weighted by the strength of the coupling and the properties of the 

diagonal curves. For large £ there is a good deal of cancellation between 

the two terms in the square brackets so that o is better represented by 

a series in k 

2TT 
2o = hv 

X 

where A1 = 3/8 and 

A = (2n + 1)(2n- 3) A 
n+l 4n(n + 1) n 

(20) 

For the particular case of He and 0+, the smallness of v12 led t~ 

the result that the calculated cross sections were almost unaffected by 

using the Landau-Zener result for o 

(21) 

However, the replacement of the Airy function in Eq. (10) by its 

~symptotic value 

causes a large shift in the magnitude of the calculated cross section. 

The reason for this is that the weakness of the spin-orbit interaction 

causes the most significant impact parameters to be those for which 

the crossing point is close to the turning points, precisely the situation 



" 
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where the substitution of the sin for the Airy function is poorest. 

F. 8 h h . f h 4 2n . . f 0+ 4gure s ows t e cross sect1on or t e s~ trans1t1on o 

as a function of initial collision energy, as calculated from Eqs. (9) 

and (10) with L calculated from Eq. (12) by the method of Eq. (16) and 

o calculated from Eq. (17) or Eq. (20) (forE greater than 2). The 

oscillatory structure of the cross section in Fig. 8 is a renmant of 

the oscillatory nature of P
2
+

1
(b,E1). Thus if the Airy function is 

replaced by the sin and the average value of 1/2 is substituted for 

2 
sin (L + TI/4), i.e., 

the oscillations in cr 2+l vs E1 disappear. 

D. Oscillatory Structure of the Cross Sections 

As was previously mentioned, the oscillations in the cross sections 

as a function of energy disappeared when the L dependence of the 

transition probabilities was removed. It was, therefore, decided to 

analyze the oscillatory structure to see what information could be 

gained about L and the potential curves from the oscillations. 
I 

To do this the transition probability was approximated by 

- . 2 
P2+l = PZ+l2s1n [L(b,E) + TI/4] (22) 

where 

is the phase averaged transition probability. As was noted, the 

replacement of the Airy function by its asymptotic value shifted the 
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Fig. 8. The inelastic cross section for He + 0+(4s)+He + 0+(
2D) 

as a function of initial collision energy. 
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cross section vs energy curve significantly, but the curve was 

shifted uniformly without a significant change in the amplitude of 

the oscillations. 

The cross section can thert be approximated by 

00 

a2~1 (E1l • 2n J dbbP2~1 (b,E1 l 2sin
2

[n/4 + T(b,E
1

)] (23) 

0 

Since 

1 + sin[2T(b,E
1

)] 

Eq. (23) becomes 

(24) 

where the nonoscillatory part of the cross section is the usual Landau-

Zener result 

and the oscillatory part is given by 

~a(E1) = 2n fro dbbP2~1 (b,E1 ) sin[2T(b,E
1

)] 

0 

(25) 

Define b to be the value of b at which T (and hence V ) vanishes 
C X 

for energy E
1

. The Landau-Zener approximation for o can then be written as 

(26) 
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_rz;; 
. ~ p;= 

1 

For this system, a is much less than one (typically about 10-3 a ) so that 
0 

P2+-
1

(b,E
1

) has a very sharp spike forb slightly less than be and is 

small and slowly varying elsewhere. It might then be expected that the 

behavior of T near b will be the major determinant of ~0, but this is 
c 

not the case because sin2T is very small there. 

For energies well above the crossing energy, it is expected that 

T should depend mainly on (b - b) when b is near b , an expectation 
c c 

that is born out for this system (see Fig. 9). Because of this property 

and the similar b dependence of o (Eq. (26)), P
2

+-1 (b,E1) is very nearly 

also a function of b - b for large b (Fig. 10). Since the cross 
c 

section is the area under the curve [bP2+-
1

(b,E
1

)] the difference in 

the cross sections for nearby energies will, therefore, be dominated 

by the behavior of T for small b. 

To verify this expectation numerically for this system, it was 

found that the b dependence of T(b,E1) for E1 = 5.7 eV is reasonably 

given by 

Except forb near to be' o is very small and P2+-l may be approximated 

as 

(27) 

(28) 

·• 
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(solid line) as E1 = 6.0 eV (dashed line). 
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The integral for ~cr in Eq. (25) is now given by 

~cr(E1 ) s~a f be db b sinrT0(1 :;] ~ 

~b2 - b2 
0 c 

(29) 

where T
0 

is shorthand for T(O,E
1
). Making the substitution 

Eq. (29) becomes 

f
l sin(2T x) 

~ 4Tiabc dx ------~0--
rx 

(30) 

0 

so that the expression for ~cr is 

(31) 

where s2 is the Fresnel sin integra1. 31 

Values of ~cr calculated from Eq. (31) agree essentially exactly 

with the observed values in phase although the agreement in magnitude is 

not particularly good. For this system the values of 2T are relatively 
0 

large f?r energies well above threshold (2T
0 

- 5 for E1 = 3.35 eV and 

2T 
0 

24.5 for E
1 

= 6. 0 eV) . The cumbersome Fresnel integral in Eq. (31) 

1 d . . b h . 31 can then be we 1 represente 1ts asymptot1c e av1or 

COSX + 0(~) (32) 

A plot of cos(TI - 2T
0

) superimposed on a plot of the observed ~cr(E1 ) is 

shown in Fig. 11. It can be seen from the figure that the function 

i. 
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cos(TI - 2T ) represents the positions of the peaks and valleys of the 
0 . 

observed oscillatory cross section essentially exactly, so that it is 
I 

safe to Jay that within a good approximation 

where A is a constant and B is a nonoscillatory function. 

(33) 

Observation of the oscillations in the energy dependence of the cross 

section would, by Eq. (33), thus determine the energy dependence of 

Tat zero impact parameter; i.e., T (E) which is given by 
0 

(2~[E- v2(r)])l/
2 

dr 
2 

h 

(2~[E 
dr\ 

- V (r)])l/2 
1· 

(34) 

would be an experimentally known function. An RKR like integral transform 

of this function could thus be used to give definite information about 

h . . 1 p d. . h 1 f h. 32 t e cross1ng potent1a curves. rocee 1ng 1n t e usua as 1on, one 

thus obtains the following result: 

(35) 

~E dE'T~(E')(E- E')-l/ 2 

0 

r
1

(E) and r
2

(E) being the classical turning points forb= 0 and energy 

Eon potential curves v
1

(r) and v
2
(r), respectively. Equation (35) 

pertains as written to the case that the position of the crossing point 
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is below v2 (oo), the asymptotic value of the excited state. If the 

crossing point is above this value, then the result becomes 

2 
lT 

h2 

2u f
E 

v 
0 

dE'T'(E')(E- E')-l/2 
0 

V
0 

being the connnon value of v
1 

and v
2 

at the crossing point. 

Observation of oscillatory structure in cr2~1 (E1 ) would thus be 

a valuable piece of information in obtaining precise knowledge about 

the potential curves inVolved in the transition. Equations (35) and 

(3Sa) show specifically what this information is, namely the lateral 

distance between points on the potential curves v
1

(r) and v2 (r) that 

correspond to the same value of the total energy. 

(3Sa) 
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III. SEMICLASSICAL TREATMENT OF ATOM-ASYMMETRIC ROTOR 
COLLISIONS; ROTATIONAL EXCITATION OF FORMALDEHYDE AT LOW ENERGIES 

A. Introduction 

The 111~110 transition of formaldehyde is seen in absorption against 

the 2.7°K cosmic background radiation in cool interstellar dust clouds, 

indicating that the lower state (1
11

) has a population greater than 

would be expected if the system were in equilibrium with the background 

• 33 34 35 
rad~ation. ' Townes and Cheung have noted that since the z12 state 

spontaneously decays (via a dipole-allowed transition) to the 1
11 

state, 

while the 211 state spontaneously decays to the 1
10 

state, collisional 

excitation which favors the z12 over the z
11 

state could produce the 

observed "cooling" (i.e., enhancement of the population of the 1
11 

state). 

35 . 
They further argue that since the 2

12 
state corresponds to the rotational 

angular momentum being predominantly about the axis perpendicular to the 

plane of the molecule, collisional excitation of formaldehyde from a 

j = 1 state to a j = Z state should indeed be preferentially to the 2
1

Z 

state. The results of the calculations presented here do show the cross 

sections for the 110~z1Z and 111~z1Z excitations to be larger than those 

for the 110~211 and 111~z11 excitations, thus leading support to the 

Townes-1Cheung mechanism. 

In the present calculation the collision partner of formaldehyde 

is tak~n to be HZ, which is assumed to be spherically symmetric. A 

model potential is used which, although probably not an accurate 

representation of the actual potential, should give the essential 

features of the collision process correctly. All internal degrees 

of freedom of Hz and all vibrational degrees of freedom of formaldehyde 

are ignored. 
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The cross sections for the rotational excitation transitions have 

b b . d b M C 1 . h d 36 d b 1 . . een o ta1ne y onte ar o traJectory met o s an y app 1cat1on 

37 of "classical S-matrix" theory, a semiclassical approach that uses 

numerically computed classical trajectories in combination with essential 

h . 1 f A b f 1" . 37-39 quantum mec an1ca eatures. num er o app 1cat1ons to atom-

diatom collision processes have shoWn that this semiclassical theory is 

often an accurate description of the quantum effects in molecular 

collisions; the present work is the first application of it to collisions 

involving a polyatomic molecule. The classical Monte Carlo calculations 

are much simpler to carry out and were done for the energy range 10-40°K. 

The semiclassical calculations were performed at four energies in the 

range 10-l5°K to provide a check on the reliability of the purely 

classical results. Apart from an interference structure in the semiclassical 

results, the two approaches are in reasonable agreement. 

The chapter is organized as follows: Section B discusses first 

how an isolated asymmetric rotor is described semiclassically. Classical 

S-matrix theory for atom-asymmetric rotor collisions is summarized 

in Section C, along with specific aspects of the present applications; 

the way in which Monte Carlo trajectory calculations were carried out 

is also described here and in Appendix 3. The results of the calculations 

are presented and discussed in Section D. 
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B. Semiclassical Description of the 
Isolated Asymmetric Rotor 

37 In order to apply classical S-matrix theory to a bimolecular 

collision process it is first necessary to describe the internal quantum 

states (i.e., rotational-vibrational states) of the isolated collision 

partners. This section, therefore, considers the semiclassical description 

of an isolated asymmetric rotor. 

Consider an asymmetric rotor40 with principal moments of inertia 

I , I and I 
X y Z 

such that I ~ I ~ I 
Z y X 

1 
Letting A = 2r , B = 

X 1 c = 2r ; the asymmetry parameter K is defined by 
z 

K = 2B - A - C 
A- C 

1 
2I 

y 

For a prolate symmetric top I = I and K = -1 while for a oblate 
y z 

symmetric top I = I and K = +1. 
X y 

The rigid asymmetric rotor has three degrees of freedom, and its 

classical Hamiltonian can be written as 

(1) 

This gives the Hamiltonian in terms of the action-angle variables of the 

system: j is the magnitude of the rotational angular momentum, m is 
I 

its component along a space-fixed z axis, and k is its component along 

a body-fixed z axis. The q's are the angle variables conjugate to the 

momenta j, k and m. In the oblate symmetric rotor limit, B =A, and 

the Hamiltonian becomes 

(3a) 
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In the prolate symmetric rotor limit (B = C) one needs to define k' 

-+ 
to be the projection of j along the body fixed x axis, and the 

Hamiltonian then becomes 

H( . k' ) = B(J· 2 - k' 2) + (A - B) k' 2 
J ~m, . ;q. ,q ,qk, 

J m 
(3b) 

Since Eq. (2) has no dependence on q .or q., it can readily be seen that 
. m J 

j and mare conserved. Likewise for a symmetric top k (or k') is 

also conserved. 

The traditional way of quantizing the asymmetric rotor semi

classically41 is to realize that it is essentially a system with only 

one degree of freedom, with j appearing in the Hamiltonian simply as 

a parameter; i.e., the one-dimensional Hamiltonian is 

One then applies the Bohr-Sommerfeld quantum condition to this one 

dimensional system in order to quantize the k-degree of freedom: 

where k(qk,j,E) is determined from the Hamiltonian by conservation 

of energy: 

[ 

2 2 . 2 112 
. _ + E - j (Asin qk + Bcos qk)J 

k(qk,J,E) -- 2 2 
C - Asin qk - Bcos qk 

Equation (4) can now in principle be inverted to give E(j,n). This 

(4) 

(5) 

procedure, however, gives relatively poor results for the lowest quantum 

states which are our present concern. It would be desirable, therefore, 

to be able to use the correct quantum values for the energy levels within 

I ., 
i 
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an internally consistent semiclassical framework. 

For this purpose we define a new momentum variable n by 

2 (1 . . 2 ( ) 2 n = + K) J· - 1- K j 
Z X 

(6) 

+ 
where jx and jz are the components of j along the corresponding body-

fixed axes. It may be noted that in the oblate limit (K = +1) n2 = 2k
2 

and in the prolate limit (K = -1) n2 = -2k'
2

. The classical Hamiltonian 

in terms of this new variable is given by 

2 
so that n 

2 
v2 = n2 ' 

h 

(A - C) 
2 

2 
n 

is a constant of the motion. If one lets j
2 = h2

j(j + 1), 

2 a = h A etc, then Eq. (7a) becomes 

(a - c) v2 
H = bj(j + 1) - 2 

so that v is related to the quantum mechanical quantity E(K) by
40 

E(K) = Kj(j + 1) - v2 

(7a) 

(7b) 

(8) 

The rotational state of the asymmetric rotor can now be described within 

the semiclassical framework by specifying the quantum number j and the 

quantity v (determined from tabulated values of E(K)). Appendix 1 

carries out the canonical transformations necessary to replace k by n. 
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C. Semiclassical Theory of Atom-Asymmetric Rotor 
Collisions; Methodology 

The cross section for the inelastic process 

is given by 

'1Th2 ~ 
= (2~E)(2jl + 1) ~ ( 2J + l) 

J=O 

(9) 

where £ is the orbital angular momentum quantum number for relative 

translation of the collision partners, j and v are the quantities that 

define the rotational state of the isolated formaldehyde as in Eq. (7b), 

J is the total angular momentum quantum number, rotational (j) plus 

orbital (£), of the composite system, E is the initial translational 

energy, and ~ is the reduced mass of the collision partners. The reader 

will recognize that Eq. (9) is identical in form to the expression for 

42 rotational-vibrational excitation in the atom-diatom collision system, 

except that here v is related to the components of j about body fixed axes 

rather than being a vibrational quantum number. The sums over £
1 

and £2 

in Eq. (9) result from an average and a sum over the initial and final 

m states of the rotor, respectively. 

The semiclassical approximation to the S-matrix elements in Eq. (9) 

is constructed according to the general prescription that has been 

. 37-42 g1ven. Again, the expression is of the same form as that for the 

42 38d 
ato~diatom rotational-vibrational system: ' 

. 

... 
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(10) 

where the sum indicates a sum of such terms for all trajectories which 

obey the correct initial and final boundary conditions; see Ref. 37 and 42 

for more details. 

In order to use 2 Eqs. (9) and (10) it is necessary that J be quantized 

everywhere and that j
2

, t
2 

and v2 
be quantized in the initial and final 

asymptotic regions. J
2 

and t
2 

are quantized by the usual Langer 

prescription 

t
2 ~ h2(t + 1/2) 2 

J2 ~ h2(J + 1/2)2 

(11) 

2 
v is "quantized" by setting it equal to the value determined from Eq. (8) 

by j and the quantum value of E(K). The quantum mechanical quantization 

of j
2 (i.e., j 

2 ~ h 
2

j (j + 1)) was retained because it was felt that this 

would be more accurate for treating the low rotational levels which 

were of interest in this calculation. 

The numerically integrated classical trajectories needed to evaluate 
I 

Eq. (10) may be computed in any convenient set of canonical variables as 

long as the proper transformation to the i,j,V,q 0 ,q.,q set is performed 
X, J V 

in the initial and final asymptotic regions. Formaldehyde is almost a 

prolate symmetric top (K = -0.9610644 for the adopted geometry) so that 

the component of angular momentum along the CO bond axis of isolated 

formaldehyde is almost conserved. 43 Since the relationship between k 
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and n is also not very tractable (see Appendix 1), it was decided to 

compute the trajectories
44 

in the £,j,k,q£,qj,qk set of canonical 

coordinates. Appendix 2 gives the canonical transformations and necessary 

relations for this coordinate set. 

The classical Hamiltonian is given in this set of canonical variables 

by 

£
2 

2 . 2 + --2 + j [ Csin qk + 
2J..IR 

2 
Bcos qk] 

where R is the distance between the centers of mass of the collision 

partners and J..1 is the reduced mass for the relative motion of the 

(12) 

centers of mass (i.e., J..1 
mCH20~2 
--~--~~- ). The potential energy depends 
~ + mCH 0 

2 2 
-+ 

on only the three parameters (R,Y,s), where y is the angle between R 

and the body-fixed z axis of formaldehyde, and s is the angle between 

-+ 
R and the corresponding x axis. 

The equations of motion are given by 

2 av 
qJ. = 2j[B + (C- B) sin qk] + a cosy 

acosy + av 
at acoss 

acosy + . av 
dj dCOSS 

dCOSs 
()£ 

dCOSs 
dj 

2 av 
qk = 2k[A - B - (C - B) sin qk] + acosy 

acosy + av 
dk dCOSs 

dCOSs 
dk 

(13) 
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R,2 I (~R3) av 
PR = - aR 

. av acosy - av a cos I;; j =-
acosy aq. acosl;; aq. 

J J 

• av acosy av dCOSI;; R, = - a cosy aqt dCOSI;; aqt 

. 2 .2) av a cos I;; k = 2(C - B) sinqk cosqk(k - J dCOSI;; aqk 

where the potential parameters cosy, cosl;; and their partial derivatives 

are given by 

a cosy 
aqj 

acosy -
()j 

.J/- k2 (J2 + j2- R,2) 

2R.j3 
sinqj sinqR, 

(14) 



a cosy 
a£ 

a cosy 
dk 

acosl;; 
~ 

J 

acosl;; 
--::--~ = 

aq£ 
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,J j 2 
k

2
(J

2 
+ £2 

- j
2

) sinq. sinqR, 

2£2 j 2 

i;sinqR, k 

2R.j 2 .,J .2 
J J - k2 

(J2 .2 
cosqj cosq R. + - J 

2R.j 

ksinqk acosr 

~j2 - k2 
() + cosqk 
qj 

{i 
cosq. cosqR. + 

J 

ksinqk acosr i;sinqk cosqR, 

2£ ~ j 2 - k2 ..jj2 _ k2 aq£ 

2 sinqil - R, ) 
sinq. 

J 

.2 - R, 2) sinqil - J sinq. 2R.j J 



aces;_ = 
aj 

ksinqk 

v/ - k
2 
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J. sinq sinq 
0 acosy k ;<., a j + __ _;:.R.c---__::: 

-2jkcosy sinqk + (J2 + j2 _ .R-2) 

2 2 3/ 2 2 sinq 0 cosqJ. cosqk 
2(j - k ) 2-R.j ;<., 

acosl;; = 
ak 

ksinqk 

~j2 - k2 

.J. 2 k2 
cosy = ~J~j----

acosy + sinqk sinq.R, 
a.R. 

sinq. 
J 

kl;sinqk sinq.R, 

.R.(j2 - k2)3/2 

sinqt sinqj] 

kl;sinq.R. 
+ ----=-

2.R.j2 

(15a) 

(15b) 
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The trajectories were begun with the initial conditions 

R = R 
max 

q. = q. 
J ]1 

qk = qk 
1 

p =- "2~El- t
2

/R
2 

R 1 max 

j 

k = 

h <\ + 1/2) 

(1 + K)+(l - K) sin
2

qk 
1 

and were ended when R2 ~ R while PR was positive. R 
max max 

(16) 

is a value 

of R that was chosen to be the smallest value for which a!~sy av 
and acosc;; 

are negligible (R = 10 a in this case). At the conclusion of the 
max o 

trajectories, the final quantum numbers j 2 , t 2 , v
2 

were calculated 

(17a) 

(17b) 

(17c) 

I 
~I 
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The trajectories were rejected if conservation of energy as measured by 

(C A) 
4 

(C - A) 
4 

was violated by more than 0.5%. 

A model potential of the form 

2 
exp [ -R. /S.] 

l. l. 

was adopted for the hydrogen molecule-formaldehyde interaction. This 

type of potential was used in order to make the results comparable 

with quantum mechanical calculations34 which were in progress at the 

time this work was begun. The sum is over the four atoms making up 

the formaldehyde and R~ is the square of the distance between the ith 
l. 

(18) 

atom of formaldehyde and the H
2 

center of mass. Table I lists the values 

of the parameters that were chosen for this work. The S. values were 
l. 

chosen so that the "sizes" of the atoms for the energy range considered 

would be comparable to the usual Van der Waals radii of these elements 

in organic compounds. 

This model potential is admittedly quite crude in that it neglects 

the long range attractive forces and that the short range repulsion 

is not steep enough. Since the quantity of interest for the present 

astrophysical problem is the relative size of cross sections (see 

Section D), however, it may be that the detailed form of the potential 

beyond that which essentially determines the size and shape of the 

molecules will not seriously alter the major results. Work currently 
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Table I. Values of parameters chosen for 
the model potential. 

Atom F. (Hartress) Si(a2) 
1 0 

0 1.0 I 0.88333 

I c 1.0 0.970 I 

H1,2 1.0 I 0.75667 
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Fig. 12. (a) The geometry of formaldehyde; see Ref. 40. 
(b) The coordinate system for formaldehyde. 
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in progress (B. J. Garrison, H. F. Schaefer, W. A. Lester and W. H. Miller) 

on the potential surface for helium-formaldehyde should provide a much 

more realistic interaction potential. 

The structure of formaldehyde given in Ref. 40 was adopted for this 

work since it is the same as that used in Ref. 34 and 35. The values 

given40 for the rotational constants are A = 282,106 Me; B 
0 0 

38,834 Me; 

and C = 34,004 Me which correspond to an asymmetry parameter K of 
0· 

-0.9610644. The adopted structure and the coordinate system used are 

shown in Fig. 12. The values of the structural parameters with respect 

to the center of mass as shown in Fig. 12bare then: r 
0 

= 0.9943 

r 
c 

= 2.9948a 
0 

and o = 37.29°. The energies and values 

of v for all the j = 1 and j = 2 rotational states of formaldehyde are 

given in Table II. The distances required in Eq. (18) are now given in 

terms of the structural parameters and the potential parameters 

(R,y,z;;) by 

R2 R2 + 2 - 2Rr cosy r (19) 0 0 0 

R2 R2 + 
2 + 2Rr cosy r 

c c c 

~ R2 + 2 
+ 2RrH(sino cosz;; - cosy coso) rH 

1 

~ R2 + 2 
- 2RrH(sino cosz;; + cosy coso) = rH 

2 

Even at the low collision energies employed the excitation of the 

j = 1 states to j = 2 states is a "classically allowed"45 process, 

i.e., there are real-valued classical trajectories which lead to these 

transitions. (There will also be some contribution from complex-valued 

classical trajectories, but this has been ignored in the present work.) 

' 
<I 

..: 
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Table II. Formaldehyde.energy levels. 

State (Jk k ) 
- + 

0oo 
1ol 
111. 

110 

2o2 

212 

211 

221 

220 . 

0 

3.49579 

15.17141 

15.40323 

10.48396 

21.93119 

22.62663 

57.65349 

57.65691 

0 

0.03894 

-1.92213 

-1.96106 

0.11738 

-;1..80532 

-1.92213 

-7.80532 

-7.80590 
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In general there are a number of different classical trajectories (up to 

8 in the present application) which contribute to each specific S-matrix 

element; because of the small difference in the classical actions along 

such trajectories it is important not to use the "primitive" semiclassical 

expression, Eq. (10), but rather the appropriate uniform asymptotic 

expression. 38c, 38d, 46 The semiclassical results discussed in the following 

section have all been "uniformized" in this way. 

An interesting feature of this system is the apparent mixing of 

classical and quantum behavior. At a translational energy of l0°K, 

the S matrix element for the transition 111-+2
12 

with J = 2, £
1 

= 1, 

£
2 

= 0 gets contributions from eight classical trajectories; an apparent 

indication of classical-like behavior. However, this is the only 

S matrix element for that transition which gets any contributions, 

something that might be expected if the system behaved quantum 

mechanically. This situation is moderated at the higher energies 

and virtually disappears at l5°K (see Table V). 

For the Monte Carlo trajectory calculations it was decided to 

36 modify the standard procedures somewhat because only a few values 

of J, £
1 

and £
2 

contribute to the sums in Eq. (9) at these low collision 

energies. Proceeding along the lines of Ref. 38c, therefore, J and £
1 

were retained as integers and the Monte Carlo procedure used to calculate 

the square modulus of S-matrix elements individually. Appendix C gives 

the details of this as it pertains to the atom-asymmetric rotor collision 

system. 
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Table V. The distribution of the classical trajectories 
contributing to the S-matrix elements for the 
110-+212 transition (the distribution is similar 
for the other transitions studied). 

J,R.l,R.2 

1,0,1 

1,1,1 

2,1,0 

2,1,1 

2,2,1 

3,2,1 

Number of contributing terms for the energies and 
quantum states indicated. 

Translational Energy 
I 

l0°K l1°K l2°K 

0 2 6 
! 
' 

0 2 2 

8 12 12 

0 0 6 

0 0 0 

0 0 0 

l5°K 

8 

4 

10 

8 

2 

4 
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D. Results and Discussion 

The cross sections for the rotational excitation of the 111 and 1
10 

states to the 2
12 

and 2
11 

states of formaldehyde are shown in Fig. 13; 

the solid line is the .result of the Monte Carlo classical trajectory 

calculation, and the points are the semiclassical values at energies 

of 10, 11, 12 and l5°K. Numerical values of the calculated·cross 

sections are given in Tables III and IV. The semiclassical results 

·· show a strong interference structure which is not quenched by the sums 

in Eq. (9) because so few terms contribute. 47 
As expected, · the purely 

classical results do not reproduce this structure but appear to give the 

average result reasonably well. Since these cross sections would be 

averaged over a smooth distribution of translational energies in 

computing rate constants, the interference structure would not likely 

be important; if this is the case, then the classical Monte-Carlo 

results would be sufficient. This is quite encouraging, of course, 

for the classical Monte Carlo trajectory calculations are considerably 

earier to carry out than the semiclassical ones. 

Figure 14a shows the classical Monte Carlo results for the 

1
11

+1
10 

cross section as a function of collision energy E. Since 

microscopic reversibility implies that 

E 
E - !'::.£ 

where !'::.£ is the splitting of the 1
11 

and 110 levels, !'::.£ = 0.23182°K, 

the cross sections for the 1
10

+1
11 

and 111+110 transitions are 

essentially equal at the energies E considered. 

(20) 
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Table III. Classical S-matrix results. Cross sections (a
2

) for the indicated 
. . d i 0 trans1t1ons an energ es. 

Energy ( °K) 

Transition 

(5) Ratio of (3) 
to (2) 

(6) Total (1) + (2) 
+ (3) + (4) 

* Uniformized results. 

10.0 

1.100833* 

(2. 03835 7) ** 

1.864489 

(1.207066) 

1.044088 

(1. 869910) 

2.149583 

(1. 986073) 

0.559986 

(1. 549137) 

6.158993 

(7.101406) 

11.0 

4.211031 

(4.552308) 

1.053836 

(1. 808262) 

4. 712126 

(5.614068) 

1.307034 

(2.936735) 

4.471404 

(3.104676) 

11.284027 

(14.911373) 

i 12.0 

I 2.581632 

(4. 981321) 

1.506511 

(2 .412053) 

2.259673 

i (5.087348) 

1.651284 

(3.674114) 

1.499938 

(2.109136) 

7.999100 

!(16.154836) 

** . 1 . . h Primitive classical s-matr1x resu ts g1ven 1n parent eses. 

! 

15.0 

1.462453 

(1.850373) 

1. 258176 

(3. 662941) 

2.390978 

(3. 823447) 

1. 717957 

(4.618388) 

1.900353 

(1. 043819) 

6.829564 

(13.955149) 



Table IV. Monte-Carlo classical trajectory results. 
indicated transitions and energies. 

Transition 

i I 

2 Cross sections (a ) for the 
0 

i (1) I (2) (3) (4) (5) (6) I 

Energy (°K) 111-+212 111-+211 1to-+212 j110 -+211 \ Ratio of Total (1) + 
i (3) to (2) (2} + (3) + _{_4) 

10.0 4.03274 0.94633 3.07623 T 3.25070 9.36262 1.30732 I I 

I ! 
11.0 3.66518 1. 09063 2.86338 1.48791 2.62544 

I 
9.10711 

12.0 3.48989 1.19020 2.77504 1.40964 2.33157 8.86478 I 

15.0 3.48592 1.20464 2.78741 1.56672 2. 31389 9.04470 

20.0 4.68262 1.67763 4.02615 1. 91998 2.39991 12.30339 

25.0 3.79570 1.96233 3.21320 2.29035 1. 63744 11.26158 

30.0 2.80932 1.94898 2.45761 2.13178 1. 26097 9.34769 
I 

40.0 2.35953 1. 71022 2. 09424 1.1. 81360 1.22454 7.97759 

I 
-.....! 
N 
I 
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XBL 745-6395 

Fig. 13. Cross sections for the indicated rotational excitations in 
Hz (spherically symmetric) + HzCO collisions as a function of 
initial relative translational energy. The solid lines are the 
results of the Monte Carlo classical trajectory calculations 
and the points the semiclassical values; the solid {open) 
points correspond to the upper {lower) curve. The energetic 
threshold for all four transitions is 7°K±""0.5°K (see Table II). 
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Although a number of additional complications
48 

must be taken into 

account in a complete analysis of the "anomalous" absorption of 

formaldehyde, the following treatment may be oi interest. If the rate 

of the dipole-allowed spontaneous decay of the j = 2 states to the j 1 

states (i.e., 212~111 and 211~110 ) were infinitely fast compared to 

inelastic collision rates, and if the radiative rates between the 110 

and 1
11 

states were neglibly slow, then simple considerations35 imply 

that the steady-state ratio R of population of the 1
11 

state to that 

of the 1
10 

state would be 

R 

This quantity is shown as a function of collision energy in Fig. 14b, 

the cross sections being the Monte Carlo trajectory results from 

Figs. 13 and 14a. The temperature T relating the 111 and 1
10 

levels 

is defined by 

R = exp(t.£/kT) 

(21) 

(22) 

R = 1.1 and 1.2, for example, implies a temperature T = 2.4°K and 1.3°K, 

respectively. With the cross sections replaced by ones suitably 

averaged over translational energy--which would effectively smooth out 

the R vs E relation in Fig. 14b--thisis in good qualitative agreement 

with the observed1 population ratio corresponding to T- 1.8°K. 

In summary, therefore, the results of the calculations do show 

that rotational excitation of formaldehyde from the 1
11 

and 1
10 

levels 

to the 212 level is favored over that to the 211 level, in accord with 

35 Townes and Cheung, and the magnitude of the effect is consistent with 

-· 
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{a) 

·o~--------~------~~------~~------~ 
1.3~------~--------~---------r------~ 

{ b) 

0 -0 
a:: I. I 

1.0~------~--------_.--------~--~----~ 
0 1'0 20 30 40 

Fig. 14. 

E {°K) 
XBL745-6396 

(a) Cross section for the 111+110 (and essentially also the 
110+111> transition in collisions Hz and HzCO, as a function 
of initial translational energy. (b) The cross sec.tion ratio, 
defined by Eq. (21), as a function of initial translational 
energy. i 
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this being the cooling mechanism responsible for the anamalous absorption 

of formaldehyde in interstellar dust clouds. The weakest aspect of 

the present calculations is probably the interaction potential, although 

it would also be useful to have completely quantum mechanical scattering 

calculations to check the reliability of the classical and semiclassical 

results. 

I 
~ 
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APPENDIX 1. SEMICLASSICAL TREATMENT OF THE ASYMMETRIC ROTOR 

Let x, y, lz be the principal axes of the molecule, with 1 

. I 
I ~ I ~ I • For a prolate symmetric top I = I and for an oblate 

Z y X y Z 

symmetric top I 
X 

I • The classical Hamiltonian is 
y 

2 2 2 Iw Iw Iw 
H=~+J.._:J_+~ 

2 2 2 

where the w's are the angular velocities about the appropriate axes. 

Now introducing the. Euler angles e, If>, 1/J of the body 49 we have 

so that 

w = ~sine sinljl + ecosljl 
X 

w = ~sine cosljl 
y 

• • 
w = lf>cose + 1Ji z 

• 
esinljl 

p~ = I w sine sinljl + I w sine cosljl + I w cose 
~ X X y y Z Z 

I w cosljl - I w sinljl 
X X y y 

p = I w 
1/J z z 

( 1.1) 

( 1. 2) 

( 1. 3) 

are the momenta conjugate to the Euler angles. Inverting the momentum 

relations gives 

• = I w 
JX X X 

p<Psinl/1 
= . e + pecosW s1n 

pl)Jcose sinl)J 

sine 

pA:cosl)J ~ ~ose cosl/J 
jy = sine - Pesini/J - Pl)J sine 

jz = Pl)J 

(1.4) 
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for the body fixed components of the rotational angular momentum. The 

Hamiltonian is now 

H(8,<f>,t~J,p 8 ,p<l>,pt/J) [

p <Psint/J 
A . e 

Pl/{os8 sint/1]
2 

+ pecost/J - ~ e (1.5) 
s1.n s1.n 

1 where A = 21 , B 1 1 
~ and C ~ ~ and the square of the magnitude of the 

y ; z X 

angular momentum is 

-+2 
j ( 1. 6) 

2B - A - C The asymmetry parameter K is defined by K = A _ C so that 

K = +1 for an oblate symmetric top and K = -1 for a prolate symmetric 

top. The quantity E(K) which can be calculated quantum mechanically 

is defined by 

2E = (a+ c) j(j + 1) +(a- c) E(K) ( 1. 7) 

where a = h
2
A etc. 

We now eliminate Pe in favor of j, the magnitude of the rotational 

so 
angular momentum by a canonical transformation using an F

2 
generator. 

This generator is 

F2 (8,<f>,t/J,j,m,k) = <f>m + t/Jk + 

-1[ mcos8 - k .] mcos · 

. e v·2 2 Sl.n J - m 

(1. 8) 

-1[ kcos8 -kcos 

sine~/ 

•. 
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-+ 
where m = p<l> is the component of j along the space~fixed z axis and 

-+ 
k = p\jJ is the cbmponentlof j along the body-fixed z axis. Now the new 

coordinates (which are the coordinates canonically conjugate to j, m, k) 

and the transformed Hamiltonian are 

(1. 9) 

<I> -
-1[ mcose cos 

sin8 ~j 2 - \] 
- m 

,,, -1[ kcose - m J q = 'I' - cos 
k ~ 2 2 

sine j - k 

H ( . k ) . 2 [A . 2 + B 2 ] J, ,m,qj,qk,qm = J s1n qk cos qk ( 1.10) 

+ k
2

[c - Asin
2
qk- Bcos

2
qk] 

Since qk is the only coordinate present in the Hamiltonian, it is now 

obvious that j and mare conserved whereas k is not (unless A= B). 

It can now be seen from Eq. ( 1.10) that we have an effectively one-

dimensional problem and that the semiclassical energy levels might be 
I 

calculated by applying the Bohr-Sommerfeld quantization rules to the 

k, qk system (with j as a constant parameter). This would give 

21Th (n + 1/2) dq [E-
kl c 

.2(A . 2 + B 2 )]1/2 J s1n qk cos qk I 
2 . 2 : 

- Asin qk - Bcos qk 
0 

( 1.11) 
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with j
2 

= h
2
j(j + 1). In the limit A= B(K = +1) we would get the 

correct quantum result that n = k+ but in the limit B = C(K = -1) 

we will not get n = k . This is because the integral in Eq. (1.11) 

is singular for j
2
(B- A) sin

2
qk = k

2
[(B- C) + (B- A) sin

2
qk] so that 

the solution in the K = +1 limit will not go smoothly into the solution 

in the K = -1 limit. 

It is then desirable to seek a new momentum in which the quantization 

can be carried out. 

2 
n 

2 
Define n by 

(1 + K) jz - (i - K) j
2 

Z . X 

so that the classical Hamiltonian becomes 

(A - C) 2 
n 2 

It is clear now that n2 is conserved and that if we let j
2 

and -.i 
2 

= ~ , the Hamiltonian is 
h2 

H = bj(j + 1) - (a- c) v 2 
2 

Comparing Eq. (1.14) with Eq. (1.7) it can be seen that vis simply 

related to E(K) by 

2 
E(K) = Kj(j + 1) - V 

In the limit of K = +1, jz = hk+, and in the limit K = -1, jx = hk_, 

2 
so that n has the correct behavior in the two limits. In order to 

transform from the k, qk set to the n, qn set we have that 

(1.12) 

(1.13) 

(1.14) 

(1.15) 

(1.16) 

.· 
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The F2 generator that eliminates k in favor of n2 is given by 

f 
qk 

+ dx ~ n
2 + (.1 - ) . 2 . 2 

K J S1n X 

(1 + K) + (1 - K) sin2x 
(1.17) 

.o 

Now n2 has the dimension's of (momentum),2 but it can be seen from 

2 Eq. (1.12) that n can take on either positive or negative values. The 

integral in Eq. (1.17) must be worked out separately for the two signs 

of n2 , and it will be seen that no logical inconsistencies result from 

allowing n2 to be less than zero. 
2 

Indeed, the case that n = 0 is 

exactly the point at which Eq. (1.11) becomes discontinuous. 

2 For the case that n > 0 we have that 

2 
n 

mq + j q. + -::====:;:=:::;======-
m J V (1 + K)[n2 + j 2 (1 - K)] 

(1 .18a) 

IT~· j
2

(1 - K) ' r) n2 + j2(1 - K) 

where 

0 2 sin
2
qk[n

2 + j
2

(1 - K)] 
(1.18b) s1n y = 

[n
2 + j

2
(1 - K) sin

2
qk] 

2 (1 - K) 
2 2 

[j {1 + K) - n J r = (1 + K) u2
<1 - K) + n

2J 

and II(cj>,n,k) is the elliptic integral of the third kind 

II(cj>,n,k) -r del 

(1 + n sin
2
1l) ~- k2 . 2 s1n Cl 

0 
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The coordinate conjugate to n is given by 

where· 

F(<j>,k) = ! .. <I> -;:::===d=a === 
./1 k2 . 2 0 'f s1n a 

is the elliptic integral of the first kind.and y, rare the same as 

in Eq. (1.18b). 

(1.19) 

For n
2 

< 0 not all values of qk are classically allowed. Since 
2 . 

k(n ,qk) is given by 

k 

2 + (1 ) .2 . 2 n - K J s1n qk 

(1 + K) + (1 - K) sin
2
qk 

and k must be real, we must have 

) .2 . 2 ....._ 0 
K J S1n qk ~ 

( 1. 20a) 

(1.20b) 

If the integral in Eq •. (1.17) is done considering the limits on qk by 

Eq. (1.20b) we get for n2 < 0 

2 
mqm + j qj - ---;:=:======n============ 

~(1- K)[(l + K) j
2

- n2
] 

, r) -F(y' ,r') 

(1. 21) 
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where r' 2 1 
= 1/r and sin y' = --=-2-

sin y 
[y and r. as in Eq. (Ll8b)], and 

< 1. 22) 

The Eqs. (1.19) and (1.22) are all that is needed to apply 

classical S-matrix theory to collisions of an asymmetric rotor. The 

2 appropriate value of n for a quantum state of the rotor can be obtained 

from the quantum mechanical values of E(K) by Eq. (1:15). Although there 

is now no need to obtain a semiclassical prediction ~£ the energy levels, 

such a prediction is possible. 

In order to quantize the asymmetric rotor semiclassically we use 

the Bohr~Sommerfeld quantization rule 

2nh(n +a) = 1ndq 
n 

( 1. 23) 

where n is an integer and a is an arbitrary constant' to be adjusted. 

The integral in Eq. (1.23) has parametric dependence on the energy and 

the magnitude of the angular momentum, which we take·to be its quantum 

value h/j (j + ·1). Since n is a constant of the motion the integral is 

just the change in qn over a complete cycle. Now if.the left hand side 

2 of Eq. (1.23) is 2~ (k± +a±) for n greater than or les~ than zero 

respectively, we get 

· 4v4
K

2 
(m) = ~~~----~~----~~-

TI2[j(j ~ 1)(1 ~ K) + v 2] 
(1. 24a) 



ai)d 

where 

m= 

;-84-

( 1 ~ K) (k- + ci-) 2 = _ ___:.4 V...:....4....;::K.:....2-lo(l~/~m:....t.)_--'--=-
TI2(j(j + 1)(1 + K) - v2

] 

(1- K)(j(j + 1)(1 + K)- v 2
] 

(1 + K){j(j + 1)(1- K) + v2
] 

(1.24b) 

and K(m) is the complete elliptic integral of the first kind. By analogy 

with Eq. (1.12) it may be desirable to combine Eq. (1.24a) and Eq. (1.24b) 

by defining 

(1.25) 

while letting v2 have the sa1lle sign as N2 . It can be seen that.the 

difficulties in Eq. (1.11) arise where v2 
= 0 and that Eq. (1.24a) and 

Eq. (1.24b) pass smoothly through this boundary if Eq. (1.25) is used. 

The major difficulty with using the expressions in Eqs. (1.24a), 

(1. 24b) and (1. 25) for calculating the energy levels of the asynnnetric 

rotor is the problem of determining the values of a+ and a_. It was 

found that for the lowest states (j ~ 3), the values that the alphas had 

to take on to reproduce the quantum levels showed·considerable dependence 

on j, k+l and k_1 . For some of the states the values also had a 

strong dependence on K. It is possible that for large j values, where 

the rotor behaves more classically, the procedure outlined above may 

be of value in predicting the energy levels. 

.... : 
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APPENDIX 2. ACTION-ANGLE VARIABLES FOR ATOM-ASYMMETRIC 
ROTOR COLLISIONS 

I~ this section, t?e conventions with reg~rd to the rotor are 

-+ 
the same as in Appendix 1. Let R be the vector from the center of mass 

of the rotor to the atom, and a and B be the altitude and azimuth 

respectively of this vector. The Hamiltonian is 

(2 .1) 

I I 
v 0 0 • 2 z 0 0 2 

+ 2 {cj>sin8 cosl/1- 8sinl/l) + 2 (cj>cos8 + 1/1) + V(R,y,~;) 

where Y is the angle between R and the body fixed z axis and is the 

angle between Rand the body fixed x axis. Therefore, 

cosy = cos8 cosa + sin8 sina sin(cj> - 8) 

cos/;= sinl/l[cosa sin8- cos8 sina sin{cj>- 8)] 

+ cosl/1 sina cos{cj>- 8) 

In terms of the canonical momenta H is 

_ P!J{os8 sinl/11
2 

sin8 J 
2 

i ,1, cos8 cosl/1]
2 

Cpp 
pes no/- Pl/1 sin8 + 2 + V(R,y,l;) 

where p8 , p<l>' pl/1 are as in Appendix 1 and 

0 

p = llR 
R 

2o 
p = llR a a 

2 2 ° Ps =. llR sin aS 

(2.2) 

(2 .3) 

(2. 3a) 
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(note that l.l is the reduced mass of the "two-body" system where one 

body is the atom and the other is the. rotor). Since cp and f3 only occur 

in the combination(¢>- f3), cp can be replaced by the new.variable 

£ = (cp- f3). This is done by the F3 generator 

(2.4) 

which gives the new momenta p£ =Pep= m and M = p£+ p
13

, the projection 

of the total angular momentum on the space-fixed z axis. The orbital 

angular momentum i is now introduced by an F2 type generator using 

2 2 
i2 = ~ + (M - m) . 

2 2 2 2 . 2 
l..IR l..IR sl.n a 

F 
2 

(£, f3,cr; i, m, M) = m£ + f3M + icos -l[~==i=c=os=a===· =--1 
. ~ i 2 - (M - m) 

2 J 
(2.5) 

- (M - m) cos --1[ (M - m) cosa ] 

s ina ~ i 2 
(M - m) 

2 

The new coordinates are 

q' -1[ icosa 
m);] = cos . 

i ~i2 
(2.6) 

- (M -

Q2 f3 - · -1[ (M- m) cos a 

m)2] = cos . 

sina~i2 - (M -

Q3 = £ 
+ c1[ (M - m) cosa 

m)2] 
cos 

sina~- (M -

,..,. 
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The F
2 

generator in Eq~ (1.6) is now used (with if> replaced by Q
3

) and 

the new coordinates are 

q~ 
J 

q = Vi -k 
-1[ kcose -cos . 

sine~ j 2 

-1[ mcos.e -cos 

. sine~ j 2 

The space fixed components of r and ! are now given by 

- .m 

2 
- m 

2 

R, 
X 

cosQ2 ~ t
2 

- (M - m)
2 = -

R, 
y 

i 
t = (M - w> z 

so that the magnitude of the total angular momentum J is given by 

2 .r2 2 
m ~R,' - (M - m) sinq 

m 

(2. 7) 

(2.8) 

(2.9) 
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It is now desired to replace m by J, and to express y and ~ in terms 

of the final angle variables. The first is done with the generator 

~ 2 2 2 2] . . . _ . -1 M(J + J - Q, ) - 2mJ 
F 

4 
(J ,Q.,M,m,J ,J ,Q.,.M) - Js1.n . 

s~i - M
2 

(2.10) 

are 

.. -lf(J2 + Q,2 _ .2) _ M(J2 Q,2 .2)] + Q.sJ.n J - - J 

. s V Q. 
2 - (M - m)2 

qJI, = 

q = 
M 

. -l[(J. 
2 

-. j
2

- Q.
2

) - 2m(M - m)J - ms1.n 
~.2 2\)2 2 2 J - m Q. - (M - m) 

(2 .11) 
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because of the overall rotational synmietry.of the system, M can be 

set equal to zero without loss of generality. The two potential 

parameters are given in this set of coordinates and momenta by 

.J / - k2 
[cosq1 

<i .2 - ~2) 
sinqj] 

k~sinq~ 
cosy = cosq. + - J 

sinq~ + j J n. 2~/ J 

cosl;; 
sinqk 

[2~kcosy - ~sinq~]. + cosqk rosql sinq. (2 .12) = 

2 ~.J j2 - k2 
J 

The Hamiltonian is now given by 

2 2 2 + k [C- Asin qk- Bcos·qk] (2.13) 

+ V(R, y, l;;) 
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APPENDIX 3. MONTE-CARLO TECHNIQUE FOR 
ASYMMETRIC .ROTOR TRANSITIONS 

Principally because the second "quantum number", v, for defining 

the state of the asyunnetric rotor is not an integer, and may be. 

imaginary, several modifications must be made in the standard Monte-

Carlo classical trajectory technique for evaluating the cross sections. 

The classical S-matrix result for the total cross section (see Eqs. (3.1) 

and (3.2)) is given by' 

00 

$2 "" - (2~E)(2jl + 1) ~(2J + l) 
J=O 

(3.1) 

where 

(3.2) 

Equation (3.1) is transformed to a form suitable for Monte-Carlo 

evaluation by ignoring the phase in Eq. (3.2) and averaging over final 

quantuin numbers so that the Jacobian factor in Eq. (3.2) cancels out. 

We first approximate the infinite sum over R-
2 

by an integral over 

R-2 . If this integral is then transformed into an integral over dq.R., the 

factor 

(::~J 
·-
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which arises cancels with the Jacobian in the square of the S-matrix 

element. We now have 

00 

(E) 
0
j2,v2+jl,vl 

'JT'h2 

= 2l.1E(2j l + 1) L: (2J + (3. 3) 

J=O 

To completely remove the Jacobian we want to average j 2 and v2 over 

"quantum number" intervals. This is straightforward for j2 but not 

for v2 since this is non-integer for the desired final state and may 

be imaginary. 2 Because of this last difficulty we average over a v2 

interval rather than a v2 interval and take the averages of the v2 values 

for the various states as the endpoints. We now have 

J+jl f j2+ ~ (E) 'rth2 oO 

L L: (2J + 1) 
.... , 

a. +' v = 
2l.1E(2jl + 1) J2 ,v2 J1' 1 . 2 1 J=O ~ =IJ-j I J --

1 1 2 

1 

d(V~) f 1 

0 

where v~op and viow are the endpoints of the v
2 

interval. Itis now 

desired to cancel out the Jacobian entirely by changing the integrals 

. 2 over j 2 and v2 to integrals over q. and q . 
J1 vl 

(3 .4) 

Since it is more convenient to compute the trajecotires in the k,qk 

set of canonical variables rath.er than the V,q set, we would like the . v 
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expression to involve only the former set. From the results in 

Appendix 1 we have that 

aq . 
vl vl 

aqk = -_-;: ,==============~2 =-_--;:= 12==================2::::=::=-
1 'J (1 + K) · + (1 - K) sin qk 'J v1 + j 1 (j 1 + 1) (1 - K) sin qk 

1 

so that 

If we insert a function X that is one if a trajectory falls in the 

appropriate j
2

, v~ "box" and zero otherwise we get finally 

(3.5) 

(3.6) 

2 where /:, is the length of the v "box" 
2 Equation (3.6) is now in a form 

amenable to Monte-Carlo evaluation and is the desired result. 
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IV. ·. SEMICLASSICAL THEORY OF NON~ REACTIVE 
DIATOM-DIATOM COLLISIONS 

In the previous section, the necessary fomalism was developed 

for the semi-classical treatment of an atom colliding with an asymmetric 

rotor. Vibrational motion of the rotor was not included, but its only 

effect on the transformatio11s of rotational coordinates is to make 

the moments of inertia varying with time. Despite the complexity of 

asyunnetric rotor motion, this is still. a one-center problem; only one. 

of the collision partners is allowed to have internal degrees of freedom. 

This section considers the simplest case of a two-center.problem, the 

collision of two rigid diatomic rotors. 

Let one of the diatoms be molecule A made up of atoms labelled 1 

and 2. Similarly, let the other be molecule B made up of atoms 3 and 4. 

The classical kinetic energy is 

Now define the following new coordinates: 

+ 
r = 

A 
+ -+ 
rl - r2 .. 

-+ 

. -+ 
Clearly R 

em 

(1) 

(2a) 

(2b) 

(2c) 

(2d) 

is the location 

of the overall center of mass; R is the relative vector between thecenter 

~ ~ 
of mass of A and that of B; rA is the relative vector in A; and rB is the 
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is the relative vector in B. The inverse transformation to Eqs. (2a-d) 

is given by 

-+ 
r3 = 

-+ 
r4 = 

M.· m -+ -13 -+ 2 -+ . 
R +-. R+-r 

em M · MA A 

-+ . ~-+ ml-+ 
R + -. R - -M· rA 

em M A 

-+ MA -+ m4 -+ 
R --R+-r 

em M ~ B 

-+ MA-+ m3 -+ 
R --R--r em M ~ B 

The kinetic energy in terms of the new coordinates thus becomes 

(3a) 

(3b) 

(3c) 

(3d) 

(4) 

1 1 1 1 1 1 1 where -· = - + - , - = - + - ,. -- = The first term is the 
~A ml m2 ~B m3 m4 ~AB 

motion of the overall center of mass and can, therefore, be dropped. 

We are now free to fix a point in the certter of mass system as 

the origin of coordinates; the center of mass of molecule A is taken 

-+ 
to be that point here. Let the spherical polar coordinates of rA be 

-+ 
(rA,8,¢) and of R be (R,a,B) where¢ and 8 are azimuthal angles and 

8, a are polar angles. In terms of the spherical coordinates 

where IA 

~A ·2 IA (8•2 + ;_2s1;n28) 2'"" rA + 2 '~' 

2 
~AB ~2 ~AB •2 ~ABR •2 •2 .2 
- 2- R = --2-- R + 2 (a + B sin a) 

(Sa) 

(Sb) 

-~ 
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It is much more difficult to set up·an appropriate coordinate 

system for mol.ecule B. To this end, let rB be I;B I; let cS be the angle 

-+ -+ 
between R and rB; and let € be the .azimuthal angle in the plane 

-+ 
perpendicular to R at its end with € = 0 corresponding to the line of 

-+ 
intersection of this plane with the plane containing Rand the. x-axis. 

This coordinate system is represented in Fig. 15. In terms of the 

-+ A A A 

spherical unit vectors of R (R,a,S), the following relations are 

obtained 

A -+ 
rBcoso R•r = B 

A -+ 
rBsino (6) a•r = sine B 

A -+ 
S•r = rBsino COS€ B 

-+ 
It can thus be seen that o,£ are the spherical angles of rB with 

respect to the moving center of coordinates fixed at the center of 

mass of molecule B (with the "x axis" in this system defined by the 

intersection of two moving planes). 

-+· 
The space-fixed cartesian components of rB in the coordinate 

system are 

coso + cosa sinS sino sin£ - sinS sino 

coso + cosa sinS sino sin£ + cosS sino 

cosa coso - sina sino sin£ 

COS£)· 
cos£. 

where the top element of the. column matrix is the x component, etc • . 
-+2 

Now vBrB is given by 
! 

(7) 



z 

XBL 749-7137 

Fig. 15. Coordinate system for the classical dynamics of the diatom.,-diatom system. 

~ 

I 
1.0 
0\ 
I 
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(8a) 

+ 2;Esino coso cos£ + 2;6sin£ + 2BcSsina cos£ - 2B~c4 ] 

where 

20 . 20 sin 2 
cl = cos . + s1n £ (8b) 

c2 sino cos£(sina sino sin£ cos a coso) 

2 2 2 . 20 2 . 20 2 
c3 = sin a cos 0 + cos a s1n sin £ + s1n cos £ 

+ 2sina cosO. sino coso sin£ 

c
4 

= sin.o(cosa sino + sina coso sin£) 

The momenta conjugate to the coordinates are now given by 

. 
Pe = rAe (9) 

• 2 
Pq, = IA<jlsin 8 

p = 11ArA rA 

. 
p = R ]..IABR 

2 • • • 
P 0 = ]..IBrB (o + asin£ + Ssina ·cos£) 

2 • 2 2 • . • 
p£ = ]..IBrB(£ sino +·asino coso cos£~ 8c4) 
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Writing the kinetic energy in tenns of p8 , p<P, R, rA, rB, a, B, 8, E: 

and the coordinates gives 

T (10) 

+ 2assino coso COS€ + za6sinE: + z66sina. COS€ - 2c4B£) 

The tenns in Eq. (10) can now be given some physical meaning. The 

first two terms are the rotational motion of molecule A. The second is 

the radial and orbital motion of the center of mass of B. The third 

and fourth terms are the vibrational motion of molecules A and B, 

respectively. The last term appears quite formidable but it contains 

some recognizeable parts. The part 

is just the rotational motion of molecule B if its center of mass were 

-+ 
fixed, and the rest represents coupling between the motion of R and the 

-+ 
motion or rB. 

In order to make further progress with Eq. (10) it is necessary. 

to eliminate all the time derivatives of angles in favor of their 

canonical momenta. To this end we note that the transformation between 

the set (&,B.~.~) and the set (pa.' p6, p
0

, p£) can be given by the 

matrix eq'uation 
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(11) 

a + bc
1 

bc
2 

bsinE 1 bsino coso 

I 2 I 
be 

1 asin a + bc
3 1 bsina cosE -be 

2 4 
= 

bsinE bsina .cosE .b 0 

•• bsin2o coso cos£ -be 0 
4 

.· 2 
where a = ~ABR and b. = 

2 
1-lBrB • Inverting the 4x4 matrix gives the inverse 

transformation 

= 

2 2 . 2~ 
ab sin a sin u 

0 

b··2· . 2 . 2~ . -a Sl.n a Sl.n u Sl.nE 

0 

.b2 . 2~ a Sl.rt u 

I b2 • . 2~ 
1-a s1.na sl.n u casE 

2 2 · I 
-ab sin a sino coso cosE 1 

b2 . 2 . 2~ . -a Sl.n a Sl.n u Sl.n£ 

b 2 . . 2~ -a Sl.na Sl.n u COSE 

. 2 . 2~( 2b b2) I Sl.n a Sl.n u a + a , 

I b2 • 2 • ~ ~ . 
1 ·-a · s1.n a s1.nu casu cos£ 
I 

I. 

I 2 2 
b . . ~ 

1 -a s1.na cosa s1.n u 

2 2 . 2 
a bsin a + ab c

6 

where c = sin
2
a cos

2
o + cos

2
a sin

2
o + 2sin, a cosa sino coso sinE. 

' . 6 

(12) 

It should now be possible to introduce the orbital angular momei1jtum 

-+ -+ -+ 
R, and the rotational angular momenta of A and B (JA and jB). The 

-+ 
cartesian components of jA are given by 

. . 
c~sin$ -·<j>sin8 case cos$) 

-+ . 
jA = IA . 8coscf> cpsin8 cose sin¢ (13) 

• 2 
cf>sin e 



·so that / 
.A 

Also 

or 

I 

... 
jA = 

.2 
JA = 

1 = a 
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. . 
Replacing 8,¢ by p8 , P¢ 

-p sin¢ - p<Pcot8 cos~) 
( p:cos~ p<Pcot8 sin¢ 

p<P 

(14a) 

2 
2 p~ 

P8 + 
. 28 s1n 

(14b) 

. . 

( 
-asin8 - Bsina cos a cos B) .. . 
acosB - Bsina cos a sin8 

• 2 
Bsin a 

(!Sa) 

sina sino 

(15b) 

\ 
(cosa cos8c

5 
- sina sin8 coso cos£)\ 

(cosa sin8c
5 

+ sina cos8 coso cos£). 

J 
I 

I 



r 

and 

where 

2 
p + a 

2 
Ps 

. 2 
s1n a 
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2 c6 z 2coso cosE papE 
+ p 1' + -.,..--2~.~-2- p - 2s in£ p p 1'- --s-l.-. n-:1';:-C---...::-..:... 

u sin a sin o E . · a u · u 

(15c) 

2cosa· cosE 
sina POPE 

. cs = c/si-q.o (15d) 

c7 sino cosE(sina coso + cos a si~o sinE) 

2 2 2 
c8 = sina cos a sin o sin E - sina cos a cos 0 

+ sin 2 
sino coso sinE 

2 
sino coso sinE a - cos a 

sino(cosa coso sinE sina sino) 

cosa cosS cosE + sinS sinE 

c12 = cosS sin£ - cosa sinS cosE 

-+ 
The components of jB are 

-+ 
j ' = 

B 

t~(sin~c1 
. • + cosSc7) + S(cosSc8 

...,. sinSc
2

) - cell 

. . 
- sinS~7 ) + S(cosSc2 

+ sinSc8) + oc12 b \ n(cos~c1 
~c2 + Sc

3 
+ 6sina cosE - ~c4 

·+ ~(cosBc10 - sinS sino coso cosE)\ 

+ £(cos6 sinO cosO cos£ + shilc10 ) 

(16a) 



or 

and 
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. 2 \ 
-c11p6 + (cosBc10 - sinB sin6 cos6 cosE) pE/s1n 6 \ 

2 l 
c12p

0 
+ (sinBc10 + cosB sino coso cosE) p£/sin o 

I 
\ p0sina. cos£ - pEc5/sino j 

(16b) 

.2 
]· 

B 

2 
PE 

• 2-l' S1n u 

· (16c) 

It is now instructive to examine the results given in Eqs. (14), 

(15) and (16). The expressions for jA, j! are the usual results for 

-+ 
a rigid diatomic rotor since jA is so far uncoupled to the other angular 

-+ 2 
momenta, ~ and ~ contain the terms to be expected if particle B had 

no internal motion plus terms proportional to p0 and pE. Although 

the expression for JB is quite formidable, it is· remarkable that j~ 

is given by the same expression that would be obtained if the center 

of mass of B were held fixed. The difference here is that p0 and pE 

contain terms relating to the orbital motion of B as well as to its 

rotational motion. 

Now expressing the kinetic energy in terms of the angular momenta 

T (17) 



.• 
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. . 2 
where IB = ]JBrB. It is again worth noting that exactly.the same result 

is obtained as one would naively predict. This is also quite comforting 

since the choice of keeping the center of mass of A fixed was completely 

arbitrary so that the final result should be reasonably symmetric with 

respect to the two molecules. 

It is now necessary to undertake the canonical transformations to 

formally replace p
8

, p<P, pa, p
8

, p0 and pe: by the appropriate angular 

momentum expressions so that the potential energy,can be put in terms 

of their canonical coordinates. To this end we first introduce the angular 

momentum ji which is the vector sum of jB and !. 

(18a) 

and 

(18b) 

It may be recalled from the previous section that the square of the 
I 

angular momentum of an asymmetric rotor is given by 

2 
. 2 2 +. p<P 
J = Pe (19) 
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-+ 
where p<P· is the component of j along .the space fixed z axis and p\jJ is the 

component on the body-fixed z axis. In Eq. (18b), pB is the component 

-+ 
of jl on the space-fixed z axis while (-p£) is the component of 

-+ -+ 
[jB and hence jl] on the axis coincident with the R vector. The 

resemblance between Eqs. (18b) and (19) ·is thus quite striking. It 

would, therefore, seem that the rotational motion of molecule B has 

a similar mathematical effect on the orbital motion of B as the body-

fixed component of the angular momentum has on the rotational motion of 

an asymmetric motor. 

Let us first now eiiminate Pe in favor of II A j. This is accomplished 

by the canonical transformation 

ql = e pl Pe pl jA Ql q~ 
JA 

q2 <I> P2 = p<P p2 p<P = mA Q2 qm 
A 

using the generator 

r ~2.2 2 

F2 (8 ,<J>;j A'mA) = <!>rnA+ 
.j ASJ.n e I - mA 

d8' (20a) 
sin8' 



so that 

.,-105-

q' ; = cos . . -l[ jAcos.e ·] 
jA ~f 2 2 

~jA- rnA 

Now to eliniinate p0 in favor of l:fBI 

and 

q = 0 1 . 

£p 
£ 

£p 
£ 

£ -

+ J cos . . _1[· j.Bcoso ]·· 
B . ~ 2 2 JB p£ 

(20b) 

(21a) 

(21b) 
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Finally, to eliminate Pa in favor of 1111 

ql = a Pr Pa pl jl Q q~ . 1 Jl 

q2 6 P2 Ps p2 ml Ps Q2 qm 
1 

... 

q3 Q2 p3 PE p3 PE Q3 = QE 

. a ~.2, 2 2 - 2m
1

p cosa' 
+ m1S+ J 1

s1n a - m - PE 
F2(a,S,Q2;jl,ml,pE) Q2pE 

1 .E da' 
sina' 

[ 

.2 
. -l. J 1 co sa + m1 p E 

+]!COS ·. . 

~.2 . 2 ~.2 
. J 1 - ml Jl -

(22a) 

-l[ -pEcosa - m1 l + p cos 
E ~ . .2 2 

s1na Jl - m1 

and 

[ .2 

p!l 
q~ 

_1 J 1cosa + m1pE 
(22b) = cos . 

Jl ~.2 . 2 ~.2 
J1 - ml Jl -

8 -
_1 [ m1cosa + P£] 

~1 
= cos 

. ~.2 2 s1na Jl m1 

" 

QE Q2 + 
_1[ -m1 - p£cosa] 

= cos 
~ 2 2 . sina jl - pE · 
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The momenta which have quantum mechanical analogues are jA, jB 

~ 7 ~ 

and i so fhat it is necessary to replace pE by i. Since jl = ~ + jB 

~ ~ 72 ~2 ~2 ~ ~ 
or t = jl- jB and ~ = jl + jB- 2j 1 ·jB, we get 

i2 

Now the canonical 

ql = q~ 
Jl 

q2 q~ 
JB 

q3 = QE 

with the generator 

.2 .2 2 2 v 2 . 2 .J .2 2 
= ]1 + JB - 2j - p PE PE · B E Jl 

transformation 

pl = jl pl jl 

p2 = jB p2 = jB 

p3 - PE p3 X, 

JQE 
j lq .. ~ + j Bq ~ + p ( Q 1 

) dQ 1 

J l JB E E E 

Q' 
E 

sinQE 

Ql 

Q2 

Q3 

ap (Q') 
E £ 
aq' 

E 

= q'.' 
Jl 

q. 
JB 

qX, 

dQ' 
E 

(23) 

(24) 

dp' 
E 
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The integral in Eq. (24) maybe integrated by parts to remove the inverse 

sin and the expression for the generator is then obtained 

= j lq ~ + jBq ~ 
J1 JB 

where t"2 = J.4 9.,4 _ j4 + 22 J.2 + 29.,2].2 + 29.,2].2 
s - 1 - B jl B 1 B" 

coordinates are 

= q~ 
J 1 

-lf29.,p~:\ 
+ 9vsin \-t;,-J 

The canonical 

The final canonical transformation introduces the total angular 

+ + + 
momentum J = jl + jA. From Eqs. (14a), (18a), (20b) and (22b) it is 

+ + 
obtained that the cartesian components of jA and jl are 

(25) 

(26) 
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. ~ 2 2 -cosqj ~ m 
rnA A A 

.. (27a) 

:.,;cosq Jjz - m2 \ 
m1 ~ 1 1 

-sinq ~ j 12 - ml2 
ml 

(27b) 

so that 

(28) 

The final canonical transformation is now 

ql = q'J pl = jl pl = jl Ql = q. 
Jl Jl 

q2 = q~ P2 = j p2 = jA Q2 = q. 
JA A JA 

q3 = 
·.~ p3 = ml p3 = J Q3 qJ 

q4 = qm p4 = m p4 = M Q4 = qM A 
A 

with the generator (M having been set equal to zero) 

(29) 
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2 where n As was noted in the 

previous section M can be set equal to zero without any loss of 

generality because of the overall rotational symmetry of the system. 

The new canonical coordinates are now given by 

(30) 

[ 2 
.2 .2)] 

q'.' 
-1 mA(J + Jl - JA 

q. + cos 
Jl Jl 

. n~j2 2· 
- rnA . . 1 

To complete the description of the diatom-diatom system, it is now 

necessary to consider the potential energy. The potential energy 

should depend only on the six distances between the four atoms. The 

position vectors of the four atoms in the center of mass system are 
. -+ 

given by Eqs. (3a-d) if R is removed. Letting r
1
.j be the distance ·em · 

between atom i and atom j, it is obtained that 

rl2 = rA (3la) 

r34 = rB (3lb) 

2 R2 2 2 + 2Rr3coso - 2Rr
1

cosy. 2r
1

r 3cosl;; (3lc) rl3 = + rl + r3 

2 R2 + 2 2 - 2Rr4coso + 2Rr2cosy - 2r
2

r 4cosl;; (3ld) r24 = r2 + r4 

. ... 

.. 
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.2 R2 2 2 
2Rr4coso - 2Rr1cosy + 2r

1
r

4
cosl;; rl4 = + rl + r4 (3le) 

2 R2 2 2 + 2Rr
3

coso + 2Rr
2
cosy + 2r

2
r

3
cosz;; r23 = + r2 + r3 (3lf) 

where 

m2 
rl =- r 

M4 A (32) 

ml 
r2 =- r 

M A A 

m4 
r3 = ~rB 

m 
r4 = _,l r 

~ B· 

are the distances of the atoms from the center of mass of the appropriate 

diatoms. The angles o, y, z;; in Eqs. (3lc-f) are defined by the relations 

= RrAcosy 

+ +. 
R•r = Rr coso 

B B 
(33) 

so that 

cosY = cos8 coset + sin8 sinO: cos(<!> - 8) (34) 

cos/;; = coso cosy + sino sine:[sin8 coset cos(<!> - ~) 

.. - sinet cos8] + sino cose: sin8 sin(<!> - 8) 

+ 
(Since o is one of the angles of our coordinate system for rB (Eq. (6)) 

it needs no further elaboration.) The expression for cos/;; is quite 

cumbersome so that it may be advantageous to introcuce the angle w 

defined by 
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coss = cosy coso + siny sino cosw (35) 

The six distances, and hence the potential energy, has now been 

parameterized in terms of the six quantities rA, rB, R, coso, cosy, cosw. 

The physical interpretations of the six potential parameters can 

now be.considered. The distances rA and rB are the interatomic separations 

of the two diatoms, and R is the distance between the centers of mass 

-+ 
of the two diatoms. The angles y and o are the angles between the R 

vector and the internuclear axes of diatoms A and B, respectively. The 

-+ -+ 
angle w is the dihedral angle between the plane containing Rand rA 

-+ -+ 
and the plane containing R and rB. 

To complete the semiclassical theory, it is necessary that all 

of the Hamiltonian be expressed in terms of the classical momenta which 

correspond to quantum numbers and their canonical coordinates. Of the 

six terms in the kinetic energy, Eq. (17), the terms in 

p~ have direct quantum analogies. The terms containing 

.2 
J A' 

2 
pr 

A 

£,2 
' 

and 

now be replaced by the classical equivalent of the vibrational 

.2 and JB 

2 
Pr can 

B 

quantum number. This transformation is identical to that for a single 

diatom and will, therefore, not be considered here. Similarly, the 

potential parameters rA anq rB will be replaced with the coordinates 

conjugate to the vibrational quantum numbers. The parameter R of the 

potential needs no further work because pR is a continuous variable 

quantum mechanically. 

It now remains to express the remaining potential parameters 

coso, cosY,, and cosw in terms of the appropriate momenta and their 

canonical coordinates. The expressions obtained are 
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( .2 n2 ,2) 
J - ;<., - J 

coso = cosq. cosqt + 
JB 

1 B. 
2.RjB 

cosy = 

[ . 2 ·. (jB 
cosqt cosqj + 

. 1 

( .2 . 2 t2) J - J -
sinY sino cosw = sinq. B 1 

2tj1 JA 

. 2 i + s1n qt s nq. cosq. -
J1 JB 

+ cosq. 
J1 

(36) 

sinqt cosq. ]. 
. J1 

(37) 

. 2 t2) - J 1 -

2tj 1 
sinqt sinq. ] 

Jl 

· sinqt (38) cosqt cosq. cosq. 
J1 JB 
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.2 .2) [ - Jl - JA . 2 
- cosq. (-------.- .· -:sl.n q 0 cosq. cosq. 

JA ZjljA ;r., Jl JB 

( . 2 J~ 2 - ~ 2) 
JB .... 1 

+' _.:::__...;n~-~....,--
1
sinq

0 
cosqn sinq. cosq. 

2;r.,Jl ;r., ;r., J1 JB 

( . 2 . 2 _ 0 2) 
Jl - JB ;r., 

+ -=---~~-- sinq 0 cosq 0 cosq. sinq. 
2 ~jB ;r., ;r., J1 JB 

+ sinq. 
Jl 

It is quite probable that this last expression is in error or can be 

simplified considerably. Even if that is not true, it may be possible 

to find a ~ew potential par~meter to replace cosw whose expression is 

not so formidable. 

The question may now be raised of what changes must be made to 

allow molecuies A and B to be polyatomic. As has been seen the 

vibrational degrees of freedom are not coupled between the two molecules 

so that they may be treated in the same fashion as for a single 

isolated molecule. It may be seen from Eqs. (10), (14), (17) and (20) 
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that t.he kinetic energy terms for the rotation of molecule A are the 

same as for an isolated molecule. Thus it is straightforward to 
I I 

permit 1molecule A to be'an asymmetric rotor since this can be handled 

in the same way as an isolated rotor. Of course, it this case more 

potential parameters will have' to be added and the expressions for 

cosy and cosw will be altered by the additional rotational degree of 

freedom. The generalization of the molecule B would seem to be con-

siderably more complicated. But because the choice of keeping the 

center of mass of A fixed was completely arbitrary, it is expected that 

a great deal of symmetry in A and B should appear in the final 

expressions, as was indeed the case for the diatom-diatom system. Thus 

it is' reasonable to envision the possibility of applying classical 

S-matrix theory to generalized binary collisions. 
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V. THE USE OF ACTION ANGLE VARIABLES FOR COLLISION DYNAMICS 

The application of classical S-matrix theory requires that in the 

asymptotic regions the classical Hamiltonian be expressed in terms of 

quantities which are analagous to the quantum numbers of quantum mechanics. 

These classical quantities are the classical momenta ("action variables") 

which are conserved in the asymptotic regions. The canonical coordinates 

to the action variables ("angle variables") are then changing linearly 

with time. 

For the purpose of applying classical S-matrix theory, it is 

immaterial in what set of classical variables the. classical trajectories 

are computed .as long as the proper transformations to the action-angle 

variables are made at the endpoints of the trajectory. It would seem 

that the action-angle variables may be a quite advantageous set in which 

to compute the trajectories since through much of the trajectory the 

actionvariables are conserved or nearly conserved. No definitive study 

has been made of the relative labor of computing classical trajectories 

in action-angle variables as opposed to cartesian coordinates, but 

indications are that the trajectories require two to five times the 

computer time for a typical system when run in cartesian coordinates. 

There are, however, two important problems to be considered with 

the computation of classical trajectories in action~angle variables. 

One problem is that the time derivatives of the angle variables appear 

to have singularities in some cases; no singularities are possible in 

cartesian coordinates. Another problem arises with the computation of 

the complex valued trajectories that are necessary for the description 

of classically forbidden processes. The trajectories are independent of 

... 
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the contour in the complex t plane as long as the endpoints are fixed, 

but along ~ertain contours the computation of the trajectories may be 
I 

numerically unstable. the angle variables are given by trigonometric 

functions of the momenta; so that when the momenta become complex, the 

angle variables may become exponentially increasing along certain time 

paths.· 

Therefore, two questions must be answered before action-angle 

variables can be stated to be categorically superior over cartesian 

coordinates for the computation of classical trajectories. Are there any 

singularities in the action-angle variable expressions; and, if there are, 

can they be handled in a physically meaningful manner? How may the 

complex-time path for a complex-valued trajectory be chosen so that the 

integration is stable in action-angle variables? 

To shed some light on these questions let us consider a model 

problem. Assume a diatom-atom system where the diatom is a harmonic 

oscillator whose vibration is uncoupled to its rotation. The classical 

Hamiltonian may be written as 

2 2 2 2 2 p2 2 
PR Pa. Ps + Pe + p<l> r ].lDW 

(r - r )2 H = -+--+ +--+--
2ll 2llR2 2 R2 . 2 21 2Isin28 2llD 2 0 

ll s1.n a 

+ V(R,r,cosy) 

where 8, <P are the orientation angles for the diatom; R,a., 8 are .the 

spherical polar coordinates of the atom; r is the internal coordinate; 

ll is the reduced mass of the system and lln is the reduced mass of the 

diatom; w is the classical vibrational frequency; r is the equilibrium 
0 

separation of the diatom and I is its moment of inertia 

(1) 
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cosy is given by 

cosy = cos6 cosa + sinS sina cos(¢ - B) (2) 

Now introduce the action variables j, the rotational angular 

momentum of the diatom, and i, the orbital angular momentum. These are 

given in terms of the old variables by 

2 
.2 2 p 
J = Pe + ¢ 

. 26 s1.n 
(3a) 

2 
2 2 + Ps 

5I, = Pa 2 
sin a 

(3b) 

so that the relevant canonical transformation is 

ql = 8 p = Pe pl = j Ql = q~ 1 J 

q2 = ep p2 = Pep p2 = Pep m. Q2 qm. J 
J 

q3 = a p3 = Pa p3 = 5I, Q3 = q' 
5I, 

q4 = B p4 = PB p4 - Ps = m!l, Q4 = qm 
5I, 

with the generator 

F2 (e,ep,a,B;j,mJ.,£, m!l,) = cf>m. + Bm!l, + jcos-l[ jcosS J 
J ~-2 2 J - m. . J 

(4) 

m. cos -1 [~m. cr==os8 =j +!I. cos -1 [ £cos a. .] 
J -' 2 2 . _, 2 2 . 

. sinS 'V j mj VJ 5I, - m!l, 

- m!l,cos .· -l[ m!l,cosa ] 

sina ~£2 m~ 
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The canonical coordinates are thus given by 

q~ = cos.j.l[ jcos6. J 
J . ..../ .2 . 2 

VJ - m. 
J 

cos -1[ m.cos6 l 
~in6~j 2 m~J 

q - cf> m. 
J 

· ... 1t . R.cosa J q' = cos 
R. . . ~ 2 2 

R.. - m . R. 

q = B-
m R. 

-l[ mR.cosa cos 

sina ~R.2 

-+ 
where m. is the component of j along the space fixed z axis and mR. is J. ; . 

the component of ! on the same axis. 

The projection of the total angular momentum on the space-fixed 

z axis, M = m0 + m., can be set equal to zero because of the overall 
. JV J 

rotational synunetry of the system. The total angular momentum J is 

thus given by the expression 

where m = m. = - mn, and is introduced by the. canonical .transformation J JV . 

ql = q~ pi = j pl = j Ql = qj J 
I 

q2 = q' p2 = R. .. p2 = R. Q2 = qR. R. 

q· = qm. p3 = m. p3 = J Q3 = qJ 3 J 
J 

q4 = ~.·. p4 = mR. p4 M Q4 = qM 
R. 

(Sa) 

(5b) 

(5c) 

(5d) 
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with the generator · 

-1 [m' i + R-
2 ~ j

2
)] + ~cos ~~. ---;;:::::==:=:-:----<'-

_/ 2 2 
.. [,~~ -m 

of interest, qR. and qj, are given by 

-l[m(i +_ j 
2 - R-

2)] q. = q! + cos 
J J "t/2 2 . . · [, j .;.. m 

The action variable n which is proportional to the vibrational 

energy is now introduced by the canonical transformation 

q = r 
1 

with the generator 

P = n 
1 

1[ . ~ W].lD ] 
o . (2n + = (n. + 1/2) sin- (r - r ) l) 

(7) 

(Sa) 

(8b) 

.-
(9) 



so that the angle variable is 

. -1 [ ~ = sin/ (r - r ) o· 
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(10) 

The potential parameters may now be expressed in terms of the action angle 

variables, 

cosy 

+~n+l .. r = r s1nQ 
o Wj.lD 11 

.2 
- J - R, 2) 

sinq 0 sinq. 
N . J 

(lla) 

(llb) 

It may be noted that the harmonic oscillator portion of the potential, 

i.e.' 

2 2 
j.l w 

0 
-2- (r - r )

2 
0 

has been incorporated into n so that the Hamiltonian is now given by 

2 
p R,2 .2 

H = 
2 

R + --
2 

+ }r + (n + 1/2) w + V(R,n,q ,cosy) (12) 
J.l 2JJR n 

The second of the questions propounded above, concerning the 

stability of complex-valued trajectories, will be considered first. 

' I iT 
Let the complex time be expressed in polar form, i.e., z = te where 

z is the complex time. In the numerical computation of classical 

trajectories, t must be[changed in small steps governed by the criterion 

that the truncation error of the integration be acceptably low. 

However, it would seem that the changes in T from one step to the next 

are completely arbitrary since the endpoints of the trajectory should 
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be independent of the path in the complex t plane. Some paths in the 

complex t plane though can be numerically unstable or require excessively 

long contours. 

If q is complex, Eq. (llb) becomes 
n 

r = r 
0 

_[2r;+l 1 
+ ~~ 2i {exp[iRe(~)] exp[-Im(~)] 

-exp[-iRe{~)] exp[+Im(qn)]} 

Now, if T is such that Im(q ) is increasing along the contour, the 
n 

real part of r will be exponentially increasing. This may move r 

outside of the range of validity of the potential surface or indeed 

(13) 

force it to go to infinity during the trajectory. Therefore, in order 

to compute complex-valued classical trajectories in action-angle 

variables, it is necessary that it be known how T should be changed 

to keep the trajectory under control. 

Let D be an arbitrary dynamical variable with real part u and 

imaginary part v. In polar form the operator for the derivative with 

respect to time is given by 

a) 
a-r 

Since the dynamical variables are analytic functions of the time, the 

Cauchy-Riemann equations are applicable, i.e., 

au 1 av 
at= t a-r 

av 1 au 
at= - t a-r 

(14) 

(15a) 

(15b) 
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• dD . 
The quantity D = dz 1s obtainable from the equations of motion. Now 

~ = :z (u + iv)_ = e~T (~t - t ~T) (u + iv) (16) 

If the Couchy-Riemann conditions, Eqs. (15a,b) are substituted in 

Eq. (16), the expression forD becomes 

iT 
e 

D=
t 

a 
aT (v - iu) 

Separating the real and imaginary parts 

~ = (cosT av + sinT au) + i(.sinT 
t aT · t aT · t 

(17) 

(18) 

The numerical values of the real and complex part of D are known 

at each step of the numerical integration from the equations of motion. 

From Eq. (18), therefore,, 

so 

Im(D) 

av au 
that ar and aT may 

av 
-= 
aT 

sinT =--
t 

I 

av COST au a:r·- -t- aT 

be solved for to give 

t [s:inT Im(D) + COST Re (1))] 

au t[sfnT Re(D) Im(D)] aT = - COST 
I 

(19a) 

(19b) 

(20a) 

(20b) 
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Equations (20a,b) can now be used to determine the sign of the 

rates of change of u and v with respect to T. Thus for each new time 

step, the change in T can be chosen to produce the desired results. 

A particular example is that the change in T may be chosen so that the 

absolute value of the imaginary part of qn is decreasing along the 

trajectory. This will then prevent the exponential runaway of r as 

was previously mentioned. The only restriction here is that T can not 

be allo~~d to go outside the range +rr/2,0,-rr/2 since such a situation 

corresponds to going backward in time. 

A review of the generators and other expressions for the model 

problem provides examples for the first question. The expressions in 

Eqs. (4) and (Sa-d) apparently become pathalogical when the projection 

of one of the angular momenta is equal to its magnitude (i.e., j = mj 

orR.= mR.). In Eq. (lla) the term (J
2 - j

2
- t

2
)/2R.j may be troublesome 

when R. or j is equal to zero. From Eqs. (lla) and (12), the time derivative 

of qj is given by 

a similar expression being obtained for.qR.. Now when j orR. goes to 

zero, the second term in Eq. (21) is apparently singular . 

. In a semiclassical approach, quantum mechanical constraints are 

(21) 

put on the action variables at the endpoints of the classical trajectories. 

At the beginning of the trajectory then 



1
2 = h 2

{1 + 1/2)
2 

j2 h2(j + 1/2)2 
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where the 1, j on the righthand side are the integer quantum numbers. 

It is also true that the quantum mechanical requirements make the quantity 

(j
2 

- in~) greater than zero at the start. It is now to be investigated J . 

whether, given these initial conditions, the troublesome situat:i,.ons 

can arise during the trajectory. 

In the limit that j or 1 goes to zero, both the numerator and 

denominator of the factor <i - j 2 - 12)/21j in Eq. (lla) also go to 

zero. Define >..
1 

to be the ratio m/j and >..
2 

to be m/1. Equation (4) can 

now be written 

F2 (e,~,.«,a; j ,mj ,t,mt) = <Pm - llm + jcos -l[R] (4') 

1

[ 

.A1cos8 ] 1[ ] · 1[ -.A2coso. ] - - coso. - . - mcos · + 1cos + mcos · 

sin8~1 - .xi ~ sino.~l- .x; 

so that 

-1[ co. s. e ] q! = cos 

J "'1- .x2 'V 1 

q =<t>-S-
m 

cos -1[~· - .A-;::=::2 cos===o. ] 

sino.~l .x; 

. (Sa') 

(Sb') 

(Sc') 



\ 

-126-

Now from Eq.· (6) 

(22) 

and 

(23) 

The behavior of Al,Z as j or i goes to zero must now be considered 

in order to elucidate the limiting value of Eq. (23). Quantum mechanically 

the ratio Al is 

2 
A 2 = __,-=m'---:-7" 
1 j(j + 1) 

.2 
:s;;; ----:.,......._-:-7"" 

j (j + 1) 

so that if j is allowed to go to zero as a continuous variable, the 

limit will be zero. Since m and j both go to zero in the limit j goes 

to zero, L1 Hospital 1 s rule gives tll.at the limit of m/j is the same as 

the limit of m/j. To evaluate this limit classically, cosy can be 

expressed in the set of variables j, i, I I m, qj, q , qm as 

cosy 
2 cosqj cosqR, l 

I I 

- m ij (24) 
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Since m = -
dH --and j = aq 

m 

dH 
- aq! , the ratio m/j is given by the expression 

J 

m/j = {mcosqm[jsinqj cosqt + .R.cosqj sinqt] 

- sinq [.R.jsinq! sinq~ - m2cosq~ cosq!} 
m · · J JV JV J 

{-sinq! cosq~ + cosq [m
2
sinq! cosq~ + .R.jcosq! sinq~] 

J N m J J J ){.,. 

-1 + msinqm[jcosqj cosqt- .R.sinqj sinqt]} 

(25) 

Although the behavior of Eq. (25) may not be obvious for certain special 

cases, the limit of the expression for j and m going to zero is zero. 

Since the equations are symmetric in j and .R., it must also be true that 

A
2 

goes to zero as .R, goes to zero. 

Inspection of Eq. (4') now reveals that the generator has no 

singularities as j or .R, go.to zero. The conjugate coordinates in this 

limit become 

q! (j = o) = e 
J 

q (j or .R, = 0) 
m . 

Thus the limit of Eq. (23) is 

. (J 2 - ]. 2 ""- .R, 2) 
lim o - = cos(~ - 8) 
j-+-0 2.R.j 
.R,-+{) 

(26) 

(27) 

The expression for cosy in Eq. (24) may also be used to shed light 

on whether the situation j = m is classically accessible. The formulas' 

for the time derivatives of j and m are 
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sinq! cosq~ 
j = 

av 
a cosy 

J X. 

ij 
(28a) 

m =· -
av 

a cosY 
~.2 J 

[
cosq~ cosq£ 

+ msinq ~· ~~J~--~ 
m i 

s1.nqjj s1.nqt . , . , J I 
.mz-'02 - m2. ' rm m ' ] ""(j x. cosqmL£ sinqj cosq£ + j cosqj sinqi 

As m approaches j, both j and m go to zero. However,· this is not 

sufficient in itself to insure that an infinite amount of time will be 

(28b) 

required for the limit j = m to be reached. No easy argument can, therefore, 

be found at present to prove that j = m is classically inaccessible. 

The most serious difficulty with the representation of the dynamics 

in terms of the action-angle variables is the apparent singularity 

of the time derivatives of the angle variables. Thus Eq. (21) 

q = i
j I 

av 
a cosy 

would appear to be suspect when j. or i is equal to zero. Near j 0, 

it may be possible to show that the limit is finite since both the 

numerator and denominator vanish. However, when i = 0 in the expression 
. 

for q., only the denominator vanishes and it would seem then that q. is 
J . J 

hopelessly singular. 
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. . d" . 
Examination of Eq. (28a) reveals that ~d vanishes in the limit . t 

that j goes to zero. It may be possible to show that the situation, 
I 

j or R. going to zero, is classically inaccessible given the starting 

conditions j, R. unequal to zero. If not, it may still be possible to 

find a limiting procedure to proceed safely through' the trouble region. 

No definitive answer is presently available. 
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VI. CLASSICAL TRAJECTORY STUDY. OF ROTATIONAL EXCITATION 
IN LOW ENERGY He-CO COLLISIONS 

51 
Green and Thaddeus have recently carried out accurate quantum 

mechanical coupled channel calculations for rotational excitation of 

CO by He. Classical mechanical trajectory calculations were carried 

out for the purpose of comparing dynamically exact classical mechanics 

with dynamically exact quantum mechanics. 52 

The He-CO system was treated as a rigid rotor-atom system, the 

potential being the same as that used for the quantum calculation.
51 

The 

classical calculations were carried out·in a way which is equivalent 

. . 53 
to the now-standard quasi-classical trajectory procedur~. 

The rotati.onal qurtatum number j is defined by 

E = B(j + 1/2) 2 
rot 

where E t is the classical rotational energy of the rotor and B the ro 
-1 

rotational constant (BCO = 1.9226 em ). Trajectories were all begun 

with j = O,.and after collision the final rotational quantum number 

was determined by first solving for the final non-integral value of j 

(1) 

from Eq. (1) and then assigning the closest integer. The cross section 

for .the 0 -+ j transition is then given by 

2 
OJ. --n = 'ITb (N ./N ) 
~ max 'J tot 

(2) 

where b is the maximum impact parameter which defines the usual impact max 

. 1. 53 (i b b Tf' h C' • d b ) parameter samp 1.ng .e., == ·v~ , w ere .., l.S a ran. om num er , 
max 

N is the total number of trajectories run, and N. is the number of 
tot J 

these for which the final rotational quantum number is j. For this work, 

') 
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b was chosen to be 6.5 a and N was about 1000 (the number varied 
max o tot 

because some trajectories were discarded). 

The classical trajectories were computed in the action-angle 

54 variables relevant to the ato~rigid rotor collision system. In this 

representation it is necessary to specify the values of the initial 

orbital angular momentum and the total angular momentum. The orbital 

angular momentum is given in the usual manner by 

5I. = (/z]JE
1

) b + 1/2 (3) 

where b is determined in a random way as described above. The 

square of the total angular momentum was determined by 

(4) 

where £
1

, jl are the initial orbital and rotational angular momenta and 

t;
2 

is a random number between zero and one. The other two Monte-Carlo 

variables, qj and q!l,, were selected randomly in the interval [0,27T]. 

The equations of motion in the action-angle variables are 

R = p /].1 
R 

(Sa) 

= 2Bj + av ocosr 
qj ocosy oj 

(Sb) 

!I./ (llR2) + 
av ocosy 

q!l, ocosy o£ 
(Sc) 

(Sd) 

j 
av ocosr 

= - acosy oq. 
. J 

(Se) 

5I, av ocosr 
= - ocosy oq£ 

(Sf) 
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where.~ is the reduced mass, V the potential energy and R, pR the 

translational coordinate and its conjugate ~?omentum, respectively. The 

potential parameter cosy and its partial derivatives are given by 

<i .2 ~2) - J - sinq. cosY = cosq. cosq~ + 
2~j J J 

a cosy <i + .2 ~2) J - sinq. = - sinq~ oj 2R} J 

a cosy (J2 + ~2 . 2) 
= ·- J sinq. sinq~ 

a~ 2~j2 J 

a cosy .<i .2 ~2) - J -= - sinq. cosq~ + cosq. 
aq. J 2~j .] 

J 

a cosy (J2 .2 ~2) 
sinq~ + - J - sinq. = - cosq. 

aq~ J 2~j J 

The trajectories were started with the initial conditions 

R = R max 

q. = q. 
J Jl 

j =h(jl +1/2) 

~ = h (~1 + 1/2) 

sinq~ 

sinq~ 

cosq~ 

(6) 

(7a) 

(7b) 

(7c) 

(7d) 

(8) 
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av 
where Rmax is a value of R where Clcosy is negligible (Rmax = 20.0 a

0 

for this case), and were terminated when R = R
2 

was greater than 

or equal to R and pR was positive. The trajectories were rejected max 

unless the quantity 

(9) 

was less than 0.04. (Note that if energy is exactly conserved, this 

quantity will be zero.) 

In the initial stages of the project, the trajectories were 

computed in cartesian coordinates. This provided to be unsatisfactory 

because the nature of the potential surface. The attractive well present 

in the potential gave considerable complex formation at these low energies 

...,1 ..;.1 
(10 em to 150 em ). When this occurred, as was verified by detailed 

examination of selected individual trajectories, enough time steps were 

required to make the numerical integration inaccurate. 

When the trajectories were computed in action-angle variables, the 

trajectories required about half the computer time on the average as 

the trajectories in cartesian coordinates. Even so, complex formation 

remained a considerable problem, necessitating the discarding of 

numerically inaccurate trajectories. This problem was quite energy 

-1 
dependent; about 5% of the trajectories at an energy of 150 em were 

too much in error to be used while this figure was close to 20% at 

-1 
10 em • The computer time required per trajectory was also strongly 

influenced by the translational energy. On the CDC 7600 used, a 

-1 
typical trajectory required 1.0 and 0.4 sees at an energy of 10 and 150 em 

respectively. 
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The results of the calculation are represented in Fig. 16 as a 

function of initial translational energy, along with the quantum mechanical 

. 51 
results of Green and Thaddeus. The overall agreement is quite reasonable, 

probably typical of what one should expect of a quasi-classical trajectory 

calculation. 

A more interesting comparison is shown in Fig. 17; here the cross 

section for the (}+-j excitation is plotted as a function of j for a fixed 

-1 
initial translational energy of 100 em • (The comparison is similar 

for other values of E.) 51 The quantum mechanical results show an 

oscillatory structure which the classical values do not reproduce; this 

is the reason that the classical cross sections of the (}+-2 and (}+-3 

transitions in Fig. 16 are consistently too small and too large, 

respectively. Miller52 describes the oscillations in the quant~m 

results in Fig. 17 as a remnant of the ~j = 2 selection rule and 

discusses the implications. 

.. 
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J=0-+-1 J=0--+-2 

-(\j 20 
~ -
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10 ---------

0 
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~ -b 

0 
0 50 100 

E E (cm- 1) 

XBL 745-6290 

Fig. 16. The cross section for the O+j, j=l-4, rotational excitation of 
CO by He; as a function of the initial translational energy. 
The solid curve is the accurate quantum mechanical result of 
Green and Thaddeus,51 and the dashed curve the results of the 
classical trajectory calculation • 
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14~-------~------~----~~---------------

12 

10 

8 ....... , 
' ' ' ' 6 ' 

4 

2 

He+ CO 

E = 100 cm- 1 

' ' ' ' ' ' ' ' ' ' ' ' ' ., ........ 
0~------~------~------~------~------_. 

I 2 3 4 5 6 
J 

XBL 745-6291 

Fig. 17. The same quantity as in Fig. 16 (solid line= quantum, 
dashed line = classical) but shown as a function of final 
rotational quantum number; for a given initial translational 
energy E = 100 cm-1. 

•. 
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VII. ADDITIONAL TOPICS 

A. Alternate Calculation of Jacobians 

In order to apply classi~al S-matrix methods to compute the cross 

section for a transition, it is necessary to calculate the classical 

action along the trajectories connecting the initial and final 

quantum states. It is also necessary to compute the Jacobian of the 

final quantum numbers with respect to their initial conjugate coordinates. 

One way to calculate the derivatives needed for the Jacobian is to 

compute classical trajectories close to the desired one and then 

compute the derivatives by standard means of numeric.al analysis. 

There is another means of claculating the derivatives which uses 

the properties of classical mechanics. Consider a one-dimensional 

system with a Hamiltonian 

2 
H ~ + V(q) (1) 

The classical trajectory is now determined by the initial values 

p
1

, q
1 

and the equation of motion 

mq(t) =- ~V~ = F[q(t)] 
q q(t) ' 

(2) 

If a small perturbation is a~plied to the initial momentum, pl~l + dp1 , 

the new trajectory q'(t) may be written as 

q'(t) = q(t) + A(t) 

where A.(t) is presumably small. The equation of motion is now 

m(X + q) = F(q + A.) (4) 
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If the force is expanded in a power series in A and only the first 

order term retained 

mX ~ F(q) + A~F~ - mq 
. q q(t) 

A ()FI 
a q q(t) 

a2v 
= - A-2 [q(t)] 

()q 

()q 
Th d . . 2 . d fi d e er1vat1ve -...,- 1s e ne as op . 

1. 

q(t2,pl + dpi) - q(t2,pl). 

dpl 

where q
2 

is the value of the coordinate at the end of the trajectory 

(t = t 2). But 

so that 

where l.(t) ··is computed with the equation of motion, Eq. (5), with the 

initial conditions 

0 

(5) .. 
I 

(6) 

(7) 

(8) 
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The actual partial derivative required in classic.al s-matrix theory is 

where·~ is the classical action along the trajectory. · But since 

a~(p2,pl) 
= -q 

ap2 2 
(9a) 

·and 

a~(p2,pl) 

pl 
ql (9b) 

a~(p2,pl) aq2 ap2 

. aplap2 
= - --= 

apl aql 
(10) 

so that the partial derivatives necessary in the computation of the 

Jacobian can be calculated from Eq. (7). 

The above. method can be easily generalized to a multi-dimensional 

system. In that case the new trajectory q!(t) for the perturbation 
1 

p.(t1)~.(t1 ) + dp. is given by 
J J . J 

q!(t) = q.(t) + ~~(t) 
1 1 1 

for all i, so that ~.(t) is determined by 
1 

all i 

(11) 

(12) 



with the initial conditions 

~i(tl) 

~i(tl) 

0 

0 

dp, 
- --=-.1.. 

m. 
J 
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all i (13) 

The apparent difficulty of computing the A.'s from Eqs. (12) and (13) 

would' seem to make this an impractical method for computing the partial 

derivatives. It remains, however, an interesting curiosity which may 

be of value for some systems. 

B. Three-Dimensional Generalization of the 
Wall-Porter Potential 

The two dimensional Wall-Porter potential surface for collinear 

reactions55 permits the independent adjustment of the position and 

curvatures of the sadde-point, the activation energy and the shape of 

the diatomic potential curves. Thus it is a most useful functional 

form with which to fit or approximate the collinear reactive potential 

surface for an atom-diatom system. 

The Wall-Porter form for the potential surface essentially is a 

Morse-curve of varying well depth and curvature that pivots between 

the two dissociation limits. The expression for th~ potential in the 

symmetric case is 

V(x,y) 2 y{[l- exp(-a~)] - 1} 

where 

y 
5/, 

D(l - asin 28) 

(14) 

-(15) 

., 
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* . 4 a = a + (a - a ) sin 28 
0 0 

(16) 

t;, = [IZ(R - S) - (R - x )] sin42B + (R - x) - (R - x) secB (17) 
0 0 0 0 0 0 0 

8 tan-l[(R - y)/(R - x)] 
. 0 0 

(18) 

In the above expressions the coordinates x and y are the two distances in 

the collinear arrangement. The rotation is about the point x = R , 
0 

y = R and the assumption is made that for x or y greater than R the 
0 0 

potential is the pure diatomic Morse function. The saddle point is located 

* at x = y = S , and the values of q, t and d can be adjusted to give 0 .. 

specificed values of the activation energy and the synnnetric and 

unsynnnetric curvatures at the saddle point. 

Formidable extra requirements are presented if this approach .is 

to be generalized to a three-dimensional surface. There are now three 

dissociation limits and the surface must flow smoothly into all three. 

The collinear orientations, of which there are now three, must be lower 

in energy than the surrounding parts of the surface. The potential 

should have adjustable saddle-point locations and curvatures in all 

three collinear planes and should be roughly of the two-dimensional 

Wall-Porter type on these planes. 

By analogy with the two-dimensional surface for the symmetric 

case (all three atoms identical), choose the rotation to be about 

the point (R ,R ,R) where the three coordinates are the three distances· 
0 0 0 

r 1 , r 2 and r 3 • Let the potential be expressed as 

2 
y{[l-exp(-at;,)],-1} (19) 
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where a(r
1
,r

2
,r

3
), y(r

1
,r2 ,r

3
) and f,;(r

1
,r

2
,r

3
) are adjusted to meet the 

various conditions. By analogy, it is also postulated that the surface 

is the·appropriate pure diatomic Morse potential for any of the nearest-

neighbor distances greater than R . 
0 

Define the auxilliary coordinates x, y and z by x =(R
0

- r 1), 

y = (R
0

- r 2) and z = (R
0

- r
3
). Choose y(x,y,z) to be given by 

where 

f(x,y,z) 

and 

= 2(xy + xz + yz). 
2 + 2 + z2 X y 

k - Dbg (x,y,z) (20) 

(21) 

3/J(z + R - x- y)(x + R - y- z)(y + R - x- z) 
0 • 0 0 

g(x,y,z) = --------~----~----~--~----~~1~----~~--------(x2 + y2 + z2)3 2 

The function ~g(x,y,z) is zero on each of the three planes of collinear 

orientation so that it can be assured that those orientations are lower 

in energy. Much of the role of sin28 for the two-dimensional case is 

apparently occupied by f(x,y,z) in this formulation. This function goes 

to zero whenever any two of the variables (R
0

- r 1), (R
0

- r 2), (R
0

- r 3) 

are zero and is equal to 2 along the·main diagonal (x = y = z). The 

other quantities in the potential expression are chosen as 

(22) 
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n = f (x,y,z) q + R 
0 

r 
0 ( 

Vx2 + y2 + z2 

;k . 
- dg (x,y ,z) 

It is now necessary to see ~hat limitations are placed upon the 
::j: 

heretofore unrestrained parameters R., A, a, b, c, d, q, a • 

(24) 

The saddle points in the collinear. orientation are located at ri = rj = S
0

, 

rk = 2S
0

• Again by analogy with the two-dimensional case, aD should be 

::j: I 

the activation energy and a the curvature of the Morse function at the 

saddle point. Then A is chosen to be the value of f(x,y,z) at the saddle 

point or 

2 [ 3R2 + ss2 - 8R S ] 
0 0 0 0 A = --~~--~~--~~-

[3R2 + 6S2 - 8 R S ] 
. 0 0 0 0 

(25) 

t,;(x,y,z) must vanish at the saddle point so that q must be given by 

~3R~- 6s!] -n~ 8R S (26) q = A r
0 

- R + t 
0 0 0 

The three exponents n, m, k are free to be chosen so that the potential. 

is smooth, and the constant b, c, d should reflect the extent to which 

the collinear orientation is favored. 

The interrelation of some of these constants can now hopefully be 

adjusted to specify the symmetric and unsymmetric curvatures at the 

saddle point. Unfortunately, it appears that this is not possible . 

Both of the first derivatives are zero at the saddle point and the 

second derivative in the unsymmetric direction is nonzero. However, 

the second derivative in the symmetric direction is equal to zero 

(the third derivative does not vanish) so that the point is not really 
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a true saddle point in the mathematical sense. Still the shape of 

the surface is approximately right in this region and it is not 

known how serious this deficiency is. 

•: 



' 
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