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INTRODUCTION 

Scientists and engineers of the Earth Sciences Division, following the mission of a 
multipurpose National Laboratory, conduct research on a wide variety of topics relevant 
to the nation's energy development programs. This report summarizes the activities for 
1990. The Earth Sciences Division has developed unique expertise in several research 
areas. This expertise is due in part to the special resources and facilities available to 
researchers at the Lawrence Berkeley Laboratory and in part to the Laboratory's com­
mitment to technical and scientific excellence. In addition to the permanent Laboratory 
staff, University faculty members, postdoctoral fellows, students, and visiting scientists 
participate in many investigations. Each year, many Ph.D. and Master's theses are 
founded in research within the Division. Interlaboratory cooperation within the U.S. 
Department of Energy system and collaboration with other research institutions provide 
access to unmatched intellectual and technological resources for the study of complex 
problems. 

Much of the Division's research deals with the physical and chemical properties and 
processes in the earth's crust, from the partially saturated, low-temperature near-surface 
environment to the high-temperature environments characteristic of regions where mag­
matic-hydrothermal processes are active. Strengths in laboratory and field instrumenta­
tion, numerical modeling, and in situ measurement allow study of the transport of mass 
and heat through geologic media-studies that now include the appropriate chemical 
reactions and the hydraulic-mechanical complexities of fractured rock systems. Related 
and parallel laboratory and field investigations address the effects of temperature, pres­
sure, stresses, pore fluids, and fractures on the elastic and electrical properties of rock 
masses. These studies are concerned with rock behavior in the brittle and ductile crustal 
regimes, and they drive the development of improved geomechanical and geophysical 
tools and techniques for mapping and characterizing heterogeneity in the subsurface. 
Program initiatives on special topics of research are generated in response to needs 
perceived by public agencies, by DOE, by industry, or by the scientific community at 
large. Of particular note are recent Division efforts involving the application of isotope 
geochemistry to the study of geodynamic processes and earth history, the development of 
advanced methods for high-resolution imaging of the subsurface, and the use of methods 
originally developed for and applied to deeper regions of the earth to improve process 
definition and characterization of the very shallow subsurface, where contaminants now 
intrude and where remedial action is required. 

This Annual Report presents summaries of selected representative research activities 
grouped according to the principal disciplines of the Earth Sciences Division: 
Geophysics and Geomechanics, Reservoir Engineering and Hydrogeology, and Geology 
and Geochemistry. We are proud to be able to bring you this report, which we hope will 
convey not only a description of the Division's scientific activities but also a sense of the 
enthusiasm and excitement present today in the Earth Sciences. 
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GEOPHYSICS AND GEOMECHANICS 

The Geophysics and Geomechanics group conducts basic and applied research 
relevant to the nation's energy development programs and helps train the next generation 
of scientists and engineers in the geosciences. The research utilizes unique facilities at 
Lawrence Berkeley Laboratory and is directed toward the solution of problems related to 
the disposal of nuclear and toxic wastes, the exploration for and recovery of fossil fuels, 
the definition of fundamental properties and processes in the earth's crust, and the 
development of geothermal energy. The aim is to address not only today's needs but also 
needs that will arise from the ever-increasing pressures placed upon the earth's resources. 
The group has focused, and will continue to focus, on a collaborative approach, not only 
between geophysical and geomechanical disciplines, but with other disciplines in 
government and industry as well. The thrust is for a strong theoretical foundation 
coupled with laboratory, numerical, and field-based studies. We are unique in that this 
group has a strong emphasis in all three areas. The overall philosophy is to address broad 
research bases rather than individual program areas. The group draws upon the unique 
resources within other divisions at the Laboratory and the various earth sciences 
departments on the D.C. Berkeley campus. Current emphasis is on the development of 
techniques for characterizing and monitoring processes in heterogeneous rock and soils 
using high-resolution seismic and electrical imaging. Applications are in environmental 
remediation, hazard assessment, evaluation of geothermal and petroleum resources, and 
storage and disposal of high-level nuclear waste. Future growth will come about only 
through a coordinated and balanced program based on solid research principles-one that 
can respond to changing needs in the earth sciences and new objectives of DOE programs 
in a timely and efficient manner. 
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Electromagnetic Second-Order Born Inversion Applied to Reservoir 
Characterization 

D. L. Alumbaugh and H. F. Morrison 

One of the principal goals of electromagnetic (EM) 
reservoir geophysics is to obtain high-resolution images of 
subsurface electrical properties. From these images of 
conductivity and/or permittivity, information about 
reservoir heterogeneity and fluid distribution can be 
deduced and used to estimate oil field properties, such as 
porosity, fracture orientation, amount of oil present in situ, 
and to improve the design and monitoring of enhanced oil 
recovery processes. In environmental studies, the extent of 
contamination can be estimated and cleanup processes 
monitored. 

Recently, considerable attention has been given to 
cross-hole EM methods because of improvements in field 
instrumentation and computing power. A large portion of 
the research has been focused on higher frequency 
(> 1 MHz) measurements because of the wave equation 
nature of the fields, which allows for the application of 
techniques developed for seismic interpretation. Because 
of the diffusive nature of EM fields at lower frequencies, 
the audio frequency range has until recently been largely 
ignored. 

EM BORN INVERSION FORMULATION 

The integral equation methods are based on the 
following equation for scattered EM waves (Hohmann, 
1971): 

where Hf is the measured secondary magnetic field in the 
ith direction at receiver position rrx due to a transmitter at 
position rtx, ~ and ~ are the anomalous and background 
admittivities defined by a = (H iUlf., where 0" is the 
conductivity, e the electric permittivity, and i = g; E is 
the total electric field, which can be expressed as the sum of 
the primary and secondary fields, i.e., E = EP + £8; and GHi 
is the magnetic field Green's function for the background 
medium. This equation describes the anomalous fields that 
arise from the existence of scattering currents in 
inhomogeneities. Because of the frequency term in the 
complex admittivity, these fields are dominated at higher 
frequencies (> 10 MHz) by the permittivity, whereas in the 
audio frequency range « 100 kHz) the conductivity 
dominates the response. 

Equation (1) is highly nonlinear between HiS and 
(~r') - ~) because the electric field E is dependent on the 
anomalous admittivity. Thus the estimation of the 
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anomalous conductivity and/or permittivity is a nonlinear 
process that requires extensive computer time and memory, 
which currently allows only the simplest problems to be 
analyzed. However, when the medium contains only weak 
scatterers, i.e., when (~(r') - ~) is small, then a linearized 
version of (1) ensues through the use of the first-order Born 
approximation, E "" EP (Kong, 1975): 

HiS(rrx;rtx) = iWllf (~(r') - ~)EP (r';rtx)GHi(rrx;r') dr'. 
r' 

(2) 

This equation is now linear between HiS and ~r') - ~), 
which implies that the scattering currents within the 
inhomogeneities are negligibly small, such that coupling 
between individual scatterers can be neglected. If the 
electrical properties are known (say from electric logging), 
then EP and GHi can be estimated and the anomalous 
admittivity can be inverted for. This is the formulation 
used by Zhou (1989). 

THE SECOND-ORDER BORN INVERSION 

The second-order Born approximation inversion 
routine has been developed for an infinite line source of 
current in a 2-D whole space (Figure 1). Applying the 
quasi-static approximation and discretizing the medium into 
N cells across which both the anomalous conductivity and 
primary electric field are assumed constant (Hohmann, 
1971), Eq. (2) for the first-order Born approximation 
becomes 

HiS(rrx;rtx) = iWIlI. (O"a(rj) -cro)EP(rj;rtxl GHlrrx;r') dr', 
j=1 Jr' 

(3) 

where EP is the primary electric field, which is expressed as 

(4) 

and G Hi is the magnetic whole space Green's function, 
given by 

GHz(rrx;r') = ko(xrx - x') Kl(iko 1 rrx- r' I) (5) 
2mollo Ir rx - r' 1 

for the vertical magnetic field and 



z 

Figure 1. Section view of two-dimensional earth with 
inhomogeneity and line source of current. [XBL 923-302] 

(6) 

for the horizontal magnetic field. In these expressions, Ko 
and Klare the modified Bessels functions of the second 
kind of order zero and unity, respectively, and 
ko=V-iffi~. If 0"0 is known, EP and GHi can be 
calculated and thus O"a estimated using a least-squares 
inversion technique. 

The iterative process is implemented by first 
approximating the secondary electric fields at the center of 
each pixel due to the inhomogeneous conductivity (O"a) that 
was solved for in (3) above. This estimation is 
accomplished by using the first-order Born approximation 
for electric fields, i.e., 

E!alc(rk;r/X) = iffil.if (q£rj) - GJ)EP(rj ;rtx)l GE(rk;r') dr' 
j=1 r' 

(7) 

where GE(rk;r') = EP(rk;r' )/(-iffilJo). The second-order 
Born approximation is completed by using these calculated 
electric fields in the equation 

N 

HiS(rrr,rtx) = iffi~~ (O"Jrj) - GJ)[ EP(rj;rtx) + E!alc (rj;r/X)] 
1=1 

(8) 
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Notice that Eq. (8) is nonlinear in (O"a(ri) - 0"0). The 
conductivity is once again estimated using least-squares 
inversion, and Eqs. (7) and (8) are iterated upon until 
convergence occurs. 

The initial results, obtained by using point conductors 
as the forward models, show improvement over Zhou's 
(1989) method. The iterative technique results in increased 
spatial resolution, and it is able to handle larger 
conductivity contrasts better than the non iterative Born 
approximation. This indicates that coupling between the 
scattering currents cannot be neglected. 

A frequency dependence has been discovered that 
seems to coincide with the response of what we will refer to 
as the Born kernel (Figure 2), which is defined here to be 
the product of the primary electric field and the electric 
field Green's function, i.e., EP(ikor/X)Gdikorr0. To 
demonstrate the effect of frequency on the inversion routine 
and to show how the results are related to the Born kernel, 
we have chosen to employ the point conductor model 
shown in Figure 3 and to calculate the results for 32 
transmitter and 32 receiver positions. As shown in Figure 
4a, inversions at frequencies on the lower side of the curve 
tend to produce smooth results that locate the position of 
the anomalous body but do not recover the actual 
conductivity. Frequencies on the high side of the curve 
tend to produce inversions in which the position is 
distorted, although the conductivity is recovered fairly well 
(Figure 4b). At the kernel maximum lies a frequency at 
which the recovered image is optimal, as demonstrated by 
the inversion results shown in Figure 4c. Unfortunately, we 
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Figure 2. The Born kernel (EP(r';rtl)GE(r n,r'» for the secondary 
electric fields. [XBL 923-303] 
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conductivity of 0.01 S/m. Vertical secondary magnetic fields 
were calculated for 32 transmitter and 32 receiver positions 
spaced at 5-m intervals. [XBL 923-304] 

have also found that this optimal frequency is model 
dependent. The varying results for the different frequencies 
suggest that (1) each frequency senses the medium a 
different way and (2) the second-order Born approximation 
breaks down at frequencies greater than the kernel 
maximum. 

The aforementioned frequency dependence is 
remedied by performing a simultaneous multiple-frequency 
inversion. This process provides resolution that is as good 
as, if not better than, the single-frequency inversions. In 
addition, we have found that the number of transmitter­
receiver combinations can be reduced with no loss in 
resolution as long as multiple frequencies are employed 
with the same vertical coverage. 

To demonstrate these properties, we have chosen to 
generate forward results for 16 transmitters and 16 
receivers employing the multiple-conductor model shown 
in Figure 5. Single-frequency inversions of these model 
results produce an image that recovers the gross geometry 
of the model but does not resolve the conductivity or 
recognize that two separate conductors are present (Figure 
6a). As shown in Figure 6b, the introduction of multiple 
frequencies vastly improves the quality of the image. We 
have also found that a reduction in the vertical coverage 
results in a reduction of image qUality. 
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CONCLUSIONS 

It is clear from these results that the second-order 
Born approximation is a viable method for interpreting 
cross-well EM data. It has been shown that the quality of 
the recovered image is frequency dependent. Inversions at 
frequencies on the lower side of the Born kernel result in 
images that recover the general geometry but do not resolve 
the conductivity. Frequencies on the high side of the kernel 
produce images that distort the geometry but resolve the 
conductivity fairly well. At the peak of the kernel lies an 
optimal frequency at which both spatial and conductivity 
resolution are optimal. This frequency dependence has 
been shown to be eliminated, and an increase in resolution 
is achieved by incorporating multiple frequencies 
simultaneously. 
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An Efficient Method for Borehole Conductivity Logging 

K. H. Lee and M. Deszcz-Pan 

This article presents a method by which the electrical 
conductivity can be efficiently and accurately logged using 
only vertical derivatives of the vertical magnetic field. 
Conventional induction logging techniques require a two­
coil sonde. Fundamental aspects of induction logging were 
described by Kunz and Moran (1958), Kaufman (1960), 
and Nikitina (1960), to list a few, and an excellent review 
was given by Moran and Kunz (1962). The method 
presented here differs from conventional induction logging 
in that it is a high-resolution technique, at the expense of 
requiring a system with three receiving coils. 

In a homogeneous medium the vector magnetic field 
satisfies 

(V2 
_ icrooll) H = O. (1) 

It is common in a borehole environment that only the 
vertical component is measured. From Eq. (1) it is clear 
that the electrical conductivity can be easily derived if all 
the second-order derivatives of Hz are available, namely 

(2) 

Within the limited space inside of a borehole, however, 
horizontal derivatives are difficult to obtain, and only the 
vertical derivatives can be measured. In the method given 
here, horizontal derivatives in Eq. (2) would be replaced by 
terms involving only vertical derivatives and a geometrical 
factor. The algorithm consists of two main steps, as 
described below. 

First, the horizontal derivatives in Eq. (2) are 
replaced by an expression that can later be approximated by 
vertical derivatives. In this step we assume that the vertical 
magnetic field is radially symmetric, so that 

Hz = Hz{r(p,z),z }, 

where p and r are, respectively, the 2-D and 3-D scalar 
distances between source and receiver. Under this 
assumption we note the following: 

aHz{r(p,z),z }Ir = aHz{r(p,z),z }Ir _ 
-~~----:!..-- 0, 

ax ay 

aHz{r(p,z),z }Ir 
"# 0, (3) 

az 
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where Ir indicates partial derivatives with the variable r 
fixed. Applying chain rules, with Eq. (3) in mind, gives 

aHz = aHz{r(p,z),z }Ir + ar aHz = ar aHz 

ax ax ax ar ax ar 

and 

and considering that 

ar = .!. = 0, 
ax r 

at the axis of the borehole, we find that 

2 a Hz = 1. aHz 
ax 2 r ar (4) 

A similar result can be derived for the second-order 
derivatives in the y direction. As a result Eq. (2) may be 
simplified to 

(2 a + a2 )H 
_ 1 r ar az 2 z cr _ - ~ __ ::":"'..L..-_ (5) 

iOOIl Hz 

This is the exact expression for the conductivity at the axis 
of a borehole for the case in which the medium is radially 
symmetric about it. The second-order horizontal 
derivatives have been replaced by a first-order derivative 
with respect to r multiplied by a geometrical factor 2/r. 

Next, we derive an approximate method to evaluate 
the first-order derivative in Eq. (5) in terms of a derivative 
with respect to z. In general, again keeping in mind Eq. (3), 
we can expand the partial derivative with respect to z as 

aHz{r(p,z),z} 

az 
aHz{r(p,z),z }Ir 

az 

+ ar(p,z) aHz{r(p,z),z} 

az ar 



and, therefore, the first-order derivative with respect to r 
can be replaced by 

dHz{r(p,z),z} = dHz{r(p,z),z} dHz{r(p,z),z }I, 
dr dZ 

In obtaining this result the relationship 

dr(p,z) = 1 

dZ 

dZ 

is used, which is valid along the axis of a borehole. 

(6) 

At this point an approximation needs to be introduced 
to evaluate the right-hand side of Eq. (6). Assuming that 
the source-receiver pair is located in an area that can be 
considered locally uniform, we may write for the vertical 
magnetic field that 

from which 

dHz =.!!!.. z e- ikr 

dz .:i1t r7 

But at the same time, again from Eq. (7), we also find that 

dHzl, = .!!!.. 2z e- ikr {3(1 +ikr) + Ukr)2}. 
dZ 41t ,s 

Here m is the magnetic moment of the source and k is the 
propagation constant. At the axis of the borehole (r = z) 

these last two expressions happen to be the same with 
opposing signs, and as a result Eq. (6) may be reduced to 

dHz{r(p,z),z} = 2 dHz{r(p,z),z} 
(8) 

dr dZ 

and, finally, Eq. (5) can be evaluated by means of 

(9) 

This operation involves first and second order derivatives 
of vertical magnetic field only with respect to z. This is 
exact if the earth is homogeneous whole space and is a 
good approximation for calculating conductivities in 
general media. 
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Wave-Field Transform of Low-Frequency Electromagnetic Data 

K. H. Lee and G. Q. Xie 

Electrical conductivity plays an important role in the 
search for mineral deposits, in site characterizations for 
groundwater and groundwater contamination, and in crustal 
studies. Knowledge of the role of conductivity is gaining 
importance not only in the exploration stage but also in 
process monitoring of existing geothermal and petroleum 
reservoirs. In all these applications the depth of interest 
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requires low frequencies « 1 MHz), and for typical earth 
materials the conduction current is orders of magnitude 
greater than the displacement currents at these frequencies. 
The resulting differential equation that describes the 
behavior of such electromagnetic (EM) fields is a diffusion 
equation. Fields that satisfy a diffusion equation are global 
in the sense that a magnetic field, for example, at one point 



in space and time is the consequence of the entire history of 
all magnetic fields that existed within the domain. This 
explains why the amount of effort, both technical and 
computational, involved in the direct inversion and/or 
imaging of low-frequency EM data is often prohibitive. 
With the exception of the magnetotelluric (MT) inversion 
studies conducted by Jupp and Vozoff (1977), deGroot­
Redlin and Constable (1990), and Smith and Booker 
(1991), to list a few, imaging of 2-D and 3-D structures 
using low-frequency controlled-source EM methods has not 
been very successful (Zhou, 1989; Tripp and Rohmann, 
1991). Furthermore, the limited success has been based 
entirely on the integral equation approach, and the target 
therefore needs to be restricted to structures of finite extent. 

Earlier studies by Kunetz (1972), Weidelt (1972), and 
Levy et al. (1988) implied that there is a link between the 
mathematical form for the EM diffusion equation and the 
seismic wave equation. The subject of these studies has 
been essentially limited to the MT problems in a layered 
earth. For practical situations, typically involving a 2-D or 
3-D medium and an arbitrary controlled source, Lee et al. 
(1989) have presented a more fundamental relationship 
between fields satisfying a diffusion and the corresponding 
wave equations. The relationship is in the form of an 
integral transform, in which the diffusive field in time is 
uniquely represented by an integral of a corresponding 
wave field weighted by an exponentially damped kernel. 

The concept of such a transformation was tested 
using a forward model study (Lee et aI., 1989). In that 
study the wave field in a 2-D medium excited by a 
Gaussian impulse source in the q domain was first 
calculated using the finite-difference numerical method. 
The Gaussian source has an equivalent expression in the 
time domain in terms of a line source of current. The 
magnetic field in the time domain was then obtained by 
integrating the numerically computed wave field. The 
result was in good agreement with the magnetic field 
computed directly in the time domain. The process 
involved in the integration of wave fields is a forward 
problem and is unconditionally stable. 

The more interesting, and perhaps far more 
important, application of the relationship can be found in 
the inverse transform. Data collected in time (or in 
frequency) may be transformed to wave fields in a time-like 
variable q, and a tomographic imaging technique may be 
used to image conductivity distributions. The problem 
associated with the inverse process is that it is highly 
nonlinear and extremely ill-posed. An initial analysis using 
the stochastic approach (Lee, 1989) showed that 
construction of the wave field with a reasonable resolution 
would require approximately four decades of time- or 
frequency-domain data with a maximum allowable noise in 
the power spectrum of about three percent. This 
requirement would pose a serious practical problem, since 
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it would be difficult for any EM system, existing or soon to 
be developed, to measure field data so accurately over such 
a wide bandwidth. 

At the beginning of this study it was suggested that 
there would still be some useful information in the 
transformed wave field, such as the travel time, even if the 
time window was substantially reduced. If the time 
window could be reduced to such an extent that data could 
be collected with a reasonable effort over this bandwidth, 
then it was thought to be a good idea to proceed and 
develop an imaging algorithm. So our effort has been 
focused on constructing a wave field using as narrow a time 
window as possible with as much information contained in 
the resulting wave field. The resulting wave field should 
provide at least the travel time of the first arrival with 
enough accuracy so that it can be used for the next step of 
ray-tracing tomography. Initial numerical tests show that 
over a borehole separation of 100 m in a medium of 50 
ohm-m, less than two decades of time-domain data is 
required to yield wave fields with clearly identifiable first 
arrivals. The first arrivals selected this way have an r.m.s. 
error of less than one percent. It is equivalent to a spatial 
resolution, when converted to distance, of one meter. 

W A VB-FIELD TRANSFORM 

The earlier analysis by Lee et al. (1989) has shown 
that the magnetic field H and the corresponding wave field 
U are uniquely related by 

H(r,t)=_I- r'qex~-q2/4t) U(r,q)dq. 
211tt3 Jo 

(1) 

The wave field U satisfies a wave equation in which the 
velocity is inversely proportional to the square root of the 
conductivity. In the development, it is implicit that, at 
inhomogeneous boundaries, different components of the 
magnetic field will couple each other, and that the wave 
field U obeys Snell's law. The transform is exclusively 
between t and q, and is independent of the space variable r. 
For this reason, the spatial variable r will be dropped in the 
following analysis. 

To apply wave-field analysis techniques for mapping 
conductivity distributions, the first thing to do is to solve 
for the wave field from Eq. (1). This is an inverse problem 
with a strongly damped kernel, whose process is known to 
be ill-posed and notoriously unstable. With the 
introduction of an efficient eigenvalue analysis technique, 
however, a successful numerical algorithm has been 
developed; the details of the algorithm are given below. 

Using the trapezoidal integral formula and the 
collocation method, we first cast integral Eq. (1) into a 
discrete form: 



n-l 

+ 2I, tJj exp( -q]/4ti) (tJj+l - qj-l) Uj 
J=2 

+ qn exp (--q;/4ti) (qn - qn-l) Un 

for i = 1,2, ... , n, 

where discrete functions Hi = H(tj) and Uj = U(qj) and 

(2) 

Here llq is the increment in q for the wave field and {ta,tbJ 
is the time window occupied by the time-domain data. 
Equation (2) can now be rewritten in a matrix form as 

AU=H. (3) 

To solve this equation we adopted the singular 
decomposition technique. Matrix A is then decomposed 
into 

A =WDVT. (4) 

The matrix D is diagonal, consisting of singular values, and 
matrices Wand V are orthonormal. Since the original 
integral equation is iII-posed, it is expected that the matrix 
D is "numerically" singular and that a regularization 
scheme needs to be introduced to solve the system of 
equations. For this purpose we formally write the solution 
U with regularization as 

(5) 

where ex is the regularizing parameter and I is an identity 
matrix of order n. The parameter ex effectively controls the 
threshold singular value in Eq. (5). 

The key to obtaining a successful solution using this 
approach is in the optimum selection of the parameter ex. 
To achieve this objective we have introduced the "quasi­
optimality" method proposed by Leonov (1978); a brief 
summary of the method follows. Let 

be the numerically nonzero singular values of the matrix A, 
i.e., the nonzero entries of the diagonal matrix D; let (Vk; k 
= l,p J be p columns of the matrix V corresponding to the 
above nonzero singular values; and let Uk be the 
corresponding nonzero numbers of D WTH in Eq. (5). 
Defining the norm 11, the residual in the null space of A, as 
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p 

11 = II A TH - I, Uk Vk ll, 
k=l 

and finally defining the function 

(6) 

Leonov (1978) showed that the regularizing parameter a, 
which would result in the optimum solution to Eq. (5), is 
the smallest positive root of the stationary equation of this 
function; 

\f"(ex) = o. (7) 

From Eq. (6) it is implicit that the parameter ex depends on 
the data H. It is expected that when the data are noisy, the 
size of the parameter will increase, resulting in a smoother 
wave-field solution with a decreased resolution. 

NUMERICAL EXAMPLES 

The model shown in Figure 1 is essentially a 1-D 
half-space consisting of three layers whose conductivities 
may be varied to simulate models of different contrasts. 
The thickness of the first two layers are 1000 m and 10 m. 
The same model can be used to simulate a 2-D cross-hole 
environment simply by choosing an inclined borehole 
orientation, as shown in the figure. The transmitter and 
receiver boreholes, each 200 m long, are separated by 
100 m. These boreholes are parallel and inclined at 30°. 
Using this configuration, magnetic field calculations were 
made from an array of 21 receivers in the receiver hole, and 
a vertical (coaxial with the borehole) magnetic dipole 
source was used to excite the medium. The source was 
moved down the transmitter hole 10 m at a time. 

To test the wave-field transform algorithm, we 
assigned equal conductivities everywhere to simulate a 
uniform whole space, so that a closed-form analytic 
solution could be used for the analysis. The first test 
concerns the effect of time-window width on the quality of 
the transformed wave field. Figure 2 shows (a) transient 
magnetic fields at 21 receiver positions due to a magnetic 
dipole source at z = 0, (b) transformed wave fields using a 
different regularizing parameter ex for each transform, (c) 
wave fields using the smallest ex among those calculated 
and used in (b), (d) wave fields using the largest ex, (e) 
wave fields using an ex less than the smallest, and finally, 
(f) wave fields using an ex larger than the largest one used 
in (d). The ex values used in each case are given in the 
figure, except for case (b). Amplitudes have been 
normalized by the maximum of each trace. Plots are all in 
linear scales. The time window of the magnetic field used 
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Figure 1. A master model consisting of three layers with variable conductivities aI, a2, and a3. The model is 
essentially I-D, but with the use of inclined boreholes the same model can simulate a 2-D conductivity distribution, as 
shown on the right. [XBL 923-311] 

for this exercise is 2.5 decades starting from ta = 5 Ilsec to 
tb = 1 msec. In the calculation a total of 370 equally spaced 
time-domain magnetic fields was used as data to generate 
equal number of discrete wave fields in the q domain. The 
maximum q at which the numerical wave field is calculated 
is 0.062. Wave fields plotted after this point are 
continuation of the last data point. The first arrivals in q, 
marked by heavy dots, have been chosen by selecting those 
corresponding to the maximum amplitude in each traces. 
These travel-time data are compared with the theoretically 
computed travel-time (distance times the slowness), and the 
results are given in Table 1, expressed as r.m.s. values. 

Table 1. Time window: 5 Ilsec < t < 1 msec. Noise 
(error): none. 

r.m.s. r.m.s. 
(t:.q) (t:.d in meters) 

Case (b) 6.1414 E-05 0.3874 

Case (c) 7.5226 E-05 0.4745 

Case (d) 6.7110 E-05 0.4233 

Case (e) 4.4024 E-03 27.770 

Case (0 4.3085 E-04 2.7177 
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Values listed in Table 1 for lld correspond to equivalent 
resolution in distance. The resolution in travel-time data is 
excellent as long as the regularizing parameter used in Eq. 
(5) is within the minimum-to-maximum bound used in case 
(b). It shows that a regularizing parameter obtained from 
Eq. (7) for anyone transform would be as good for other 
transforms. The last two cases, (e) and (f), show what 
happens when the parameter exceeds this bound. First, 
case (e) shows that a parameter slightly smaller than the 
minimum one leads to very unstable wave fields with large 
errors. In case (f), on the other hand, the parameter used is 
orders of magnitude larger than the maximum one, but the 
results show fairly good resolution. It clearly suggests that, 
within a reasonable range, it is better to use a larger 
regularizing parameter. This is also true if we compare 
cases (c) (with minimum ex) and (d) (with maximum ex). 

Next, to see the effect of reducing the time window, a 
data set with 1.5 decades of time window ranging from ta = 
10 Ilsec to tb = 0.5 msec has been transformed; the results 
are shown in Figure 3. Descriptions for each case, with 
different regularizing parameters and other details, are 
identical to the previous one with a wider window. Again, 
the quality of travel-time data is surprisingly good; the 
results are shown in Table 2. 
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Table 2. Time window: 10 J.lsec < t < 0.5 msec. 
Noise (error): none. 

r.m.s. r.m.s. 
(dq) (dd in meters) 

Case (b) 6.3369 E-05 0.3997 

Case (c) 7.6192 E-05 0.4806 

Case (d) 6.9833 E-05 0.4405 

Case (e) 6.1788 E-03 38.975 

Case (f) 1.9653 E-04 1.2397 

Comparing results listed in Tables 1 and 2, we find that the 
resolution in travel-time data decreased by only a few 
percent, even though there is a significant reduction, from 
2.5 to 1.5 decades, in the time window. For both data sets 
the spatial resolutions in cases (b), (c), and (d) are within 
0.5 m. This is equivalent to only 0.5% of the separation 
between the source and the nearest receiver. 

The final step was to test the numerical transform in 
the presence of simple noise. For this purpose a 3% 
Gaussian noise was added to the time-domain data. The 
data used were the same as those used for the previous 
example, with ta = 10 IJ,sec to tb = 0.5 msec. The noise­
added data have been transformed, and the results are 
shown in Figure 4. Wave fields computed with larger 
regularizing parameters show smooth behavior (on the right 
side of the figure), whereas those computed with smaller 
ones are clearly unstable. To allow comparison with the 
previous two examples, similar statistics of the transformed 
field arc shown in Table 3. 

Table 3. Time window: 10 J.lsec < t < 0.5 msec. 
Noise (error): 3%, Gaussian. 

r.m.s. r.m.s. 
(dq) (dd in meters) 

Case (b) 1.0442 E-04 0.6587 

Case (c) 5.8914 E-04 3.7162 

Case (d) 1.2070 E-04 0.7613 
Case (e) 5.5853 E-03 35.231 

Case (f) 2.0117 E-04 1.2689 

Qualities of the travel-time data obtained for cases (b) and 
(d) are excellent, giving spatial resolutions better than 1 %. 
Even the travel-time data from case (f), with its r.m.s. less 
than 1.5 m, seem to be suitable for any tomographic 
inversion. In comparing results shown in Figures 3 and 4, 
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It IS interesting to note that regularizing parameters 
computed and used for the noisy data set are orders of 
magnitude larger than the one used for noise-free data. The 
fact that we could still obtain quality travel-time data in 
spite of these dramatic changes in parameters is 
encouraging, to say the least. 

CONCLUSION 

As a first step toward achieving a high-resolution 
conductivity image of the subsurface on a reservoir scale, 
low-frequency EM data have been successfully transformed 
to wave fields. The requirement on the data has also been 
substantially reduced to a reasonable level. Although the 
beginning and the ending of the time window depend on the 
overall conductivity distribution of a particular model and 
the source-receiver separation, approximately 1.5 decades 
of time-domain data seem to be sufficient for the wave­
field transform. The presence of noise does not 
significantly reduce the computed travel-time estimates as 
long as the noise is less than three to five percent. It may 
very well be that, under favorable conditions, this level 
could be moved up even higher with the current 
regularization scheme. 
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Seismic Imaging of the Southern Washington Cascades Conductor 

T. M. Daley and E. L. Majer 

The Cascades mountain range of southern 
Washington is a geologically complex and tectonically 
active region. The area has been explored for potential oil 
and gas reserves by several major oil companies, but 
exploration efforts (mostly electrical and seismic reflection 
surveys) are hampered by the geologic complexity, which 
often leads to poor data qUality. Although no commercial 
quantities of oil or gas have been found to date, the 
existence of major sedimentary basins and potential source 
rocks has led to continued interest. The Department of 
Energy and the U.S. Geological Survey have conducted 
geophysical studies in the southern Washington region to 
study possible petroleum-bearing sedimentary basins as 
well as crustal tectonic structures. 

As part of these studies, we have investigated the 
seismic reflection characteristics of a possible marine 
sedimentary basin located between Mt. Rainier and Mt. St. 
Helens. The zone being investigated was initially identified 
by magnetotelluric studies (Stanley et al., 1987) as an 
anomalous conductor called the Southern Washington 
Cascades Conductor (SWCC). Stanley et al. (1991) 
proposed that this conductor "might represent an 
accretionary prism/forearc basin system that was 
compressed during accretion of an extensive seamount 
assemblage." This interpretation is largely based on 
correlation of shallow parts of the conductor with outcrops 
of Eocene marine and transitional rocks, as well as the 
regional tectonic setting of the SWCc. The possibility of 
the SWCC containing hydrocarbon reservoirs was 
discussed in detail by Stanley et al. (1991). The natural gas 
potential of deep sedimentary basins is an area of research 
supported by the Morgantown Energy Technology Center 
of DOE's Office of Fossil Energy. As part of this research 
we have studied several aspects of seismic imaging of the 
SWCC. Our work has induded ray tracing and synthetic 
seismograms generated for planning and interpretation of 
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explosive shots using a 1024-channel sign-bit acquisition 
system; a comparison of the signal strength and imaging 
capabilities of explosive and vibroseis sources; and 
processing and interpretation of one of a series of seismic 
reflection surveys conducted over the SWCC with the sign­
bit recording system. 

BACKGROUND 
Basic research into the possible exploitation of deep 

gas includes identifying areas in which natural gas could be 
generated and trapped in sediments that have been carried 
to depth by subduction processes. The western Cordillera 
of North America, with multiple subduction zones, has 
been the site of reconnaissance surveys designed to locate 
sedimentary formations that have been placed deep in the 
crust (15,000 feet or more). The accretionary prisms and 
forearc basins that form in conjunction with subduction 
zones have the potential for large accumulations of marine 
and continental organic material. This material may be the 
deep hydrocarbon source for reservoir rocks. Although 
basic studies of this topic include hydrocarbon generation, 
geochemistry, and the detailed stratigraphy of subduction, 
the geophysical studies focus on identification of 
sedimentary basins that could be source rock or reservoir 
rock and the delineation of geologic structures that are 
possible traps for hydrocarbons. 

One area identified as a site for the subduction of 
marine sediments is the southern Washington Cascades, 
where the Juan de Fuca plate is subducting beneath the 
North American plate. Trapped between the two plates are 
sedimentary rocks, volcanic rocks, and oceanic crustal 
slices. An initial attempt to identify potential sedimentary 
basins used magnetotelluric (MT) surveys, which determine 
the electrical conductivity of subsurface material by 
measuring naturally occurring electric and magnetic fields 



at the surface of the earth. MT measures conductivity (or 
its inverse, resistivity) as a function of frequency. MT 
surveys conducted in the southern Washington area 
outlined an anomalous conductivity zone with resistivities 
of less than 5 ohm-m at depths as shallow as 3 kIn (Stanley 
et al., 1987). These values contrast markedly with those of 
nearby formations with resistivities of 150 to 5000hm-m, 
which are interpreted to indicate andesitic volcanic rocks, 
mafic oceanic crust, and basalts. The low-resistivity (high­
conductivity) anomaly, named the Southern Washington 
Cascade Conductor, is postulated as a possible sedimentary 
basin accreted during subduction (Stanley et al., 1991). 

The regional setting of the SWCC is complex 
because of the active tectonic forces. Both intrusive bodies 
and structural deformation are complicating factors in 
defining the SWCc. The SWCC is overlain by thick 
volcanic flows of the Ohanapecosh and Stevens Ridge 
formations, which are Miocene and Oligocene age (25-
40 Ma). These volcanics form one of the hindrances to 
good seismic reflection data (other seismic problems 
include highway noise and complicated recording 
geometry). The basement underlying the SWCC is 
unknown but is postulated to be subducting oceanic crust 
along the western margin. There are two major anticlinal 
structures identified above the SWCC. The Morton 
anticline is near the western edge of the SWCC, and the 
Skate Mountain anticline is near the eastern margin. These 
anticlines could serve as structural traps for hydrocarbons. 

Stimulated by the MT modeling, commercial well 
data, nearby seismic surveys (reflection and refraction), 
regional gravity and magnetic surveys, geologic sections 
constructed by the state of Washington, and estimates of 
organic content and maturation in nearby sediments 
(Westhusing and Krehbiel, 1990), the Department of 
Energy began a series of seismic reflection profiles. The 
seismic profiling began in 1988, and 6 lines using a 1024-
channel, sign-bit recording system and Vibroseis sources 
have been completed (Figure 1). 

RAY TRACING 

Initial attempts at modeling the seismic response of 
SWCC with ray tracing were conducted in conjunction with 
the planning of dynamite shots on reflection lines 1 and 2 
(Figure 1). The goal of the ray tracing was to help 
interpretation of the proposed dynamite shots and to aid in 
the selection of shot locations. Ray tracing can give 
expected travel times for reflections and an indication of 
the subsurface coverage of seismic rays for each interface 
in the model. . In particular, we hoped to find the travel 
times and ray coverage for the top of the SWCC and for the 
top of the proposed subducting oceanic crust. In addition to 
travel times, synthetic seismograms were computed for 
comparison with the dynamite data to be acquired. 
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Figure 1. Location map of seismic lines and MT anomaly (from 
Westhusing and Krehbiel, 1990). [XBL 924-597] 

The 2-D dynamic ray tracing package BEAM87 
(Cerveney et al., 1977) was used to model sources at a 
series of surface shot points with 20 receivers at l-km 
spacing. The geologic model used for ray tracing was 
derived from the MT interpretation and initial interpretation 
of seismic reflection line 1. Two variations of the model 
were studied, one with the SWCC top having an anticline 
corresponding to the surface expression of the Morton 
anticline (Figure 2) and one without an anticlinal top to the 
SWCC (Figure 3). We hoped to see if an anticlinal feature 
on SWCC could be detected in a single shot gather. The 
seismic velocities used in this modeling were derived from 
initial reflection processing and previous refraction surveys. 
The shallow volcanics of the Ohanapecosh and Stevens 
Ridge formations were assigned velocities of 5.5 kmlsec, 
the Puget Group (nonmarine sedimentary rocks) were given 
a linear gradient from 4.5 to 5.2 kIn/sec, the SWCC was 
given a linear gradient from 5.0 to 6.0 km/sec, and the 
proposed subducting oceanic basalts of the Crescent 
Formation were assigned a velocity of 6.5 kmlsec (Stanley, 
personal commun., 1990). 

Figure 2 shows the raypaths for reflections from the 
top of the SWCC. Figure 3 shows the same but without an 
anticline for the SWCc. The shot point is near the middle 
of reflection line 5, above the Stevens Ridge volcanics. 
Figure 2 shows that this shot location would give good 
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Figure 2. Seismic rays and travel times including Puget 
Group/SWCC interface using subduction model with anticline for 
SWCc. Velocities are given in text. [XBL 924-598] 

coverage of the SWCC and Crescent fonnation west of the 
Morton Anticline. Comparing Figures 2 and 3, we see that 
an anticlinal SWCC will give a slight triplication of travel 
times. This effect would probably be seen in field data as 
increased energy in the SWCC reflection at the receivers 
west of the Morton anticline, caused by the arrival of 
overlapping wavelets. From the various source locations 
that were modeled, we determined that the three best shot 
locations for imaging the SWCC would be centered on the 
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Figure 3. Seismic rays and travel times including Puget 
Group/SWCC interface using subduction model without anticline 
for SWCC. Velocities are given in text. [XBL 924-599] 

20 

Morton anticline and about 10 km west and east. 
Unfortunately, the explosive shots did not have sufficient 
signal-to-noise ratio to allow interpretation of any 
reflections. 

REFLECTION LINE 5 

A total of 40 kIn of seismic reflection data was 
obtained with line 5. Our processing and interpretation 
used a 20 kIn section that overlaps lines 1 and 2 for about 
12 kIn west of the Morton anticline and then turns north for 
about 8 kIn into the strike direction of the SWCC (Figure 
1). The geophone spacing was 20 m, about half the spacing 
of most of lines 1 and 2, and the source spacing was 40 m. 
This geometry gives a cdp trace about every 10 m. A 39- to 
9-Hz IS-sec Vibroseis sweep was used by 5 vibrator trucks 
and 10 sec of correlated output. Processing work was 
performed by Geotrace Technologies (fonnerly Daniel 
Geophysical) and by LBL under subcontract from the 
acquisition contractor Geosystems. 

We limited our study to the east-west portion of line 
5, shotpoints 962 to 1520. This section of line 5 
approximately coincides with line 1 and the west end of 
line 2. We used 270 traces per shot (5.4 kIn) and broke the 
east-west section into three parts. The reduced number of 
traces per shot was dictated by the lack of energy in a single 
shot, the crookedness of the line, and the large amounts of 
computer memory necessary for 10 sec of multichannel 
data. 

Because of the poor overall data quality, both for 
individual shot gathers and for brute stacks, it became clear 
that simple cdp processing would not produce a useful 
section for interpretation. More complicated processing 
was performed by Geotrace Technology. They used 
intensive prestack processing, including time-varying 
spectral whitening, time varying AGe (automatic gain 
control), multiple passes of residual statics (surface 
consistent and non surface consistent) and velocity analysis, 
multichannel deconvolution for enhancing dipping events, 
and DMO (dip moveout) analysis (Brad Feild, Geotrace, 
personal commun., 1991). Their cdp stack was limited to 
midpoints that fell near the cdp line (giving the 2-D 
imaging we attempted but with potentially more traces per 
cdp), and the shot gathers were limited to ±2 kIn offset 
because of the lack of energy in each shot and the crooked 
line geometry. Unfortunately, because many of their 
processing algorithms are proprietary and because we have 
not yet received a detailed processing description, it is 
difficult to judge the extent to which Geotrace's processing 
may distort or force events into the final stacked section. 
Nonetheless, the section recently provided by Geotrace 
(Figure 4) gives an apparently much improved image of the 
east-west portion of line 5. This section is quite similar to 
the coincident section of lines 1 and 2, which were 
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processed by Golden Geophysical with different processing 
techniques (Stanley et aI., 1991). 

Using the Geotrace processing, it is possible to 
interpret line 5 in terms of the model proposed from the MT 
studies of the SWCC and earlier interpretations of lines 1 
and 2 by Westhusing and Krehbiel (1990), who looked at a 
subduction model and a rifted basin model. Line 5 appears 
to support the subduction model, since a fairly continuous 
zone of eastward-dipping events (interpreted as the top of 
the Crescent formation) crosses the section from 2.5 sec on 
the west end to 4.0 sec on the east (Figure 4). The 
interpretation shown in Figure 5 is based on analysis by 
Stanley et al. (1991), who had a continuous section of 
conductive rocks (the SWCC) on top of the Crescent 
formation and projected them to thin out and coincide with 
surface outcrops of the Mcintosh formation in the Bear 
Canyon area west of line 5. Following this model, we 
interpret a faulted synclinal boundary between the Puget 
group and the SWCC from 0.9 to 1.5 sec and an 
SWCC/Crescent formation boundary dipping west to east 
from 2.0 to 3.5 sec (Figure 5). This interpretation is quite 
plausible, but it does leave several strong reflection events 
within the SWCc, including one that intersects the top of 
the Crescent formation between 2.0 and 2.5 sec. This 
indicates that the SWCC contains discrete blocks of 
conductive material, and we are imaging the boundary 
between two such blocks as it intersects the top of the 
Crescent formation. 

Figure 6 shows an alternate interpretation of line 5, 
which assumes that the SWCC pinches out at depth instead 
of surfacing to the east. A shallow zone of reflectivity 
between 0.5 and 1.2 sec is interpreted as the boundary 
between the Stevens Ridge volcanics and the underlying 
Puget group. The SWCC is interpreted as a wedged section 
on the east side between the Puget group and the Crescent 
formation with an apparent pinchout in the center of the 
section. This model of a pinchout of the SWCC is 
primarily based on the coincidence of line 5 with 
decreasing magnitude of the MT anomaly (Figure 1); 
however, the current work of Stanley et al. (1991) does 
extend the SWCC to the surface west of line 5 with a 
vertical boundary east of Bear Canyon. If the SWCC does 
pinch out under line 5, the 2.0-sec two-way time to the top 
would represent a depth of 2.5 to 3 km. 

SUMMARY 

Starting with a geologic model based on MT and 
other information, our ray tracing demonstrated that the 
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SWCC could be imaged with the acquisition geometry used 
for the seismic profiling. However, differences between 
geologic models could be difficult to see with single shot 
gathers. These differences would require data with much 
greater signal-to-noise ratio than any so far acquired. The 
next attempt at modeling should include 3-D structures, 

since it is likely that 3-D effects are of first-order 
importance. It is possible that future processing of the 
north-south portion of line 5 will lead to an estimation of 
3-D seismic response of the SWCc. 

The cdp analysis-of line 5, like all other data collected 
in the Cascades, is hampered by near-surface volcanics and 
consistently poor energy transmittal into the subsurface. 
The intensive prestack processing performed by Geotrace 
does give an interpretable section, which compares well 
with the coincident parts of lines 1 and 2. Although it is 
difficult to estimate the reliability of reflections without 
more details of the Geotrace processing, the processed 
section does appear to support a subduction model. Two 
interpretations of line 5 are presented, both of which show 
possible interpretations of the structure of the SWCc. The 
lithology and structure of the SWCC is still impossible to 
determine exactly without some well control, but if the top 
of the SWCC is represented by either of the horizons shown 
in Figures 5 and 6, then it should be possible to propose a 
realistic drilling target. 

REFERENCES 

Cerveny, V., Molotkov, LA., and ~encik, I., 1977. Ray 
Method in Seismology. Charles University Press, 
Prague. 

Stanley, W.D., Finn, c.A., and Plesha, J.L., 1987. 
Tectonics and conductivity structures in the southern 
Washington Cascades. J. Geophys. Res., v. 92, no. 
BIO, p. 10179-10193. 

Stanley, W.D., Gwilliam, W.J., Latham, G., and 
Westhusing, K., 1991. Are hydrocarbon source rocks 
buried beneath volcanic flows in the southern 
Washington Cascades? U.S. Geologic Survey Open­
File Report 91-119 (in press). 

Westhusing, K., and Krehbiel, S., 1990. Exploration for 
deep source hydrocarbons in subduction terrain of the 
Pacific Northwest. In Proceedings, Natural Gas 
Research and Development Contractors Review 
Meeting, November 1990. U.S. DOE Office of 
Fossil Energy, Morgantown, W. Va., DOEIMETC 
91/6117, p. 162-184. 



VSP Site Characterization at NTS: OSSY'91 

M. A. Leonard, T. M. Daley, L. R. Johnson, and T. V. McEvilly 

In June of 1991 a Vertical Seismic Profiling (VSP) 
survey was conducted as part of the 1991 On Site Seismic 
Yield (OSSY) experiment in the Yucca Valley area of the 
Nevada Test Site. The OSSY '91 experiment has been a 
cooperative effort between Lawrence Berkeley Laboratory, 
Lawrence Livermore National Laboratory, the University 
of California at Berkeley, and Southern Methodist 
University. The principal goal of the project is to develop 
seismic methods to accurately determine the size, or yield, 
of underground nuclear explosions in a manner that is 
relatively inexpensive, noninvasive, and at least as reliable 
as existing methods. The ability to accurately estimate 
nuclear yield is important for the verification of nuclear test 
ban treaties. The steps involved in this inverse problem for 
explosive yield can be described as follows: 

1. Determine the seismic properties in the vicinity of the 
explosion. 

2. Calibrate the inversion method with small chemical 
explosions of known yield. 

3. Implement the method on an actual nuclear 
explosion. 

The critical first step of determining the seismic 
properties was accomplished by the VSP survey, in which 
P, SV, and SH surface vibrator sources generated wave 
fields that were recorded by 3-component seismometers at 
several depths in well UE4av in Yucca Valley. This data 
set was used to construct 3-dimensional P and S velocity 
models of the area, as well as to assess shear-wave 
anisotropy. Following the VSP survey, the source-receiver 
geometry was reversed, with 3-component seismometers 
occupying the surface VSP sites and 100-pound chemical 
calibration explosions detonated downhole. Later, a 
nuclear explosion was detonated in an adjacent well. The 
use of the same sites by VSP sources and explosion 
receivers ensured that the seismic properties described by 
the VSP analysis were appropriate for the paths traveled by 
the explosion-generated wavefields. The acquisition and 
processing of this data set closely follow the procedures 
used for the VSP site characterization study that was part of 
the 1989 OSSY experiment, described in Daley et al. 
(1990). 

DATA ACQUISITION AND PROCESSING 

The VSP source locations fell along four azimuths 
about the receiver well, with two to four sites along each 
azimuth, totaling tEll sites in all (Figure la). Source offsets 
from the well ranged between 46 and 1600 m. At each 
source location we obtained three vibrator data sets, using 
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P, SV, and SH sources, with an 8- to 80-Hz sweep and 3 sec 
of correlated data. The downhole 3-component receiver 
was placed at spacings of 22.9 m (75 ft) from 41 to 439 m 
and 7.6 m (25 ft) beyond to the maximum receiver depth of 
to 523 m (Figure Ib). The data sampling interval was 
2 msec. Initial data processing, including demultiplexing, 
correlation, and sorting into depth-ordered common source 
point data sets, was performed by the contractor, 
Seismograph Service Corporation. The remaining 
processing took place at the Center for Computational 
Seismology (CCS) at Lawrence Berkeley Laboratory. This 
processing has so far consisted of editing the bad traces, 
sorting by source type at each source location, stacking of C 

individual sweeps, converting horizontal components to a 
consistent coordinate system, and travel-time analysis for 
velocity structure. The number of data traces following 
stacking totaled about 2100. 

The need for a consistent horizontal coordinate 
system arises because the downhole seismometer is locked 
into place with an unknown horizontal orientation. To 
estimate the orientation of the receiver, a P-wave 
polarization analysis of the P-source data is performed for 
each source location. The results from all source locations 
are averaged to obtain a mean horizontal orientation of each 
receiver. Once the coordinate system is defined in this 
way, the waveform data from each VSP site can be rotated 
into vertical, horizontal-radial, and horizontal-transverse 
components of motion. Following the rotations, P, SV, and 
SH travel times were picked off the appropriate component 
to serve as input for the velocity inversion discussed below. 
One of the ten resulting 9-component data sets, from VSP 
site 14, is shown in Figure 2. Were the Tarth laterally 
homogeneous and isotropic, the coordinate rotations done 
without error, and the source generation pure, we would see 
only P and P-to-SV motion on the vertical and radial 
components from the P source, SV and SV-to-P motion on 
the vertical and radial components from the SV source, and 
SH motion only on the transverse component from the SH 
source. However, as is typical at all sites, the transverse 
energy from the P and SV sources and the vertical and 
radial energy from the SH source are significant. 

This presence of this "out-of-plane" energy in the 9-
component VSP is due to a combination of these three 
factors: 

1. 

2. 

Distortion of source polarization by near-surface 
material heterogeneities, though it is difficult to 
estimate the extent of this. 

Bending of the wave field out of the source-receiver 
plane due to lateral heterogeneities along a particular 



(a) 
2.0 

(b) 0.0 -y------, 

1.5 

1.0 

E 0.5 
-200.0 

-=-
Q) 

0.0 0 
c 
E 
<II 

'0 -0.5 

'iii' .... 
v 
Qj 

..s 
I 
t-o... 
W 

-1.0 0 

-400.0 

-1.5 

-2.0+-~"""~""""T""""""""'"T~"""""h-.~'T""""'~-r-""""""T"'"~""" 
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 

distance (km) 

-600.0 +------1 

Figure 1. (a) VSP source locations, with site numbers indicated. (b) VSP receiver depths. The six most shallow 
receivers recorded data from VSP sites 1 and 5 only. [XBL 923-315] 

azimuth and the resulting bias that this bending will 
cause along other azimuths in the computation of the 
mean horizontal receiver orientation. 

3. Difficulty in estimating receiver orientation from the 
polarization analysis as a result of poor data quality, 
i.e., low signal-to-noise ratios and wave-form 
complexity. 

With regard to item 3 above, the orientation of 
rectilinear P-wave particle motion at a given receiver could, 
on the average, be confidently estimated from only 3 to 5 of 
the 10 VSP source locations, with the standard deviation of 
the resulting receiver orientations averaging about 20 
degrees. This is in contrast to an average standard 
deviation of only 9.5 degrees with the OSSY '89 data set 
(Daley et al., 1990); however, in OSSY '91 all but one VSP 
site was within just 600 m of the receiver well. In OSSY 
'91, VSP source offsets were taken out twice as far, 
suggesting that horizontal offset of the VSP source has a 
strong effect on the quality of data, as one might expect, 
since wave fields increasingly distort as they travel a 
greater distance through a heterogeneous medium. 

ANISOTROPY AND HETEROGENEITY 

The multi-source three-dimensional design of the 
experiment clearly provides an excellent opportunity to 
assess shear-wave anisotropy and heterogeneity in the 
subsurface structure. An illustrative example of both is 
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given in Figure 3, which shows horizontal (radial and 
transverse) components of motion from all ten VSP source 
locations recorded at the deepest recorder depth of 523 m. 
The source number is indicated to the left and the 
horizontal offset to the right of each waveform, which is 
normalized to unit amplitude. The transverse waveforms 
(solid lines) were constructed by summing the transverse 
component motion from all three source types (P, SV, and 
SH); the radial waveforms (dotted lines), by summing the 
radial components from all source types. Summing in this 
way was done in an attempt to enhance the SV and SH 
arrivals and give the best approximation of an explosive­
generated waveform. Comparing the SV and SH traces, 
some anisotropy does appear to exist, though it is not great. 
For example, in Figure 3 at site 12, which is 1143 m away, 
there is an SH-SV time difference of only 10 msec in a 
travel time of over 1 sec, indicating less than 1 % apparent 
anisotropy. Recordings from other VSP sites, e.g., site 9 in 
the figure, display no observable anisotropy. 

The extent of heterogeneity is reflected in the 
differences between recordings having different source 
locations but identical horizontal offset. Here not only does 
waveform complexity vary, particularly among the 686-m 
offset recordings, but there are also distinct differences in 
the S-wave arrival time, notably the relatively early arrival 
from VSP site 14 and the relatively late arrival from site 6. 
The velocity inversion procedure described below is an 
attempt to account for these differences in terms of laterally 
varying velocity structures. 
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Figure 2. Nine-component VSP data set from site 14. Data traces are normalized to a constant value, giving true 
relative amplitudes. The minimum and maximum depths of recording (177 m and 523 m) are indicated at lower left. 
[XBL 923-316] 

VELOCITY INVERSION 

The inversions of travel-time data produced three 
two-dimensional cross sections of P and S velocity along 
different source-receiver azimuths, i.e., to the southwest 
with VSP sites 1, 14, 15, 16; along the northwest-southeast 
with sites 6, 5, 1, 11, 12; and to the east with sites 1, 8, 9. 
VSP site 1 travel times, at near-zero offset, were used for 
all cross sections to give a consistent result at the borehole. 
The travel-time inversions performed were based on a 
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method proposed by Thurber (1983) and modified by 
Michelini (1991). The method inverts for velocity values at 
discrete nodes in the model and interpolates between nodes 
using a cubic B-spline parameterization of velocity. Along 
each of our cross sections the model was discretized with a 
horizontal node spacing of 300 m and a vertical node 
spacing of 100 m. The inversions for P and S velocity can 
be done separately or jointly with a priori constraints on 
Vp/Vs ratios. Here they were done separately. The 
inversions are nonlinear and so require starting velocity 
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Figure 3. Horizontal component data traces for a receiver at 523 
m depth and sources at each site. The VSP source location 
number is indicated on the left and the receiver offset to the right 
of the figure. The dotted trace is for the radial component; the 
solid trace is for the transverse component. The traces shown are 
a sum of data from all three sources (P, SV, and SR). Note the 
large variation in frequency content and waveform character 
between sites. [XBL 923-317] 

models. These were obtained by first analyzing interval 
travel times from VSP site 1 and then using the resulting 
one-dimensional model as a starting model in inversions for 
one-dimensional, average models along each azimuth. An 
average of these one-dimensional models was then used as 
the starting model along each azimuth. Because of the 
scarcity of clear S-wave arrivals, there were in all cases 
fewer S-wave travel times available than for P, which 
adversely affected our ability to resolve lateral S-wave 
velocity structure. 

One example of inversion results is shown in Figure 
4, which displays ray paths and velocity contours from the 
P-wave velocity inversion along the southwest azimuth. 
The well is at zero offset, and southwest is toward the right 
of the figure. The velocity values that are contoured were 
obtained from a cubic B-spline interpolation of the node 
values. The resolution of the inverted velocity values is 
primarily controlled by the characteristics of ray coverage 
within the model, which is quite variable. The velocities 
near the well in the figure are in fair agreement with the 
downhole measurements. The increase in velocity near 
300 m depth correlates with the depth of the alluvium-tuff 
interface logged in the well. The depth to the Paleozoic 
basement is about 800 m and so falls outside of the depth 
range of our models. The horizontal transition to greater 
velocity values beyond an offset of about 500 m in the 
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Figure 4. P-wave velocity inversion result for the southwest 
cross section with raypaths. The well is located at zero offset, and 
VSP site numbers are indicated at the top of the figure. [XBL 
923-318] 

figure correlates with an upthrown block mapped in this 
southwest area. The lack of a sharper horizontal velocity 
contrast below 300 m may be due to insufficient ray 
coverage. Note that the ray paths from VSP site 14 sample 
the shallow high velocities, which would explain the 
relatively short travel times from this source location 
compared with the other VSP sites at the same offset but 
different azimuth (see Figure 3). 

Among the three cross sections, the alluvial P 
velocity typically ranges from about 0.8 kmlsec at the 
surface to about 2 km/sec at depth and the S velocity from 
about 0.5 km/sec at the surface to 1.1 kmlsec at depth. 
Within the tuff at the depth of the well bottom, 523 m, the 
P velocity increases to about 2.8-3.2 km/sec, depending on 
the cross section, and S velocities to 1.4-1.8 km/sec. 

The travel-time inversion analysis has also revealed a 
basic drawback in the design of the OSSY '91 VSP survey. 
As can be seen in Figure 4, at the larger offsets most of the 
energy is concentrated in narrow bundles and hence 
samples the medium rather poorly. A better experimental 
design would use fewer downhole receiver locations and 
more VSP source points at the surface. This would result in 
a more uniform sampling of the medium, and, assuming 
vibrator trucks can be moved and oriented faster than a 
downhole receiver can be raised and properly clamped, 
could reduce the time and cost of data acquisition. 

CONCLUSIONS 

The VSP method provides a flexible tool for 
evaluating the subsurface prior to acquisition of costly, 
nonrepeatable explosive-source data. We are able to obtain 
velocity models and estimates of anisotropy and 
heterogeneities that can aid interpretation of explosive data. 
In this year's study (OSSY '91), we attempted to extend the 
VSP source sites to offsets of up to 1.5 km. Although this 
was basically successful (waveforms were recorded and 



velocity models were derived ), there was a definite 
degradation of data quality as compared with OSSY '89 
(Daley et at, 1990). Since the subsurface material in the 
two studies was comparable, we feel that the reduced data 
quality was due to the larger offsets and the raypath 
bending associated with long-offset VSP data. In many 
cases the deeper receiver depths had good quality arrivals, 
but the shallower depths were not usable for first-arrival 
information. For receiver depths less than 500 m, source 
offsets of 1 kIn appear to be the limit of good quality VSP 
data in the alluvium and tuffs of NTS. Moreover, a design 
that uses fewer receiver points and more source points 
seems warranted for future experiments. 

The velocity models derived from inversion of VSP 
travel-time data have been used in yield estimations within 
the OSSY '91 experiment. These models are used to help 
interpret structural features, such as the up thrown block 
indicated in the southwest cross section (Figure 4). The SV 
and SH data have been analyzed for shear-wave anisotropy 
with no significant (> 1 %) findings. This negative result 
with respect to anisotropy in the subsurface is in agreement 
with the results of OSSY '89, which found some shallow 
anisotropic material but no anisotropy at depth. There is 
clear evidence of azimuthal and lateral heterogeneities 

within the subsurface from the VSP waveforms. Such 
heterogeneities will affect the explosive-generated wave 
field as recorded at the surface. Unfortunately, we are 
currently limited in our ability to describe structure outside 
the source-receiver planes. However, we are exploring 
ways to utilize the information in the entire VSP 
waveforms, rather than just travel times, to improve our 
characterization of the seismic response to the 
heterogeneous medium for the purpose of yield estimation. 
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Initial Results of the Microseismic Monitoring at The Geysers 

A. E. Romero, Jr., E. L. Majer, T. V. McEvilly, T. M. Daley, and J. E. Peterson Jr 

We present initial results of our analysis of 
microearthquake (MEQ) data from the Northwest Geysers 
area using existing and newly installed arrays of digital 
high-frequency three-component instrumentation. The 
aims of this study are to demonstrate the utility of high­
resolution MEQ data to develop a three-dimensional (3-D) 
velocity structure of the geothermal reservoir, to obtain 
accurate hypocenters that can be used to track fluid flow 
and identify high-permeability paths, and to link the MEQ 
parameters to production and injection activities. 

The data set analyzed to date consists of hand-picked 
p- and S-wave arrival times recorded by the Coldwater 
Creek Operating Co. (CCOC) 16-element borehole array 
located in the Northwest Geysers. Data are digitized at the 
remote sites at 400 samples per second and telemetered by 
radio to a central recording site. The system detection 
threshold is M = -0.9. From 2600 events recorded during 
the first six months of operation (January-June, 1988),300 
high-quality events were selected for the simultaneous 
velocity inversion. The resulting 3-D velocity structure 

29 

was then used to relocate the 2600 events. Processing is 
continuing on subsequent events. 

A number of studies have concluded that the high 
seismicity in the Geysers is induced by geothermal 
development. Eberhart-Phillips and Oppenheimer (1984) 
suggested that seismicity in the Geysers is related to 
production, whereas Stark (1990) documented the clear 
correlation between seismicity and injection. In this study, 
initial results indicate that seismicity seems to be related to 
both production and injection activities. Figure 1 shows the 
hypocenters of the relocated events in the CCOC 
geothermal field. MEQs are concentrated within the CCOC 
area extending south and east into the older sections of the 
producing field. Seismicity at present is low to the north 
and west of the CCOC area in the direction where the field 
is not yet developed. Seismicity occurs at two zones: a 
broad, shallow zone between 1.5 and 3 km depth, 
presumably related to the production zone, and a deeper 
cluster between 4 and 5 kIn depth just beyond the southeast 
edge of the field. Majer and McEvilly (1979) suggested 
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Figure 1. Map view and two cross sections (N-S. and W-E) showing the locations of MEQs around the eeoc 
geothermal field_ Seismicity occurs at two zones: a broad, shallow zone between 1-5 and 3 km depth. and a cluster 
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of the eeoc field_ Datum plane is 700 mas!. Open square denotes location of injection well PRATI-8_ [XBL 
923-319] 

that. seismicity in the production zone may be caused by 
volumetric change due to steam withdrawaL 

A cluster of MEQs with focal depths between 2 and 3 
lan is located beneath the injector well PRATI-8. as shown 
in Figure 2. The MEQ distribution seems to define a 
vertical planar structure striking roughly north-south. In 
addition, PRATI-8's injection history exhibits a general 
correlation with the rate of earthquake occurrence nearby 
(Figure 3). Seismicity increased markedly with the start of 
sustained injection, and peaks in seismic activity occur 
during periods of maximum injection. Focal depths suggest 
a deepening of MEQs with time, although the trend is 
tentative. The spatial and temporal correlation between 
injection and seismic activity provide compelling evidence 
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for induced seismicity around PRA TI -8. High-resolution 
MEQ locations hold promise for inferring fluid flow paths. 

The 3-D Vp/Vs model from the joint inversion is 
shown in Figure 4. The production zone is marked by 
anomalously low Vp/Vs ratios between depths of 1 and 
3 lan, an observation previously reported by Majer and 
McEvilly (1979), and Majer et al. (1988), and O'Connell 
and Johnson (1991) and interpreted in terms of increasing 
dry steam fraction in the pore spaces of the reservoir rocks. 
A region of high Vp/Vs ratio located northwest of the field 
at 2 to 4 lan depth suggests the possibility of increased fluid 
saturation, the presence of more fractures, or an area of 

. higher permeability. This region has not yet been 
produced. The striking Vp/Vs contrast between the 
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Figure 2. N-S and WoE cross sections showing the locations of 
MEQs around the injector PRATI-S. The MEQ distribution seems 
to define a vertical planar structure oriented roughly N-S. [XBL 
923-320] 
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northern and central sections of the field probably 
delineates the lateral extent to which the geothermal 
reservoir is being produced to date. This boundary may 
also represent a structural barrier, possibly the northeast­
trending faults mapped by Nielson et al. (1991). 

Initial results of this study have demonstrated that 
both the velocity structure and the MEQ distribution 
beneath the CCOC area seem to be related to geothermal 
developments. In particular, the close correlation between 
PRATI-8's injection history and nearby seismicity provides 
evidence for induced seismicity. 

The resolution of this method is sufficiently good to 
offer hope for monitoring reservoir processes with time. It 
is not inconceivable that such monitoring could be useful in 
optimizing reservoir exploitation. 

REFERENCES 

Eberhart-Phillips, D., and Oppenheimer, D.H., 1984. 
Induced seismicity in The Geysers geothermal area, 
California. J. Geophys. Res., v. 89, p. 1191-1207. 

Majer, E.L., and McEvilly, T.V., 1979. Seismological 
investigations at The Geysers geothermal field. 
Geophysics, v. 44, p. 246-269. 

Majer, E.L., McEvilly, T.V., Eastwood, F.S., and Myer, 
L.R., 1988. Fracture detection using P-wave and S­
wave vertical seismic profiles at The Geysers 
geothermal field. Geophysics, v. 53, p. 76-84. 

Nielson, D.L., Walters, M.A., and Hulen, J.B., 1991. 
Fracturing the Northeast Geysers, Sonoma County, 
California. Geotherm. Resour. Counc. Trans., v. 15, 
p.27-33. 

O'Connell, D.R., and Johnson, L.R., 1991. Progressive 
inversion for hypocenters and P-wave and S-wave 
velocity structure: Application to The Geysers, 
California, geothermal field. J. Geophys. Res., v. 96, 
p. 6223-6236. 

Stark, M.A., 1990. Imaging injected water in The Geysers 
reservoir using microearthquake data. GRC 
Transactions, v. 14, p. 1697-1704. 

Marine Seismic Investigations of the East Bay Faults 

P. L. Williams, T. V. McEvilly, R. W. Clymer, E. Karageorgi, and P. Holland 

This article summarizes an ambitious and complex 
project involving several San Francisco Bay Area research 
institutions. Its goals are acquisition of total crust and 
shallow (high-resolution) marine seismic reflection data in 
profiles across the major seismogenic faults of the Bay 
Area: A primary purpose of the survey, now known as 
BASIX (Bay Area Seismic Imaging eXperiment), is the 
investigation of the structure of the earth's crust from San 
Francisco Bay eastward, where major and potentially 
destructive faults cross San Pablo Bay, Suisun Bay, and the 
Sacramento-San Joaquin river delta. These faults, and the 
San Andreas fault proper, make up the complex plate 
boundary in central California. A better understanding of 
the geometric interrelationships of these faults will allow us 
to better assess earthquake hazards in the East Bay. The 
bay and river waters of the Bay Area provide a unique 
marine path for a shipboard survey across the primary 
faults of the region. The principal institutions participating 
in this cooperative effort are the Seismographic Station at 
the University of California at Berkeley and the Lawrence 
Berkeley Laboratory (UCB/LBL), the U.S. Geological 
Survey (USGS), and Stanford University. The project is 
funded by the USGS, the National Science Foundation, and 
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the California Department of Transportation 
(CAL TRANS). The experiment addresses important 
societal concerns in the understanding and mitigation of 
seismic hazard in the Bay Area and was made possible 
because of special congressional appropriations following 
the Lorna Prieta earthquake of 1989. 

BASIX STUDIES OF THE TOTAL CRUST 

Data Acquisition 

The September 1991 field effort involved more than 
fifty persons and four Bay Area research institutions. Two 
reflection profiles were acquired; the first extends 118 km 
from the Sacramento-San Joaquin river delta, west through 
Suisun and San Pablo bays, and south through San 
Francisco Bay. The second line, 31 kID long, runs from 
offshore Berkeley through the Golden Gate bridge and 
across the San Andreas fault (Figure 1). The seismic 
source consisted of 12 high-pressure airguns with a total 
volume of 5000 cubic inches. The airguns were carried by 
the USGS research vessel S.P. Lee. One hundred twenty 
hydrophones, spaced 100 m apart, were redeployed daily in 
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Figure 1. Map of the whole crust seismic reflection survey, 
showing line 108 and the receiver spread. Point A indicates the 
sensor selected for the common receiver gather shown in Figure 2. 
Point B indicates the land sensor for the common receiver gather 
shown in Figure 3. [XBL 921-270] 

a fixed-spread, buoyed, telemetered array. The 120 
hydrophones independently sensed and transmitted raw 
sonic waveform data to the s.P. Lee. The Lee's airguns 
were fired at 50-m spacing through the hydrophone array­
and up to 5 Jan beyond its end-twice each night during the 
20-day experiment. Telemetry was received and recorded 
on board the Lee. In addition to the hydrophones, mobile 
and fixed land receiver arrays recorded the source at dozens 
of sites. 

Preliminary Processing 

In the course of the experiment, nearly one million 
seismic traces were recorded on the Lee. Because the ship 
traversed each line segment in both directions on different 
courses, the geometry is complex. Moreover, the source 
and receiver lines are not coincident. The data quality is 
good, although traces from some parts of the survey are 
contaminated by noise, caused by the strong tidal currents 
in the bay and delta waters. These factors require that 
several months be spent in data editing, reduction, and 
processing before analysis and final interpretation. 

Data from the source array on line 108, which 
represents one night's shooting across San Pablo Bay (744 
shots), are shown in Figures 2 and 3. Figure 2 shows a 
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sample of a marine receiver gather (one receiver, all shots) 
from near the center of the spread (A in Figure 1) for line 
108. On-land receiver arrays were deployed by UCBILBL, 
USGS, Stanford, and Penn State to complement tile marine 
data and to extend survey coverage to wide incidence 
angles. An example of land recording is illustl'ated in 
Figure 3 in a relatively short-offset land-receiver gather for 
line 108. This common receiver gather is from near Point 
Pinole (B in Figure 1). The receivers and recorder used to 
collect these data were located 500 m west of the Hayward 
fault on Point Pinole. At each end of this profile the ship 
was west of the fault; in the central portion of the record, 
however, the ship was to the east of the fault. The 
appearance of a strong reflector at 10.5 sec across the 
center of Figure 3 suggests the presence of an extensive and 
highly reflective layer on tile east side of tile Hayward fault. 
More evidence of tilis feature will be sought as the deep 
marine profiles across San Pablo Bay are processed and 
analyzed. 

RESULTS FROM HIGH-RESOLUTION 
PROFILING IN BASIX 

Shallow subsurface profiling across the major East 
Bay fault zones (Hayward, Concord-Green Valley, and 
Antioch faults) was the second focus of the BASIX field 
study. Over 200 km of high-resolution profiling were 
completed during the initial BASIX cruise and during a 
subsequent cruise devoted solely to high-resolution 
profiling. The high-resolution data have allowed us to 
construct new maps of remarkable deformation features 
within the upper 5 to 150 m of sedimentary material. 
Geological structures imaged in the high-resolution 
exercise include several folds and faults that heretofore 
were unknown. 

Field Methods 

The initial BASIX high-resolution data were recorded 
on the S.P. Lee using a four-plate Uniboom system. Those 
data were recorded on graphic recorders and analog tape. 
A second high-resolution BASIX cruise was conducted by 
the USGS research vessel David Johnston, which provided 
access to shallower water (3' draft), allowing us to 
substantially increase the area of high-resolution track 
coverage. A single plate Geopulse system and a 5-cubic­
inch airgun were alternately deployed on tlle second cruise. 
Single-channel reflection data from both sources were 
recorded digitally. 

Results from the San Pablo Bay Area 

High-resolution tracklines in San Pablo Bay crossed 
the entire width of the bay in order to investigate all major 
fault-projections into the bay (Figure 4). The BASIX 
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Figure 2. Receiver gather for a sensor near the center of San Pablo Bay. Eight seconds of data are shown. Apparent 
symmetry of the gather reflects the "two-way" shooting of the line segments each night. The receiver array was fixed, 
and the ship, in the course of each night 's shooting, ran both upstream and downstream tracks . [XBL 921 -266] 
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Figure 3 . Receiver gather for a land sensor from the Point Pinole west array, which was deployed while the ship 
traversed the Hayward fault in San Pablo Bay. This sensor was located on land near the west end of the marine 
receiver array, where the ship track turns south, on a course roughly equidistant from the receiver, which explains the 
near-constant offset near the ends of the symmetrical gather. Eleven seconds of data are shown; note the event below 
10 sec. This feature probably corresponds to a deep reflective layer to the east of the Hayward fault. [XBL 921-265] 
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Figure 4. High-resolution track lines in San Pablo Bay with interpreted structures. The region of west-facing 
monoclines coincides with a decrease in isostatic residual gravity toward the center of San Pablo Bay. The west-facing 
monoclines are interpreted to be the east limb of a large pull-apart complex created by distributed strike-slip faulting . 
A possibly active fault was imaged at the location of the projected intersection of the Rogers Creek and Pinole faults. 
No distinct break was imaged in the region of the Hayward fault, but rather a region of blocky structure that may be due 
to a combination of faulting and lateral spreading. [XBL 921-269] 

surveys imaged west-dipping Plio-Pleistocene(?) strata 
(Figure 5) that are coincident WitJl westward decrease of 
isostatic residual gravity toward the middle of San Pablo 
Bay. We interpret tl1e west-dipping beds to be tl1e east limb 
of a large pull-apart complex associated witJl distributed 
strike-slip faulting. The eastern hinge of the basin is well 
resolved by a transition from steeply west-dipping to flat 
bedding at the southeastern corner of San Pablo Bay. The 
basin's down-warped eastern flank is marked by a series of 
flats and ramps. These may reflect differences in inherited 
rheology, morphology, and/or structure sub tending the San 
Pablo basin and may also indicate the nature of secondary 
tectonic deformation across the eastem limb of the basin. 

A prominent fault is imaged on BASIX track line 
108W ("major growth faulting" Figure 5). This fault lies 
near t1le intersection of projections of the Rogers Creek and 
Pinole faults and tl1erefore suggests a connection between 
tJlese structures. Is the Pinole fault active? These new data 
do suggest the Pinole was involved in tl1e evolution of the 
San Pablo basin. The newly imaged fault shows growtl1 
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features extending upward to Holocene(?) strata. Active 
faulting in this location was not anticipated, and the fault's 
presence merits a rethinking of the mechanisms by which 
slip is transferred between the Hayward and Rogers Creek 
faults. 

To date, we have not been able to associate a 
particular zone of faulting or any other deformation to the 
projected Hayward fault crossing. A broad zone of small 
fractures or "blocky structure" surrounds tl1e Hayward, and 
some of these features may be primary faults; otl1ers may 
result from a combination of primary tectonic faulting and 
lateral spreading associated with strong ground motion in 
previous large earthquakes. 

Results from the Pittsburgh-Antioch Area 

High-resolution tracklines were run well to either side 
of the controversial Antioch fault (Figure 6). Both surveys 
detected a prominent zone of deformation under the 
Sacramento River west of Pittsburgh. No zone of 
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Figure 5. BASIX high-resolution profile across eastern San Pablo Bay. To the east are west-dipping Plio­
Pleistocene(?) strata coincident with westward decrease of isostatic residual gravity toward the middle of San Pablo 
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indicates offset of Holocene beds . This fault lies near the intersection of projections of the Rogers Creek and Pinole 
faults and thus suggests a structural connection between these faults. [XBL 921-267] 

deformation was found at the projection of the mapped 
Antioch fault in either the Sacramento or San Joaquin 
rivers. 

Prominent, up-to-the-east monoclinal folding of what 
appear to be quite young (Plio-Pleistocene?) sedimentary 
rocks near Pittsburgh possibly reflects continuing 
deformation . At the eastern edge of the narrow, tightly 
folded zone is a normal fault, or a strike-slip fault with 
substantial down-to-the-west dip-slip separation. A 
depression bounded by the fault has been in filled by cross­
bedded channel deposits. The folded block may be 
bounded on the west by a second fault that is not clearly 
imaged. Strata appear, however, to be continuously 
traceable through the western fold axis, suggesting that 
there may be no surface fault on tlle western edge of the 
fold . Outside of the narrow zone of tight folding the 
shallow strata dip gently to the west. For this discussion 
we adopt "Montezuma fault zone" to designate the newly 
imaged zone of deformation. The Montezuma Hills and 
Montezuma Slough approximately bound the projected 
fault zone north of the Sacramento River and may be 
genetically linked to it. 
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Earthquake epicenters in the Pittsburgh-Antioch area 
are concentrated in a NNW -trending band passing through 
the deformed zone. The coincidence of the pattern of 
seismicity with the deformation discovered by the BASIX 
experiment supports our interpretation of a major structure 
near Pittsburgh. Comparison of the Pittsburgh structure 
with classical models of fault-bend and fault-propagation 
folding suggests that the surface folding probably results 
from activity of an east-dipping reverse fault. The profiles 
do not indicate, however, any occurrence of Holocene 
reverse faulting. Normal and/or strike-slip faulting appear 
to have offset the east limb of the fold more recently, as 
evidenced by infill of channel deposits against what may be 
a buried fault scarp. The narrowness of the pattern of 
epicenters across this zone suggests modern strike-slip 
activity. 

Summary of High-Resolution Results 

The goals of the high-resolution studies in BASIX 
included investigation of the pattem of deformation around 
the Hayward-Rogers Creek fault step and imaging of the 
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Figure 6. High-resolution track lines in the Pittsburgh-Antioch area with interpreted structures . Strong deformation 
was imaged in the region of Pittsburgh. The deformation consists of a west-facing monocline bounded on its east side 
by a fault , the west side of which appears to be downthrown. Channel deposits appear to bury a fault scarp on this 
fault. The location and orientation of the deformation coincides with a NNW -trending zone of earthquake epicenters in 
the area. The seismic activity and possible buried fault scarp suggest that this fault is active. No deformation was 
imaged along the trend of the Antioch fault in either the Sacramento or the San Joaquin rivers . [XBL 921-268] 

position of the controversial "Antioch fault." Initial 
interpretations of the high-resolution data suggest the 
following conclusions: (1) A prominent fault has been 
discovered in eastern San Pablo Bay, possibly linking the 
Rogers Creek and Pinole faults. The fault is located on the 
west side of a broad west-dipping Plio-Pleistocene(?) 
monocline. (2) The Antioch fault may not exist at its 
presently mapped location, but a significant active 
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structure, the "Montezuma fault," does appear to be 
expressed by a sharply defined west-dipping monocline and 
associated faulting 5.5 km farther west, near Pittsburgh. 
The Montezuma fault coincides with a clear NNW-trending 
group of deep earthquakes, 

High-resolution profiling is proving to be a powerful 
tool for deciphering active fault geometries and earthquake 
hazards in the eastern San Francisco Bay Area, 



Importance of Pore-Connectedness in Fluid Transport 

D. L. Agrawal, N. G. W. Cook, L. R. Myer 

The volume average flow properties of sedimentary 
rocks have been proved to be governed by the microscopic 
textural characteristics of the rock. These characteristics 
may be the shape and size of the pores as well as the 
variability of their interconnections. These interconnections 
are tenuous, and the pore channels so formed are highly 
tortuous (Figure 1). Therefore, the key to the successful 
prediction of fluid flow through a medium lies in the 
understanding of the geometry and topology of its pores. 
The microscopic texture of rocks, however, is extremely 
complex, and a complete description is cumbersome and 
generates too much data to be usefully handled. Moreover, 
the exact representation of pore geometry imposes very 
difficult boundary conditions in flow calculations. 
Therefore, an attempt has been made in this study to 
experimentally observe a relationship between microscopic 
pore occupancy and its effect on the macroscopic flow 
properties of Berea sandstone. We found that a few 
channels well connected by large throats conduct most of 
the fluids through the porous medium. The concept of 
preferred path in rocks has been recently analyzed by David 
et al. (1990), who show that regular networks in which the 
conductivities are highly heterogeneous are dominated by 
preferred paths. These paths exist even in the absence of 
spatial correlation of the conductivity values. We have 
found evidence of spatial correlation in the most conductive 
throats. 

Figure 1. Wood's metal solidified in tenuous pore spaces in a 
Berea sandstone specimen; the quartz grains have been removed 
by hydrofluoric acid . [XEB 910-9536] 
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EXPERIMENTAL PROCEDURE 

We have used one-dimensional percolation of a 
non wetting alloy Wood's metal (Cerrosafe@) instead of the 
conventional mercury porosimetry because this technique, 
unlike mercury porosimetry, offers the advantage of 
examining the occupied pore space after the experiment. 
The setup for the one-dimensional percolation experiments 
is shown in Figure 2. It consists of a metallic container of 
Wood's metal placed in boiling water to keep the metal 
molten (melting point 85°C). A steel end cap with fittings 
is placed on one end of the oven-dried sandstone sample, 
and the rock and the end cap are enclosed in a tightly fitting 
rubber jacket. The open end of the sample is immersed in 
the molten Wood's metal in the metallic container. 
Capillary pressure is applied by drawing a partial vacuum, 
which is maintained at the desired value by a regulating 
valve. Electrical resistance between the pool of Wood's 
metal and the top of the core is continuously measured. 
Under the application of tlle capillary pressure, the Wood's 
metal moves axially from the bottom to the top of the core. 
At the instant the Wood's metal reaches the top of the 
specimen by taking the channel of least resistance, the 
measured electrical resistance drops precipitously. The 
samples are either quenched at breakthrough for the 
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Figure 2. Experimental setup for one-dimensional percolation. 
[XBL 923-323] 



analysis of the "critical path" or are allowed sufficient time 
to percolate after breakthrough to develop the so-called 
"saturation tree." 

This experiment was repeated on samples of various 
sizes to investigate the effect of path length on percolation. 
The percolated samples were cut into four axial quarters, 
each of which had a different saturation. Flow experiments 
to determine the permeability of the residual pore space 
were subsequently performed on each quarter of these 
percolated specimens. Scanning electron microscopic 
examinations of these percolated specimens has provided 
valuable insights into the pore level complexity of the 
natural porous media. 

RESULTS AND DISCUSSIONS 

During our first experiments, we found that even with 
the jacket tightly shrunk on the core samples, the Wood's 
metal percolated to the top of the core along a preferred 
path between the rock and the rubber jacket (Figure 3). 
Though this was an unsuccessful experiment, it serves to 
visually illustrate the formation of percolating structures . 
To prevent the Wood's metal from taking tllis preferred 
path, we coated the sample with an epoxy resin to fill tlle 
pores adjacent to the surface. This forced the Wood's 
metal to percolate through the sample. 

The minimum capillary pressure needed to obtain 
breakthrough on a 50-mm-Iong Berea sandstone sample 
was 0.67 atm, which corresponds to a capillary diameter of 
8.5 J..U11. This means that over a 50-mm length even the best 
connected channel has a constriction of 8.5 11m size. To 

Figure 3 . Sample in which Wood' s metal has percolated between 
the surface of the specimen and the enclosing jacket. [XBB 910-
10064] 
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find the characteristic patll lengtil over which constriction 
of a particular size occurred, we repeated the same 
experiment on a shorter sample and a longer sample. The 
results are summarized in Table 1. This clearly indicates 
Ulat Ule longer Ule flow paUl, the smaller are the Ulroats that 
provide interconnections. 

Table 1. Experimental results. 

Break-
Sample through Corresp. 
length cap. press . pore dia. Saturation 
(mm) (atm) ()lm) (%) 

25 0 .6 9.5 24 

50 0.67 8.5 31 

75 0.83 7.0 46 

In another set of one-dimensional percolation 
experiments, we quenched one sample (DS9) at 
breakthrough but allowed anoUler sample (DS 13) to 
percolate for 70 min after breakthrough at tile same 
capillary pressure. It was found that DS13 had a higher 
saturation than DS9. This indicates that the interconnected 
pore spaces larger Ulan the size corresponding to the 
applied capillary pressure are not filled instantaneously but 
over a period of time. The samples were then cut into 
quarters, and the saturation of each quarter was found 
gravimetrically. A gradient of decreasing saturation was 
observed in Ule flow direction (Figure 4). 

To investigate Ule effect of partial pore occupancy on 
the macroscopic transport properties of the rock, we 
measured Ule residual permeability of Ule unoccupied pore 
spaces. It was found that a few well-connected pore 
channels, connected by Ule larger Ulroats, provide most of 
Ule conductivity of Ule rock. 

Sample os 9 Crlllcally P<rcolaled Sample OS 13 P<rcolaled for 70 mIn. 
Unlmpregnaled K • 400 md Unlmpr<gnaled K • 425 md 

I[JIII~ OS9.4 OS 13 .4 III %.119 md) 127%. 34 md) 

OS 9 .3 OS 13.3 

_--'~~ 127%.55 md) (31%.31 md) 

OS 9 .2 OS 13.2 

_-.l~ 
132%. 39 md) 135%. 13 md) 

OS9. 1 OS 13. 1 

----'-' 
140%. 12 md) 143%. 5 md) 

_ I'torttnl Wood's Melal Salurallon 

~ ResIdual I'tormeablUty 

Figure 4. Distribution of Wood ' s metal saturation and 
permeability in percolated samples. [XBL 923-324] 



The possible factors that could give rise to the 
saturation gradation were investigated. The more apparent 
factor was obviously the difference in capillary pressure 
between the top and bottom of the sample due to the head 
of Wood's metal. The other factor that could give rise to 
this effect was pore-connectedness, so that the longer flow 
paths would be connected by thinner constrictions. This 
would result in progressively fewer flow channels going to 
the top, starting from all available channels at the bottom of 
the sample. 

The direction of flow of Wood's metal was reversed 
in the new set of experiments. The liquid was introduced at 
the top of the sample so that it would percolate downward 
and break through at the bottom of the sample under the 
applied capillary pressure. The direction of the capillary 
pressure gradient was thus reversed. In two separate 
experiments, the capillary suction was so controlled that in 
one case (RP1) the outflow end had nearly the same 
pressure as the outflow end of DS9, whereas in the other 
case (RP2) the inlet pressure was the same as the inlet 
pressure ofDS9. The results are shown in Figure 5. 

If capillary gradient were responsible for the 
saturation gradient in DS9, the direction of saturation 
gradient should have reversed when the direction of 
capillary gradient was reversed. This was not observed. 
Contrary to that, the saturation gradient was still in the 
direction of flow, which confirmed that pore-connectedness 
is the dominating factor in porous media flow. We 
conclude that preferred paths that consist of pores 
connected by the largest throats exist in Berea sandstone. 
These preferred paths provide a very large fraction of the 
permeability of the porous media. 

Sample DS9 
0.62 atm r--------, 

11% 119 md 

27% 55md 

32% 39md 

40% 12md 
0.67 atm L.-___ ---' 

Sample RPl 
0.58atm 0.67 atm 

SampleRP2 

~ EB 
35md 

22% 63md 

17% 122md 

0.63 atm 
206md L--___ ----' 0.72 atm 

Figure 5. Result of one-dimensional percolation of Wood's metal 
in Berea sandstone with capillary gradient in opposite direction. 
Unimpregnated permeability of samples = 400 md. Arrows 
indicate direction of flow. Values inside sections indicate 
percentage of Wood's metal saturation of the quarter. Values on 
outside right of sections indicate the residual permeability of the 
quarter. Values on outside left of sections indicate the inlet and 
outlet pressure of the fluid. [XBL 923-325] 
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Static and Seismic Behavior of Fractures Under Normal Compression 

K. T. Nihei and N. C. W. Cook 

The static and seismic properties of single, artificial 
tensile fractures in Berea sandstone were measured 
concurrently during normal compression to 24.3 MPa. 
Both the stress displacement and seismic transmission 
measurements show that the fracture stiffness increases 
with stress in a highly nonlinear fashion, with considerable 
hysteresis during the first loading cycle. Acoustic emission 
measurements confirm that the hysteresis results from 
inelastic grain and asperity crushing between the fracture 
surfaces. The fracture has a much larger effect on P- and S-
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wave amplitudes than on either the static or the dynamic 
effective Young's modulus. 

Determination of the mechanical state of artificially 
induced extensile fractures in rock is a problem of 
considerable importance in hydraulic fracturing. Borehole 
observations often show that microseismic activity persists 
after the fluid pressure has been released from the 
hydrofracture. It is conceivable that the microseismicity is 
generated by the failure of asperities between the surfaces 
of the hydrofracture during closure. Because 



hydrofractures open in the direction of the mlmmum 
principal stress, the two fracture surfaces should be well 
mated during closure. However, any heterogeneity in the 
stress could cause small shear displacements, leading to an 
unmating of the fracture surfaces. 

The objective of the work summarized here is to 
study the deformation of fractures under normal 
compression in Berea sandstone using stress-displacement, 
acoustic emission, and seismic-wave transmission 
measurements. Tests are performed on both mated (well 
correlated) and unmated (uncorrelated) fractures. Acoustic 
emission is used to monitor inelastic grain crushing. 
Seismic transmission is used to relate the static elastic 
properties of the fracture to its corresponding dynamic 
elastic properties and to determine the effect of the fracture 
on seismic-wave attenuation. 

STATIC AND SEISMIC PROPERTIES OF 
SINGLE ARTIFICIAL FRACTURES IN 
BEREA SANDSTONE 

The deformation of fractures and joints under stress 
has been studied extensively (for a review, see Cook, 
1992). The displacement across a fracture under normal 
compression is highly nonlinear, the stress increasing 
almost exponentially with displacement. On the first cycle 
of compression, there is considerable hysteresis. Hysteresis 
is significantly reduced on subsequent cycles, during which 
the stress-displacement curve remains nonlinear but 
nevertheless largely reversible. The total amount of 
displacement at any stress depends upon the correlation 
between the roughness of the two surfaces of the fracture. 
Mated or correlated fractures· undergo much less 
displacement and exhibit much less hysteresis than 
unmated (uncorrelated) surfaces. 

Reversible, nonlinear behavior is considered to be a 
result of the elastic deformation of the asperities of contact. 
These asperities increase rapidly in number and area with 
increasing stress. Hysteresis is probably the result of the 
fracture or inelastic deformation of asperities of contact. 
Granular rocks, such as sandstones, may exhibit additional 
hysteresis that is not associated with the fracture but which 
results from frictional sliding between individual grains 
(Brace, 1965; Cook and Hodgson, 1965). 

Description of the Experiment 

Stress-displacement, acoustic emission, and 
ultrasonic P- and S-wave transmission measurements were 
made concurrently on a cylindrical specimen of Berea 
sandstone 51 mm in diameter and 43 cm in length. 
Measurements were performed while compressing the 
sandstone specimen axially between two ultrasonic 
transducers containing both P- and S-wave piezoelectric 
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crystals, both with resonance frequencies of 1 MHz (Figure 
1). Thin lead foil disks (3 Jlffi thick) were inserted between 
the transducers and the sandstone specimen to improve the 
seismic coupling. Two L VDTs were mounted on the 
ultrasonic transducers to measure the displacement across 
the length of the specimen. The assembly, along with a 
load cell, was placed in a carefully aligned load frame. 
Stress displacement and acoustic emissions were recorded 
continuously during loading and unloading. Seismic 
transmission measurements were also made at 2.4 MPa 
intervals during loading and unloading. The specimen was 
loaded to a peak stress of 24.3 MPa, roughly one-third of 
the uniaxial strength of Berea sandstone. 

The sandstone specimen was tested prior to fracturing 
to determine its intact properties. After measurements on 
the intact specimen were completed, point loads were used 
to produce an artificial tensile fracture approximately 
normal to the axis of the specimen. The fractured surfaces 
were carefully reassembled to simulate a well-mated 
fracture. Tests were also performed on the same core with 
the fracture surfaces slightly rotated with respect to one 
another (-1.4 degrees) to simulate an unmated fracture. 

Stress Displacement 

Stress-displacement measurements were made on the 
sandstone specimen prior to fracturing to determine its 
intact properties. The stress-displacement curve for the 
intact specimen is nonlinear, exhibits some hysteresis, and 
is reversible (Figure 2). The nonlinear behavior results 
from the stiffening of grain contacts. The reversible 

Axial Load 

~--- load cell 

PIS-wave transducer (TX) 

Ivdt 

~~~H:r--- Berea Sandstone with fracture 

---- PIS-wave transducer (RX) 

Figure 1. Experimental setup used to measure stress 
displacement, acoustic emission, and ultrasonic wave transmission 
during normal compression of a single, artificial tensile fracture in 
a cylindrical specimen of Berea sandstone. [XBL 923-326] 
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Figure 2. Stress-displacement measurements made during normal 
compression of an intact Berea sandstone core and sandstone 
cores with mated and unmated fractures. [XBL 923-327] 

hysteresis is caused by frictional sliding across individual 
grain contacts (Brace, 1965; Cook and Hodgson, 1965). 

The stress-displacement curve for the sandstone 
specimen with the mated fracture is considerably more 
nonlinear and exhibits much more hysteresis than the intact 
sandstone (Figure 2), presumably due to inelastic crushing 
of loose grains and asperities of contact. However, the 
nonlinearity and hysteresis are greatly reduced after just 
one loading cycle, suggesting that the inelastic crushing is 
reduced very rapidly as the surfaces of the fracture are 
remated. 

The unmated fracture produces considerably more 
initial hysteresis in the stress-displacement curve (Figure 
2). This large amount of hysteresis is expected, since even 
the slightest mismatch between the surfaces of the fracture 
will produce a smaller percentage of contact area. The 
compressive force will be concentrated on a smaller 
percentage of the fracture surface, making a large number 
of asperities susceptible to failure. The nonlinearity and 
hysteresis are considerably reduced after the first loading 
cycle. Very little hysteresis was observed during the 
second loading cycle. 

The effective Young's moduli were computed from 
the tangent of the stress-displacement curve at the peak 
stress during loading and unloading. The modulus 
computed from the tangent to the loading curve gives an 
estimate of the static modulus, which includes large strain 
effects such as frictional sliding, grain rotation, and grain 
crushing. The modulus computed from the tangent to the 
unloading curve at the point of unloading gives an estimate 
of the small strain modulus, which should be less affected 
by large strain effects. The large strain (loading) and small 
strain (unloading) tangent effective Young's moduli at the 
peak stress are given in Table 1. The large strain values for 
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Table 1. Static large strain (loading), static small strain 
(unloading), and dynamic effective Young's moduli 
at 24 MPa for the first loading cycle. 

Estatic Estatic Edynamic 

(loading) (unloading) 

Intact 12.3 GPa 17.0 GPa 22.8 GPa 

Mated 10.9 14.3 23.5 

Unmated 10.3 13.8 21.6 

the intact, mated, and unmated tests are about 25% lower 
than the corresponding small strain values. The effective 
Young's moduli for the mated and unmated fractures are 
less than 16% and 20%, respectively, lower than the 
measured intact value. 

Acoustic Emission 

Acoustic emission events detected by one of the S­
wave crystals were recorded on a Lecroy #9424E digital 
oscilloscope in sequence mode. The 40 kbytes of memory 
was divided into 200 segments. The sampling interval was 
fixed at 500 ns. The trigger level was set at twice the 
ambient noise level. A pretrigger delay of 10 Jls enabled 
recording of the entire acoustic emission waveform. 

Only a small number of acoustic emission events 
were observed during the initial loading of the fracture in 
the mated condition (Figure 3). The greatest number of 
events was detected during the first loading stage to 
2.4 MPa. Above this stress, the number of events 
decreased rapidly. Ten events were detected upon 
unloading. Three events were detected during reloading to 
the previous peak stress. 
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Figure 3. Number of acoustic emission events detected during 
the first loading. [XBL 923-328] 



For the unmated fracture, many more acoustic 
emission events were observed during loading (Figure 3). 
In contrast with loading of the mated fracture, acoustic 
emission events continued to occur even at the highest 
stresses. The number of acoustic emission events was 
observed to decrease above 10 MPa. Only four acoustic 
emission events were detected during unloading, and 27 
events were observed during reloading to the previous peak 
stress. 

The number of acoustic emission events gives us an 
estimate of the nonrecoverable energy lost during grain and 
asperity fracture. However, only small a fraction of this 
nonrecoverable energy is partitioned into high-frequency 
acoustic emission, and of this small fraction, we can only 
expect to detect a limited number of events above a noise 
and system constrained threshold. Despite these potential 
limitations, a comparison between the energy lost during 
the loading cycle with the cumulative number of acoustic 
emission events displays general agreement as stress is 
varied from 0 to 24.3 MPa. 

Several additional remarks can be made about the 
character of the acoustic emission events. The acoustic 
emission events generated by the mated fracture were 
mostly discrete, with an occasional clustering of events. 
The discrete and clustered events have similar amplitudes. 
The unmated fracture generated both discrete and clustered 
events. The clustered events occurred more frequently for 
the unmated fractured. In addition, the unmated fracture 
produced a slightly greater variation in event size. The 
frequency content and the general shape of the acoustic 
emission events generated by the mated and unmated 
fractures are, for the most part, very similar. 

p- and S-wave Transmission 

Ultrasonic P- and S-wave transmission measurements 
were made by exciting one of the transducers with a 500-V, 
640-nsec square wave. The transmitted wave was received 
by the second transducer. Waveforms were averaged 100 
times for noise reduction. Transmission measurements 
were performed at 2.4-MPa intervals during the first 
loading cycle. 

P- and S-wave group velocities were measured on the 
sandstone core for the intact, mated, and unmated 
conditions (Figure 4). The fracture produced an observable 
group time delay in the arrival of the P-wave pulse. A 
small S-wave group time delay was also present but was 
considerably more difficult to measure because of the 
presence of spurious S-P-S-wave scattered energy. The 
mated fracture had no discernible effect on the P- and S­
wave group velocities. The P- and S-wave group velocities 
for the unmated fracture are about 10% lower than the 
corresponding intact velocities. The unmated velocities 
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Figure 4. P-wave group velocity observed during the first 
loading cycle. [XBL 923-329] 

exhibit the most loading-unloading hysteresis, followed by 
the mated and the intact, respectively. The general shape of 
the group velocity-stress curves for the intact, mated, and 
unmated tests are very similar and do not yield much 
insight into the elastic and inelastic processes that occur 
during normal compression of the fracture. 

The peak-to-peak amplitudes were largest for the 
intact specimen and smallest for the unmated specimen. 
The P-wave attenuation was computed by spectral ratios 
using an aluminum reference (Figure 5). The P-wave 
attenuation exhibits loading-unloading hysteresis and is 
nonlinear in the lower stress range, particularly for the 
unmated fracture. Compared with the group velocities, the 
P- and S-wave peak-to-peak amplitudes and attenuation are 
much more sensitive to the presence and condition (i.e., 
mated or unmated) of the fracture. 
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Figure 5. P-wave attenuation at 600 kHz observed during the 
first loading cycle. [XBL 923-330] 



The effects of the fracture are to filter out the wave's 
higher frequencies and delay its arrival. Increasing the 
stress stiffens the fracture, as well as the granular matrix, 
producing higher amplitudes and velocities. This behavior 
is in agreement with the measurements of Pyrak-Nolte et al. 
(1990) on single natural fractures in quartz monzonite and 
analysis using the displacement-discontinuity model. The 
observation that the amplitudes are more sensitive than the 
group velocities to the presence and condition of the 
fracture is consistent with the theoretical predictions of the 
displacement-discontinuity model (Pyrak-Nolte, 1988). 

Estimates ofthe dynamic effective Young's modulus 
were computed from the measured P- and S-wave velocities 
at the peak stress (Table 1). These values are not 
significantly different for the intact, mated, and unmated 
conditions, in contrast to the significant difference observed 
in the corresponding static large strain (loading) and static 
small strain (unloading) values. For example, the 
difference between the intact and unmated dynamic 
effective Young's moduli is only 5%, whereas it is 16% for 
the static large strain and 19% for the static small strain 
values. 

DISCUSSION 

The correlation between acoustic emiSSIOn and 
hysteresis of the stress-displacement curves supports the 
view that hysteresis results from inelastic grain and asperity 
failure between the fracture surfaces during normal 
compression. After the fIrst loading cycle, the nonlinearity 
and hysteresis in the stress-displacement curves are 
considerably reduced and already beginning to approach 
the intact values. The stress-displacement curves for the 
mated and unmated fractures are largely reversible during 
the second loading cycle. This reversibility and reduced 
hysteresis is consistent with the observed reduction in 
acoustic emission activity after the first loading cycle. At 
the peak stress of the first loading cycle, the unmated 
effective static Young's moduli computed from the 
tangents of the loading and unloading portions of the stress­
displacement curves are greater than 80% of the intact 
value. 

The P - and S -wave transmission data reveal that 
group velocities are not highly sensitive to the presence and 
condition of the fracture. The intact and unmated dynamic 
effective Young's moduli at the peak stress were computed 
from the velocities and found to differ by only 5%. This 
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apparent insensitivity of the dynamic modulus to the 
presence of the fracture is consistent with the displacement­
discontinuity model for the frequencies used in this study 
(Pyrak-Nolte, 1988). 

The P- and S-wave amplitudes change nonlinearly 
with stress during loading and unloading, in agreement with 
the static stress-displacement measurements. Hysteresis in 
the P - and S -wave group velocities and amplitudes is 
further evidence that the fracture stiffness increases 
permanently after each acoustic emission event. Because 
the differences in the group velocities for the mated and 
unmated fractures are not nearly as large as the 
corresponding changes in the amplitudes, fractures may be 
best detected by using amplitude measurements. 

SUMMARY AND CONCLUSIONS 

We infer that the source of the acoustic emission is 
the failure of poorly mated asperities of contact between the 
fracture surfaces. Subsequent to each failure, the contact 
area between the two surfaces of the fracture increases. 
This increase in contact area stiffens the fracture, thereby 
improving the seismic transmission across it. The small 
amount of acoustic emission during unloading and 
reloading to the previous peak stress is consistent with the 
small amount of static hysteresis and confirms that this 
nonlinear but reversible deformation is elastic. 
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Perimeter-Area Power-Law Relationship of Pores in Sedimentary Rocks and 
Implications for Permeability 

E. M. Schlueter, R. W. Zimmerman, N. G. W. Cook, and P. A . Witherspoon 

The permeability of a rock is a physical property of 
extreme importance in many areas of geophysics and other 
earth sciences. Since the intrinsic permeability is a measure 
of the viscous resistance to fluid flow through the rock 
pores and is controlled by the geometry and topology of the 
pore space, it is expected to correlate with the amount of 
surface area of the pore system. Consider Figure 1. If the 
outer circle has radius Ro and the inner circle (dashed line) 
has radius R i, then the permeability k of a single such 
rough-walled cylindrical pore must satisfy (Berryman and 
Blair, 1987) 

(1) 

4 4 
where ko=RoIS, and ki=Ri IS . IfRo=Ri+ oR, then for 
small OR we have 

(2) 

In terms of hydraulic radius this can be written as 

Figure 1. Schematic drawing of a rough-walled tube (of radius 
Ro). Surface roughness does not have a strong effect on the overall 
fluid permeability of a tube, because a slightly smaller tube (of 
radius R i) is known to have a comparable permeability (after 
Berryman and Blair, 1987). [XBL 923-331] 
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(3) 

where A i and Pi are the inner tube area and perimeter, 
respectively. 

If the surface is very rough (e.g., fractal), the pore 
perimeter may become so large that Eq. (3) is not satisfied. 
Nevertheless, it foIIows from Eqs. (2) and (3) that an 
effective hydraulic radius may be used such that 

(4) 

The parameter AlP has the significance of being the 
hydraulic radius of a smoothed or poor representation of the 
true void/solid interface. For a single straight tube (Eq. 2), 
if we make an error of 1 % in estimating the tube radius, the 
error in the estimate of k is not worse than 4%. Indeed, 
since the fluid velocity vanishes at the pore-grain interface, 
the permeability k should not be sensitive to surface 
roughness. 

Perimeter-area relationships of a smooth 
representation of pores are estimated from scanning 
electron micrographs of thin sections of typical reservoir­
type sedimentary rocks (Figure 2). The basic method 

Figure 2. Typical serial section of Saint-Gilles sandstone. [XBB 
910-8879] 



involves counting size and perimeter grid (or pixel) units 
for every feature in a standard scanning electron 
micrograph of some fixed magnification. The field imaged 
by the micrograph must contain a large enough number of 
pores to ensure a statistically representative sample; we 
have found that 30-40 pores suffice for this purpose. The 
analysis was carried out using both a manual and an 
automated image analysis procedure to verify the accuracy 
of the manual technique. The manual technique involved 
overlaying a square grid, with grid size of 2.54 mm, and 
visually counting the number of grid blocks occupied by 
the area of each pore, as well as the number of grid blocks 
that the perimeter passes through. Digital images with 
typical image sizes of 482 x 640 pixels, and 8 bits per pixel 
to quantify the darkness level, were used for studying the 
accuracy of the manual technique. The image analysis 
program sets a threshold level of darkness to distingui sh 
between the pore contours and mineral grains. The 
digitized thin section (Figure 3) then shows pore space in 
white and mineral grains in black. This method was used to 
estimate the area-perimeter statistics for group of pores in a 
thin section. It is found that the perimeter-area relationship 
of such a representation of the true void/solid interface 
satisfies the perimeter-area power-law relationship 

A = mP' , (5) 

where log m is the intercept on the log A axis, and y the 
slope of the log A -log P plot (Figure 4). The constants m 
and y appearing in Eq. (5) are found by performing a linear 

Figure 3. Pore-space contours obtained from serial section of 
Massilon sandstone (after Koplik and Vermette, 1984). The width 
of field is 2900 1".m. [XBB 910-8880] 
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Figure 4. Perimeter-area power-law relationship for Massilon 
sandstone. [XBL 923-332] 

regression on the log perimeter-log area data. From this 
analysis we find slopes ranging from 1.43 to 1.49 for the 
four sandstones examined and a slope of 1.67 for an 
Indiana limestone (Table 1). 

We now show how the area-perimeter power-law 
relationship of a smoothed representation of the pore space 
of a rock can be used, in conjunction with a classical model 
for permeability, to yield reasonable estimates of 
permeability. The Kozeny-Carman model for transport 
through a porous medium is based on the idealization of the 
pore space as consisting of a bundle of parallel tubes, the 
total conductance of which is merely the sum of the 
individual conductances. It is traditional to then divide this 
result by a tortuosity factor, 't" = 3, to account for the fact 
that, in a hydraulically isotropic rock, we would expect 
only one-third of the total number of tubes to be oriented in 

Table 1. Perimeter-area power-law relationship y parameter 
and correlation coefficient r measured from 
perimeter-area data of five sedimentary rocks. 

Rock 

Berea sandstone 

Boise sandstone 

Massilon sandstone * 
Saint-Gilles sandstone 

Indiana limestone 

'Data from Koplik et a!., 1984. 

y 

1.49 

1.43 

1.43 

1.49 

1.67 

r 

0.99 

0.98 

0.98 

0.98 

0.99 



each of the three orthogonal directions. If n( A) is the 
number distribution function for pores of cross-sectional 
area A in an area of rock having total cross section of Alolal 
and C(A) is the conductance of each pore of area A, then the 
total conductance can be expressed as 

Clolal = 1~ n(A)C(A)dA . (6) 

In practice, of course, the distribution function n(A) 

will vanish for all A greater than some Amax, although it is 
often convenient to represent n(A) by a function that drops 
off, say, exponentially as A ~ 00. 

If the pore tubes were all of circular cross section, 
their individual conductances would be given by the exact 
Hagen-Poiseuille law. The Hagen-Poiseuille solution can 
be modified to account for irregular cross sections by using 
the "hydraulic radius" approximation, which predicts a 
conductance of A3/2p2 for a tube of cross-sectional area A 

and perimeter P. Invoking the perimeter-area power-law 
relationship P = m-1/YA 1N, the hydraulic conductance can 
be expressed as C(A) = A3-2/Y/2m-2/y. Combining this with 
the general expression (6) for the total conductance yields 

- 1 f ~ n(A)A 3-2/y 
Clolal - - dA . 

-r 0 2m-2/ y 
(7) 

We now define a normalized distribution function 
f3(A) = n(A)I(jJAlolal, where the total porosity is defined as 
AporeslAlolal. This distribution function has the property 
that f f3( A)dA = 1. The total conductance can now be 
expressed as 

C = rpAlolal f ~ A 2 (1-1/y)f3 (A )dA 
lolal 2/ 

2m- Y-r 0 
(8) 

We have found that the area frequency distribution of 
the pores can be well approximated by a lognormal 
distribution: 

(9) 

where u = log A, Uo = log Ao, whereAo is the most probable 
area, and O'u is the variance of log A. The corresponding 
mean area Am is larger than the most probable area and is 
given by 

(10) 

The permeability coefficient k can then be estimated 
as 
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k = Clola l = rp f ~ A 2(1-1/ y) f3 (A)dA 
A lolal 2m -2/ y -r 0 

(11) 

= rp A 4(1-1/ d A 2(1-1/ y)(2/y-1) 
2m-2/ y -r m 0 

(12) 

As with the standard Kozeny-Carman model, if the 
pore sizes are held constant, the predicted permeability 
scales with the porosity, which is to say that it is 
proportional to the number of pores. 

It is worth noting that if the perimeter-area 
relationship of the pores follows the law derived by 
Mandelbrot (1988) for islands whose boundaries are fractal, 
P = t;D ADI2, where e is some constant that depends on the 
length of the measuring grid size and D is the fractal 
dimension of the pore perimeter, then the parameter e 
would quantify the perimeter of the pore cross sections 
when the pores are projected back into three dimensions. 
The parameter e would in some sense represent the pore 
actual surface area, k becoming a decreasing function of e. 
Therefore, if the rock pore boundaries are very rough (e.g., 
fractal), not only would the physical bounds for 
permeability be utterly violated (Eqs. 2,3), but the predicted 
permeabilities given by Eq. (12) would be artificially 
lowered by several orders of magnitude. 

In the two-dimensional sections under consideration, 
however, the pore cross sections are randomly oriented 
with respect to the channel axes. The orientation effect has 
been taken into account by means of geometrical and 
stereological considerations, which indicates a stereological 
factor of 0040 (see Schlueter et aI., 1991a, for details) . In 
addition, constrictions within the individual branch 
channels, i.e., pore necks and bulges, have been taken into 
account using an analysis based on a sinusoidal variation of 
cross section, which gives a hydraulic constriction factor of 
0.55. 

Image analysis of the pore system of Berea sandstone 
yields values Ao = 48.6 x 102 11m2, Am = 77.9 X 102 11m2, 
y = 1.49, m = 0.66 (J1m)2-y. Equation (12) then predicts a 
permeability of 1517 md (after applying the hydraulic 
stereological and constriction corrections), which is of the 
same order of magnitude as our experimentally measured 
value of 595 md. Since the permeability of rocks can range 
over many orders of magnitude, this prediction is not 
trivial. Of course, more accurate estimates of the 
permeability will require more sophisticated models than 
the parallel-tubes model, which will somehow account for 
factors such as the interconnectedness of the pore-tube 
network (Schlueter et aI., 1991b); the above example was 
intended to be a plausible demonstration of the use of area­
perimeter power law information for making quantitative 
predictions of the permeability. 
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Predicting the Electrical Conductivity of Sedimentary Rocks 
from Microgeometry 

E. M. Schlueter, R. W. Zimmerman, N. G. W. Cook, and P. A. Witherspoon 

The macroscopic transport properties such as 
electrical conductivity and hydraulic permeability of porous 
and fractured media depend critically upon the connectivity 
and geometry of the pore space. A primary objective of 
this research is to understand, through analysis and 
experiment, how pore structure affects the electrical and 
hydraulic properties of rocks and to develop equations 
relating these macroscopic properties to the microscopic 
geometry and structure of the pore space. 

In the study summarized here, the electrical 
conductivity of sedimentary rocks is predicted from the 
microscopic geometry of the pore space. We have 
preserved the same model structure used to predict 
hydraulic pelmeability (Schlueter et al ., 1991). The cross­
sectional areas of the individual pores are estimated from 
2-D scanning electron micrographs of rock cross sections 
(Figures 1 and 2). The electrical conductivity of the 
individual pores is determined from the geometrical 
parameters, using Ohm's law. In the section under 
consideration, the pore cross sections are assumed to be 
randomly oriented with respect to the directions of the 
channel axes. The orientation effect has been corrected by 
means of geometrical and stereological considerations. 
Account is also taken of possible variation of the cross­
sectional area along the length of each tube, e.g., pore necks 
and bulges. The effective-medium theory of solid state 
physics is then used to replace each individual conductance 
with an effective average conductance of each pore. 
Finally, the pores are assumed to be arranged on a cubic 
lattice, which allows the calculation of overall macroscopic 
values for the electrical conductivity. Preliminary results, 
using Berea, Boise, and Saint-Gilles sandstones, show fair 

49 

Figure 1. Typical serial section of Berea sandstone. [XBB 908-
6348] 

to good agreement between the predicted and measured 
electrical conductivities with essentially no arbitrary 
parameters in the mode!. In particular, good agreement was 
found in the case of a poorly cemented rock such as Saint­
Gilles sandstone, whereas the agreement was not very good 
for two well-cemented rocks, Boise and Berea. The 
possible reason(s) for this effect are under investigation. 

EFFECT OF CROSS-SECTIONAL SHAPE 

The electric conductance per unit length of each 
cylindrical tube of area A is 



Figure 2. Pore-space contours obtained from serial section of 
Figure I. The width of field is 1107 11m. prnE 908-6348A] 

Ce=.A.. , (1) 
Pw 

where pw is lhe resistivity of lhe fluid; lhis expression is 
exact regardless of the pore shape. 

CORRECTION FOR PORE ORIENTATION 

In lhe two-dimensional sections under consideration, 
however, lhe pore cross sections are randomly oriented 
with respect to the directions of the channel axes. The 
orientation effect has been corrected by means of the 
following geometrical and stereological considerations 
(Underwood, 1970): 

Aactual = /_1_)-1 Ameasured 
\cos 8 

(2) 

where the brackets denote a spherical average for pores of 
random orientation, i.e., 

/_1 _) = JolrJoBma.- (cos 8fl sin 8d8d¢ 

\cos 8 JolrJoBmaxSin 8d8d¢ 

(3) 

where 9max = arctan (UD) and UD is lhe maximum ratio of 
pore lenglh to diameter. Using an average value of 
UD = 5, as estimated from lhe micrographs, we find lhat 

A actual = 0.61 Ameasured . (4) 

(Evaluation of the integral appearing in Eq . (3) shows lhat 
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lhe factor 0.61 is relatively insensitive to lhe value chosen 
for UD.) 

CORRECTION FOR CONSTRICTIVITY 

Constrictions wilhin the individual branch channels, 
i.e., pore necks and bulges, have been taken into account 
using an analysis based on a sinusoidal variation of cross 
section. In lhe electric conductance analysis, for example, 
lhe factor accounts for the ratio of (R-2)-I, which governs 
the conductance of a tube of varying radius, to (R)2, which 
is the value estimated from the micrographs. We have 
estimated a lhroat-to-pore radius ratio of 0.5 from a pore 
cast of Berea sandstone and tentatively use this value for 
each rock . This ratio then indicates an electrical 
constriction factor of 0.86 (Figure 3). 

EFFECTIVE-MEDIUM THEORY 

Study of scanning electron micrographs of Berea 
sandstone has indicated the presence of a statistically 
isotropic 3-D pore structure. These observations have led 
to the assumption that the pores of varying size are 
arranged on a cubic lattice, so that the coordination number 
of lhe network is 6. The effective-medium theory from 
solid state physics is then used to replace each individual 
conductance with an effective average conductance, as 
follows. For a general discrete distribution of 
conductances, the resulting equation defining the effective 
conductance is (Kirkpatrick, 1973) 
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Figure 3. Constriction factor for electric flux as functions of the 
ratio of the minimum pore radius to the maximum pore radius of 
an individual pore. [XBL 923-333] 



N 

L Ce(f-Ci 0, 
;=1 [zl2 - 1]Ceff + Ci 

(5) 

where the sum is over all N conductive elements and x is 
the average coordination number of the lattice. For a 
coordination number of z = 6, Eq. (5) has been solved 
numerically to allow for the calculation of the effective­
medium conductance, given the individual conductances. 

The electrical conductivity is often quantified by the 
"formation factor," which is the ratio of the resistance of 
the brine-saturated rock to the resistance of an equal 
volume of brine. Thus a unit cubic cell is used to relate the 
effective electrical tube conductance to the continuum 
values of electrical conductivity by means of the expression 

F rAphoto 

N Aeff ' 
(6) 

where Aeffis the effective pore area of the individual tubes, 
N the number of pore tubes in the micrograph, Aph the area 
of the photograph, and r the tortuosity of a cubic lattice, 
which is 3. 

RESULTS AND DISCUSSION 

Preliminary results are presented in Table 1. Fair to 
good agreement was found between measured and 
predicted electrical conductivities for a variety of 
sandstones when using the cubic lattice model with 
essentially no arbitrary adjustable parameters. In particular, 
good agreement was found in the case of a poorly cemented 
rock such as Saint-Gilles sandstone, whereas the agreement 
was not very good for two well-cemented rocks, Boise and 
Berea. The possible reasons(s) for this effect are being 
investigated. Caruso et al. (1985) have shown that the total 
porosity of a cemented rock such as Berea sandstone 
consists of 72% intergranular porosity (Figure 2), 13% 
connective porosity (grain contacts), and 15% 
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Table 1. Measured versus predicted fonnation factors of three 
sedimentary rocks. 

Rock Measured Predicted (z = 6) 

Berea sandstone 15.9 44.1 

Boise sandstone 11.0 27.2 

Saint-Gilles sandstone 13.5 13.1 

microporosity. Even though most of the rock's porosity is 
intergranular, there are significant amounts of the other 
types. Since electrical conductivity is proportional to the 
sum of the areas of the tubes, whereas permeability is 
proportional to the sum of squares of areas, tubes of 
relatively smaller diameter, if numerous, can have a 
Significant effect on conductivity, yet a negligible effect on 
permeability. In addition, the presence of connected thin 
sheets and small throats associated with micropores provide 
additional paths for the current to flow, the net effect being 
an increase in effective coordination number of the lattice 
for electrical conductivity. In this study, we have preserved 
the model structure used to predict intrinsic permeability 
from microgeometry. However, it is likely that in some 
cases this basic model structure needs to be modified to 
incorporate relevant geometrical and topological 
characteristics important for electrical conductivity. Future 
extensions of this work will be to predict two-phase 
transport properties. 
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RESERVOIR ENGINEERING 
AND HYDROGEOLOGY 

The scientists and engineers of the Reservoir Engineering and Hydrogeology group are 
primarily concerned with the fundamental problem of the movement of mass and energy 
through heterogeneous porous or fractured-porous geologic formations. Several 
approaches-including modeling studies, laboratory measurements, and field 
experimentation-are used to unravel the complex processes that control such systems. 

The group has contributed significantly to the understanding of fluid flow and tracer 
transport through single fractures and fracture networks in rocks. There is substantial 
activity in the area of multiphase and multicomponent nonisothermal flow through 
fractured porous media. A major effort is being applied to the development and field 
application of quantitative techniques for monitoring and predicting the movement of 
inorganic solutes and organic liquids in the subsurface. Another area of the group's 
diverse research program concerns the rather difficult problem of coupled effects relating 
thermal transfer, fluid flow, and mechanical stress changes in rocks. 

Results of these different studies have found application in environmental evaluation 
and remediation projects, nuclear waste geologic disposal, and geothermal reservoir 
engineering. Other projects in which the group is active include petroleum reservoir 
engineering and advanced borehole testing techniques. 
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Fractal Dimension Measurement and Applications in the Earth Sciences 

B. L. Coxandf S. Y. Wang 

Since the appearance of Mandelbrot's book The 
Fractal Geometry of Nature (1982), the number of 
publications that deal with measuring the fractal dimension 
of surfaces has increased exponentially (for example, see 
reviews by Jullien and Botet, 1987; Avnir, 1989; Meakin, 
1991). We have reviewed the methods for measuring 
fractal dimension of surfaces and the various applications 
of these methods to problems in the earth sciences (Cox and 
Wang, 1992). This review was motivated by our interests 
in quantifying experimentally determined aperture 
distributions of natural fractures bounded by rough rock 
surfaces (Cox et al., 1990) and in studying theoretically the 
use of fractal geometry and geostatistical models to 
represent rock fractures (Wang et aI., 1988). In addition to 
laboratory methods, we are also interested in surfaces 
measured in the field scales. 

METHODS OF MEASURING FRACTAL 
DIMENSION 

We found seven methods for measuring fractal 
dimension of surfaces (Table 1). The divider method 
involves measuring the length of a curve either at different 
resolutions or with different sizes of measuring stick 
(ruler). The length of the ruler is plotted against the ruler 
length on a log-log graph, and the slope of the plot is used 
to calculate the fractal dimension. The box method uses 
boxes or circles to cover a line, and the number of same 
size boxes needed to cover the line is counted for a series of 
different sized boxes. The number of boxes is plotted 
against the box dimension on a log-log plot, and the slope 
of the plot is used to calculate the fractal dimension. Both 
of these methods can be used with lines resulting from 
either a series of vertical profiles taken across the surface or 
a series of horizontal contours taken horizontally through 
the surface. 

The triangle method covers the surface with triangles, 
and the surface area of the surface is determined for 
different discretizations of the surface. The total surface 
area is plotted versus the resolution of the grid points on a 
log-log plot, and the slope of the plot is used to calculate 
the fractal dimension. The slit-island method is applied to 
surfaces by taking a horizontal slice through the surface, 
dividing the surface into "islands" and "lakes." For each 
island, the perimeter versus area is plotted on a log-log 
graph, and the slope is used to calculate the fractal 
dimension. The power spectral method utilizes the power 
spectral density function to analyze the fractal dimension of 
vertical profiles. The data are plotted as power spectral 
density versus frequency on a log-log plot, and the fractal 
dimension is determined from the slope of the plot. 

The variogram method utilizes geostatistics to 
determine the fractal dimension of any spatial data set. The 
semi-variance function is determined for profiles across the 
surface, at different distances between points. The semi­
variance is plotted against the distance, and the slope is 
used to find the fractal dimension. The distribution method 
is another statistical approach where the number of objects 
belonging to each size category is plotted on a log-log plot 
of the number versus the size class. As with all of the other 
methods, the slope of the log-log plot is used to calculate 
the fractal dimension. 

We found that natural surfaces do not have a unique 
fractal dimension; the fractal dimension is very dependent 
on measurement method and may differ even within a 
single measurement technique. There are unresolved 
problems related to the orientation of the profiles or 
horizontal cuts, stationarity of the surface data, the size of 
the sample, the remainder, boundary problems, and the 
determination of the slope on the log-log plot. 

Table 1. Fractal measurements by seven methods: formulae. 

Method Log x-axis Logy-axis Formula for D 

Divider Ruler length Sum of ruler lengths D = I-slope 

Triangle Grid spacing Total area/minimum area D = 2-slope 

Box l/box side Total # of boxes D= slope 

Slit Island Perimeter Area D = 2/slope 

Spectral Frequency Spectral density D = (2.5 - slope )/2 

Variogram Distance between Semi-variance,v(h) D = (4 - slope)/2 
measurements (h) 

Distribution Number above cutoff size Area D = 2(slope) 
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APPLICATIONS IN THE EARTH SCIENCES 

We reviewed applications from the following 
categories: map data (elevation contours, channels and 
caves, and fault traces); fracture surfaces (natural rocks and 
metals); pore geometry (aggregate, particle size 
distributions); and microscopic surface phenomena 
(adsorption, dissolution). Applications tended to fall in a 
few general categories. These include testing whether 
some feature is fractal or not; characterization of surface 
geometry to determine some internal property; use of 
fractal geometry to study formation and degradation 
processes; use of fractal slopes to determine multiple 
processes and scales over which they are dominant; use of 
fractal geometry as a tool for interpolation and 
extrapolation; and use of fractal geometry to derive 
empirical equations to estimate parameters that are difficult 
to measure. 

DISCUSSION 

We noticed that few studies utilized more than one 
technique to measure the fractal dimension. The 
comparisons of fractal dimension measurement by 
techniques that differ from those used in these few studies 
are summarized in Table 2. From this compilation, the 
divider method seems to give a lower fractal dimension, the 
spectral method higher fractal dimension, and the slit-island 
and box methods intermediate fractal dimensions. We can 
definitely conclude that fractal dimension varies with 
measurement method. 

We found that operational steps in the measurement 
of fractal dimension and the underlying assumptions of 
each measurement step need to be scrutinized. These 
include orientation of data, size and direction of sampling, 
remainders, slope estimation, error of measurement, and 
interval over which fractal dimension is measurable. 

The fractal dimension may allow the extraction of 
information that is embedded in the data but which would 

Table 2. FractaI measurements by four methods. 

Application Divider Box 

San Andreas fault traces 0.008-0.019 0.120-0.430 

Rock fracture 0.410-0.500 

Joints in welded tuff 0.000-0.020 

Steel fracture (profile ) 0.105-0.155 0.330-0.395 
Steel fracture(scattering) 0.180-0.310 0.330-0.395 

Epoxy fracture 0.350 
Steel fracture 

Rock fracture 0.058-0.261 0.041-0.159 
Titanium fracture 0.099-0.126 
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not otherwise be visible. However, fractal analysis needs to 
be used with caution and skepticism. A statistical approach 
is needed for the measurement of fractal dimension, with 
careful consideration given to sample size, orientation, and 
stationarity. 
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Characterization of Heterogeneous Geologic Media Using 
Inverse Methods Based on Iterated Function Systems 

C. Doughty, J. C. S. Long, and K. Hestir'" 

Mathematical modeling of fluid flow and solute 
transport through porous or fractured geological media can 
expedite solving many current environmental problems, 
such as toxic chemical spills, leaking gasoline storage 
tanks, and long-term radioactive waste disposal. For 
realistic modeling, a description of the spatial distribution 
of the hydrological properties of the medium is needed, but 
the extremely heterogeneous nature of most geologic media 
makes this difficult to obtain. 

One way to estimate hydrological properties 
(hydraulic conductivity and storativity) is to analyze well 
tests using inverse methods. A common well test is a flow 
test in which water is extracted from or injected into one or 
more wells while transient drawdowns are observed at these 
and neighboring wells. The well test is then simulated 
using a mathematical model, assuming some distribution of 
hydrological properties (the parameters of the model); the 
calculated and observed drawdowns are compared, and on 
the basis of this comparison, a set of modified parameters is 
used to repeat the simulation of the well test. This 
procedure continues until a satisfactory match between the 
observed and calculated drawdowns is obtained, and the 
corresponding model parameters are accepted as providing 
an optimal representation of the hydrological property 
distribution. Tracer tests may be analyzed in an analogous 
way. 

'" Mathematics and Statistics Department, Utah State University, Logan, 
Utah. 
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One of the disadvantages of this inversion procedure 
is the huge number of parameters in a typical mathematical 
model that can be varied to represent different hydrological 
property distributions. This large number of degrees of 
freedom makes finding a good match to the observed data 
possible but increases the likelihood that the optimal 
parameter set is not uniquely determined. Furthermore, 
searching through the multitude of parameter sets is 
computationally intensive. 

We have found that limiting the search to parameter 
sets that represent self-similar (or hierarchical) hydrological 
property distributions greatly improves the inversion 
process. Far fewer parameters are needed to describe a 
hierarchical medium, making the inversion more efficient 
and more robust. Equally important is that the final 
parameter set produces a hydrological property distribution 
that reflects the hierarchical structure often seen in natural 
geological media. 

ITERATED FUNCTION SYSTEMS 

The parameter sets considered during the inversion 
process are created using an Iterated Function System (IFS) 
(Barnsley, 1988; Long et aI., 1991). When applied to two­
dimensional flow fields the IFS is typically composed of 
three or four affine transforms, each specified by six 
parameters, resulting in a total of 18 or 24 degrees of 
freedom. Individual affine transforms rotate, reflect, 
shrink, and translate sets of points. When multiple 



transforms are applied iteratively, a distribution of points 
with a self-similar structure, known as an attractor, results. 
An attractor may be highly regular and symmetric, such as 
the well-known Sierpinski's gasket, or less regular and 
more "natural looking," such as the four-transform attractor 
whose generation is shown in Figure 1. Figure 2 shows 
how the points of an attractor represent enhanced 
conductivity on a lattice of one-dimensional finite elements 
used to model a porous medium. The more attractor points 
there are in the neighborhood of an element, the greater its 
conductivity will be, as shown by the thickness of the 
element. 

APPLICATION TO SYNTHETIC DATA 

One way to see how well an inversion algorithm 
works is to generate synthetic data and see if the model 
used to generate the data can be recovered by the inversion. 

A Linear High-Conductivity Feature 

The first synthetic case is a simplified model of a 
buried stream channel or permeable fault. We construct a 
model with a highly permeable linear feature and use IFS 
inversion to see if we can find the location of this feature. 
For simplicity, we use an IFS that always produces a linear 
attractor, with the length and orientation of the line segment 
depending on the parameters of the IFS. This problem 
provides a simple demonstration of the IFS inversion 

.. .. - .. -. ........ . .. .. . .... : .. -.... 
:.. • •••••• e • . . 

Figure 1. Generation of an attractor using an IPS with four affine 
transforms. [XBL 924-652] 
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Figure 2. How the attractor points are mapped to a conductivity 
distribution on a lattice of one-dimensional finite elements. [XBL 
919-2021] 

procedure for several reasons: The inversion is fast because 
the number of parameters of the IFS is small (four for linear 
attractors instead of the usual 18 or 24 for more general 
attractors); the evolution of the attractor as the inversion 
progresses is easy to visualize; and the linear high 
conductivity feature has a clear "signature" on the transient 
drawdowns, making the inverse problem better posed. 

A synthetic data set was generated for a constant­
flow pump test conducted in a medium with a linear feature 
that has a permeability 500 times higher than the 
background. A central well pumps at a constant rate, and 
draw downs are calculated for four surrounding observation 
wells. A two-dimensional finite-element mesh composed 
of a regular 20 by 20 grid of linear elements is used; head is 
held constant at the outer boundary. Figure 3 shows the 
well field, the mesh, and the linear attractor representing 
the high-conductivity feature. Figure 4 shows the transient 
drawdowns calculated for this conductivity distribution (the 
synthetic data). The effect of the high-conductivity feature 

Figure 3. Model of the case with a linear high-conductivity 
feature. The wells are marked as black dots, and the finite­
element mesh is shown as dotted lines. The dashed lines labeled 
1-8 are a sequence of attractors found during the inversion. [XBL 
919-2023] 



is clearly seen in Figure 4 in the earlier, larger response of 
the upper well. 

The initial guess for the IFS parameters produces a 
horizontal attractor (labeled 1 in Figure 3). The attractors 
found at various points during the inversion are shown in 
Figure 3, along with the energy, E, corresponding to each 
attractor. The energy (the sum of the squared differences 
between observed and simulated log drawdowns) provides 
an integrated measure of the mismatch between the 
observed and simulated data. Figure 4 shows the transient 
drawdowns for a uniform medium with no attractor 
(E = 90) and for the final attractor determined by the 
inversion (E = 1.2). The small energy of the final attractor 
is due to the excellent match of all the drawdowns and is 
not surprising in light of the similarity of the final attractor 
(labeled 8 in Figure 3) to the original high-conductivity 
feature. This synthetic case illustrates the IFS inversion 
working very well, but it should be emphasized that real­
world problems are likely to be more difficult in several 
respects. For example, typically we would not know a 
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Figure 4. Transient drawdowns at the four observation wells for a 
uniform medium (dashed lines), for the attractor labeled 8 in 
Figure 3 (solid lines), and for the synthetic data (dots). The 
arrangement of plots on the page follows the locations of the 
obselVation wells in Figure 3. [XBL 919-2024A] 
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priori that the attractor should be linear, and we would have 
only a general idea of the amount by which to increase 
conductivity and storativity for each attractor point, based 
on a conceptual hydrological model. The general 
procedure is to do several inversions using different values 
for these parameters. .' 

A Square Zone of Contrasting Conductivity 

A second synthetic case consists of a central square 
region with conductivity 100 times higher than the outer 
region. Interference data were generated by pumping one 
of six wells distributed around the boundary of the 
inhomogeneity and monitoring the transient drawdown at 
the other five wells. . 
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Figure 5. Attractors found by two inversions for a square high­
conductivity feature. The wells, shown as open circles, bound the 
conductivity anomaly. [XBL 919-2026A] 



The IPS chosen to provide a starting point for the 
inversion is the Sierpinski's gasket. Figure 5 shows the 
attractors resulting from two different inversions. The 
energy associated with a uniform medium (no attractor) is 
about E = 200, and the energy determined by both 
inversions is about E = 10. Figure 6 shows the match 
between the synthetic well test data and the model results 
for one of the inversions. The algorithm is clearly able to 
find a central high-conductivity zone, and this is very 
encouraging. This case should be extended to see how 
large a contrast and how small a inhomogeneity can be 
detected. We also should investigate how far away the 
wells can be from the anomaly and still detect it. 

Interestingly, if we consider a central square region 
with conductivity 100 times lower than the outer region, the 
inversion does not recover the geometry of the model as 
well, although it matches the transient drawdowns 
comparably (E =. 10). The attractors for two inversions, 
shown in Figure 7, share the common feature that although 
a small region of high conductivity is placed outside the 
well field (which bounds the region of low conductivity), 
the high conductivity is not spread around the well field to 

clearly delineate a central low-conductivity anomaly. We 
suspect that if we based the inversion on a combination of 
well tests from different wells, we would have a better 
chance to resolve the anomaly. Moreover, we could use the 
attractor to decrement the conductivity instead of 
incrementing it as we are now. 

o 

'Q 

E 1,4 
~ 

0 

2,5 

"' 

-4 -2 0 

log(t) 

Figure 6. Transient drawdowns for one of the cases with a square 
high-conductivity feature. [XBL 919-2029] 
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Figure 7. Attractors found by two inversions for a square low­
conductivity feature. The wells, shown as open circles, bound the 
conductivity anomaly. [XBL 919-2030A] 

DISCUSSION 

The synthetic cases we have conducted so far have 
enhanced our confidence in the IPS approach and show that 
a more extensive study of synthetic cases is warranted to 
help refine the algorithm. Furthermore, it will be useful to 

corrupt the synthetic data by adding noise or varying the 
boundary conditions to examine the robustness of the 
inversion technique. In addition to applying the IFS 
inversion to synthetic data to study its strengths and 
weaknesses, we have successfully used it on field data from 
sand/clay sedimentary sequences, fractured granites, and 
welded fractured volcanic tuffs. Although our work is in 
the preliminary stages, the method shows great promise. 
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SIMSOL: A Semianalytical Model for Two-Phase Water, Air, 
and Heat Flow in Fractured/Porous Media 

C. Doughty and K. Pruess 

The U.S. Department of Energy's Yucca Mountain 
Project is investigating the feasibility of constructing a 
geologic repository for high-level nuclear waste at Yucca 
Mountain, Nevada, in a partially saturated, highly fractured 
volcanic tuff. The repository will generate significant 
amounts of heat as the waste decays over time, causing 
transient coupled fluid and heat flows in the surrounding 
medium. Because the repository site is above the water 
table, the fluid flow is two phase (liquid and gas) and 
consists of two components (water and air); it is highly 
nonlinear because of relative permeability and capillary 
pressure variation with liquid saturation and is strongly 
coupled to the heat flow because of phase change effects. 

Over the past few years we have developed a 
semianalytical solution to predict the thermohydrological 
response to a heat source, such as a nuclear waste package, 
under these conditions (Doughty and Pruess, 1990, 1992). 
In this report we describe the computer program SIMSOL, 
which implements the solution. SIMSOL has been fully 
documented (Doughty, 1991), and the source code is 
available to interested users. 

MA THEMATICAL MODEL 

The conservation of mass and energy equations that 
describe fluid and heat flow in fractured/porous media may 
be represented as coupled partial differential equations 
(Doughty and Pruess, 1990, 1992). Our method of solution 
uses a similarity variable .,., = rl-vt to convert the partial 
differential equations into ordinary differential equations. 
This change of variables, the Boltzmann transformation, 
requires a highly idealized geometry' consisting of an 
infinitely long constant-strength linear heat source and an 
infinite homogeneous medium with uniform initial 
conditions. Thus to model a nuclear waste repository, we 
must make the following assumptions: 

1. The actual heat source, whose strength declines with 
time as the radioactive waste decays, is replaced by a 
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constant-strength heat source. Thus the solution is 
most applicable at early times, before the actual heat 
source strength has decreased significantly. 
Additionally, the solution can be considered to 
provide conservative bounds on system behavior for 
longer time periods. 

2. A string of waste packages, which is typically a series 
of long thin cylindrical canisters, is approximated as 
an infinitely long line source of heat. 

3. The geologic medium surrounding the heat source is 
of infinite radial extent, with uniform material 
properties. Thus neither the ground surface, the 
water table, nor stratigraphic ~variations may be 
included. If we want to include fracture effects, we 
must use an effective continuum representation, 
rather than including discrete fractures. 

4. Initial conditions in the geologic medium are 
assumed to be uniform, implying that we consider the 
repository to be instantly loaded. 

5. Gravity is neglected, leaving the system with a one­
dimensional radial geometry. 

The geometric simplifications required by the 
similarity solution preclude detailed predictions of the 
behavior of a nuclear waste repository as a whole, but the 
solution can be used to gain insight into the impact of 
various flow and heat transport parameters on physical 
conditions near the waste canisters. Other problems that 
can be studied involve heat sources such as buried power­
transmission cables, volcanic dikes, agricultural root-zone 
heating operations, and underground thermal energy 
storage systems. Furthermore, the ability to rigorously 
solve a class of highly nonlinear two-phase fluid and heat 
flow problems has important applications in the verification 
of complex numerical simulators. 

In contrast to the geometrical simplifications required 
for the similarity solution approach, all the complex 
physical mechanisms involved in coupled two-phase fluid 



and heat flow can be taken into account in a rigorous way. 
No simplifications or linearizations in the equation of state 
or flow parameters need be made. For example, 
thermodynamic properties such as density, enthalpy, and 
vapor pressure vary with pressure and temperature 
according to steam table data, and relative permeability and 
capillary pressUre depend nonlinearly on liquid saturation. 

NUMERICAL ALGORITHM 

After the similarity transformation, the governing 
equations are represented by a set of six coupled nonlinear 
first-order ordinary differential equations in z = In(7]) = 
In(rl-li), which must be solved by numerical integration. 
The nonlinearities may be rigorously incorporated using the 
chain rule. The physics of the problem requires that the 
integration be carried out from z = --00 to z = +00, that is, 
from the heat source outward. (As z ~ +00 the equations 
all reduce to 0 = 0, so the integration cannot start there.) 
The boundary conditions constitute a two-point boundary 
value problem, in which three of the boundary conditions 
are specified at the z = -00 limit of integration and three at 
the z = +00 limit. An iterative integration scheme known as 
the shooting method (Press et al., 1986) is used to 
determine the values of the unspecified boundary 
conditions at z = -00 that yield, after integration from z = 
-00 to z = +00, values of variables that match the boundary 
conditions specified at z = +00. 

The shooting method uses a Newton-Raphson 
itemtion in which several numerical integrations are done at 

\ every step of the iteration, with each integration using 
slightly different values for boundary conditions at z = -00. 

A comparison between the resulting values of the variables 
at z = +00 and the specified boundary conditions yields 
improVed estimates for the boundary conditions at z = --00, 

to be used for the next iteration. This procedure continues 
until the integration results at z = +00 match the specified 
boundarY conditions within a predetermined tolerance. 

Because of the strongly nonlinear nature of the 
problem, the Newton-Raphson iteration may not converge 
unless reasonably accurate values are chosen for boundary 
conditions at z = -00. For example, the boundary conditions 
specified at z = +00 (initial conditions and boundary 
conditions far from the heat source) are the state variables 
(tempemture T, pressure P, and liquid saturation Sl for twcr 
phase conditions; T, P, and air partial pressure P a for 
single-phase conditions), whereas the boundary conditions 
specified at z = -00 (boundary conditions at the heat source) 
are the flux boundary conditions for mass (no mass flux) 
and heat (constaIit heat flux QeD). The missing boundary 
conditions to be determined by the shooting method are 
therefore the state variables at z = -00. However, before an 
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estimate for the state variables can be made, the phase 
conditions must be known. Thus a general knowledge of 
the physical behavior of the system is needed before 
reasonable estimates for missing boundary conditions can 
be made. To obtain this knowledge, a procedure known as 
"preshooting" is done. 

In preshooting, one does a series of trial integrations 
using rough guesses for boundary conditions at z = _00 and 
examines the general nature of the results of the 
integrations (profiles of temperature, pressure, saturation, 
and air mass fraction), to learn about the basic mechanisms 
controlling system behavior. With this knowledge, one can 
usually choose good enough values for boundary conditions 
at z = -00 for the Newton-Raphson itemtion to converge. 

Figure 1 shows the flow chart for the program 
SIMSOL. The parameters ZL and Zu denote the lower and 
upper limits of the numerical integration and approximate 
z = _00 and z = +00, respectively. 

EXAMPLE OF SIMSOL USE 

The solution for a problem with no air is assumed to 
be known from a previous analysis, and the goal is to solve 
the problem when air is present. Figure 2 shows the 
temperature, pressure, and liquid saturation profiles for 
given ambient pressure and temperature conditions Po and 
To (boundary conditions at zu) and a heat source strength 
Qe o. Material properties are given in Doughty and Pruess 
(1992, Table 1). Note that for a problem without air, if To 

is less than Tsat(Po), the saturation temperature at the 
prevailing pressure, then S/O = 0 and single-phase liquid 
conditions prevail far from the heat source. The effect of 
including air is also shown in Figure 2, which illustrates 
two preshots that consider nonzero values of P a(ZL). For 
convenience, air mass fraction X~ is plotted instead of P a. 

The presence of air decreases tempemture and increases 
pressure at zu, but the strongest impact is on the liquid 
saturation profile, as two-phase conditions develop far from 
the heat source. Hence choosing the value of P a(zd that 
produces the value of S[(zu) closest to S[o provides the best 
starting point for the Newton-Raphson iteration. A 
shooting procedure that starts with the T(z[) and P(Z[) 
values from the problem without air and the larger value of 
P a(zd from Figure 2 converges in three iterations. Results 
are shown in Figure 3, along with the results for the 
problem without air. 

As illustrated above, one convenient source for an 
initial estimate for missing boundary conditions is the 
solution to a related problem. A wide range of solved 
problems is presented in Doughty and Pruess (1990, 1992) 
and Doughty (1991), providing a starting point for many 
further investigations. 
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97, no. B2, p. 1821-1838 (LBL-30051). 
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Figure 3. Results of the similarity solution for problems with and 
without air. [XBL 9012-5997] 

Press, W.H., Flannery, B.P., Teukolsky, S.A., and 
VetterIing, W.T., 1986. Numerical Recipes: The Art 
of Scientific Computing. Cambridge University 
Press, New Rochelle, New York. 

Analysis and Evaluation of Injection and Extraction Systems for 
Removal of Subsurface Contaminants 

R. W. Falta: K. Pruess, andD. A. Chesnutt 

Site characterization, engineering design, 
performance analysis, and economic evaluation of projects 
for the removal of volatile and soluble contaminants from 
the subsurface all require a variety of models for 
calculating fluid flow and contaminant transport through 
porous or fractured media. The most complex models use 

*Now at Clemson University, Clemson, South Carolina. 
tEarth Sciences Department, Lawrence Livennore National Laboratory, 
Iivennore, California. 
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computer codes to provide numerical solutions of the 
governing partial differential equations for more-or-Iess 
arbitrary spatial distributions of the physical, chemical, and 
biological properties of the media and their contained 
fluids. These codes are especially useful for studying the 
detailed interactions among physical, chemical, and 
biological processes involved in remediation to determine 
the sensitivity of the rate of contaminant removal to the 
intrinsic properties of the system and to some of the 
project's operating variables. 



However, simpler models are needed for many 
purposes, ranging from scoping studies to modeling field­
scale projects. The latter issue is known as the "scale-up 
problem," requiring the development of methods for using 
coarse grids in finite-element or finite-difference 
simulations or the use of modified streamtube models for 
flow and transport calculations in heterogeneous systems. 
Streamtube methods appear to be especially promising for 
modeling the effects of heterogeneity on field-scale 
behavior of fluid displacement fronts in oil recovery 
processes (Hewett and Behrens, 1990) and, because the 
transport problem in oil recovery is similar to the transport 
problem for contaminant removal, should be applicable 
(with modification) to remediation processes. 

One component of this approach is the use of 
potential theory to generate the streamfunction of the flow 
field for an arbitrary array of injection and extraction wells, 
which allows the system to be described as a collection of 
stream tubes. The use of stream tubes in accounting for 
heterogeneity is suggested by Hewett and Behrens (1990) 
and will be developed for remediation processes in future 
extensions of this analytical modeling research. 

The analytical solutions are themselves useful for 
scoping studies and for showing how the alteration of flow 
patterns by changing extraction or injection rates might 
affect the efficiency of contaminant removal. Shan et al. 
(1991) reported solutions for steady gas flow to a single, 
partially penetrating vertical extraction well for both the 
pressure field and the normalized stream function (fractional 
flow). Here we report on an extension of these solutions to 
the case of a pair of horizontal wells, with one well used for 
extraction of contaminated soil gas and one for injection of 
air. These may be used to construct simple advective 
transport models as well as for an approximate treatment of 
heterogeneity on a field scale. 

SOLUTIONS FOR A PAIR OF HORIZONTAL 
VAPOR-EXTRACTION/INJECTION WELLS 

Analytical solutions have been developed for both 
transient and steady-state gas flow to a pair of parallel 
horizontal wells in the unsaturated zone. The steady-state 
solutions include both the pressure distribution and the 
normalized streamfunction (fractional flow) distribution for 
the well geometry shown in Figure 1. The lower boundary 
(either the water table or an impermeable stratum) is a no­
flow boundary, and the upper surface is open to the 
atmosphere (constant pressure). The system is modeled as 
a two-dimensional cross section through the wells (the line 
marked A-A in Figure 1), and end effects due to the finite 
length of the wells are neglected. Both wells may be 
extracting gas or injecting gas; or one may be injecting gas 
while the other is producing gas, and the flow rates in the 
two wells may be different. As in the vertical well 
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A 

Figure 1. Schematic diagram of a pair of horizontal gas­
injection/extraction wells (Q = gas flow). [XBL 924-654] 

solutions, pressure and streamfunction solutions may be 
obtained for anisotropic systems by "stretching" the 
horizontal coordinate by a factor equal to the square root of 
the ratio of horizontal to vertical gas permeability. 

Figure 2 shows the steady-state gas pressure field 
resulting from injecting gas at a rate of 500 sefm (cubic feet 
per minute at standard temperature and pressure) in a well 
located at a depth of 110 feet while simultaneously 
producing gas at a rate of 500 scfm from a well located at a 
depth of 60 ft. The contour interval is 0.001 atm, and the 
contours surrounding the upper well represent gas pressure 
drawdown due to gas extraction, whereas those surrounding 
the lower well represent gas pressure buildup due to gas 
injection. The upper surface is held constant at a pressure 
of 1 atm, and a contour of pressure equal to 1 atm extends 
downward from the ground surface to a location between 
the two wells. 

The corresponding normalized stream function 
distribution is shown in Figure 3. The stream tubes between 
each of the streamlines represent 5% of the total flow. 
From this stream function distribution, it is apparent that not 

Figure 2. Gas pressure field; contour interval is 0.01 atm. [XBL 
924-655] 
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Figure 3. Normalized stream function (fractional flow); contour 
interval is 0.05. [XBL 924-656] 

all of the gas injected into the lower well is recovered by 
the upper extraction well. In fact, about 12.5% of the gas 
injected into the lower well escapes the capture zone of the 
upper well and eventually exits through the ground surface. 
Similarly, about 12.5% of the gas entering the upper well 
originates at the ground surface, and not at the injection 
well. The stream tubes between the two wells are very 
narrow, indicating very high gas flows in this area. 

For operations in which the two wells are operated at 
different flow rates, the gas flow field is substantially 
different from the case considered above. For example, 
Figure 4 shows the steady-state pressure field for gas 
extraction from the upper well at a rate of 500 sefm with 
simultaneous gas injection into the lower well at a rate of 
125 sefm. In this example, the pressure field is dominated 
by the influence of the extraction well, and only a: small 
region around the lower well is subject to a relative 
pressure buildup. 

The difference between this unbalanced operation 
and the balanced injection/withdrawal case considered 
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~. 
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o 

Figure 4. Gas pressure field; contour interval is 0.01 atm. [XBL 
924-657] 
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Figure 5. Normalized streamfunction (fractional flow) based on 
upper well flow rate; contour interval is 0.05. [XBL 924-658] 

above is illustrated by the normalized streamfunction 
distribution shown in Figure 5. Each of the streamtubes in 
the contour plot account for 5% of the total flow based on 
the extraction rate of the upper well. In this situation, all of 
the gas injected into the lower well is recovered by the 
extraction well. As would be expected, 25% of the gas 
entering the extraction well originates from the injection 
well, whereas the remaining 75% originates from the 
ground surface. The zone between the wells is subject to a 
high rate of gas flow, suggesting that the two-well 
injection/extraction system may be particularly effective at 
removing contaminants located in deeper parts of the 
unsaturated zone. 

Future work will include the development of simple 
advective contaminant transport models based on these 
solutions, the development of inverse methods for 
determining the average horizontal and vertical gas 
permeabilities from gas pump tests, the extension of these 
analytical models to more complicated systems, and the use 
of these solutions to develop stream tube models in 
heterogeneous systems. 
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Reservoir Modeling Studies of the Miravalles Geothermal Field, Costa Rica 

C. Haukwa. G. S. Bodvarsson. M. J. Lippmann. and A. Mainieri* 

Eight deep wells, with depths varying between 1162 
and 2270 m, have been drilled at the Miravalles geothermal 
field (Figures 1 and 2), and the construction of a 55-MWe 
power plant is under way (Alvarado, 1987; Mainieri and 
Vaca, 1990). The field is located within a Pleistocene 
volcanic caldera. The Miravalles volcano itself, northeast 
of the wellfield, is a post-caldera feature that developed on 
the caldera rim. 

The successful wells have been completed at the 
intersection of faults trending E-W and N -S (Mainieri et aI., 
1985). The lithology of the area consists of a series of 
volcanic flows and pyroclastic units. Geothermal fluids are 
produced from fractures, mainly in the so-called 
"basement," which is composed of crystal-lithic tuffs, 
andesitic lavas, and welded tuffs (Mainieri et aI., 1985). 
Details on the geologic characteristics of the area can be 
found in ICE-ELC (1988) and Mora (1989). 

Analysis of the available well log and well test data 
was carried out in order to characterize the physical and 
thermodynamic properties of the reservoir, as well as to 
develop a conceptual model of the field. Then, following a 
general approach to evaluate such systems (Bodvarsson and 
Witherspoon, 1989), natural state and exploitation models 
of the Miravalles system were developed and used to study 
the power generation potential of the field (Haukwa et al. 
1~~. ' 
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Figure 1. Location of the Miravalles geothermal field. [XBL 
9112-6872] 

*rnstituto Costarricense de Electricidad, San Jose, Costa Rica. 
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NA TURAL-STA TE MODEL 

As a first step in constructing a detailed three­
dimensional exploitation model for Miravalles, a two­
dimensional, areal natural-state model was developed. This 
model was based on the observed temperature and pressure 
distributions (Figure 3) and was centered at an elevation of 
-200 masl, with a uniform thickness of 1000 m (i.e., top of 
the model at 300 masl; bottom at -700 masl). The model is 
about 96 km wide in the E-W direction and about 112 km 
long in the N-S direction. This large areal extent was used· 
so that no boundary effects would be felt when simulating 
the exploitation of the field. For the 12 km x 14 km central 
part of the field, conductive heat loss to a constant 20°C 
surface was allowed in the model. The vertical distances 
between the model nodes and the surface were based on the 
estimated depth to the reservoir top. 

The permeability was initially selected on the basis of 
values used in the modeling studies by ICE-ELC (1988). 
An anisotropic porous medium was assumed, with high­
permeability channels in the direction of the faults. The 
boundary blocks were modeled simply as low-permeability 
areas. Hot fluid was injected at variable temperatures and 
rates into elements 11, 13, 14, 16, 17, 18, 34, and 35 
(Figure 4). Fluid losses of 0.5 kg/sec were allowed through 
elements 2, 5, and 45 to represent surface manifestation 
discharge. 

The numerical simulation was carried out using the 
multiphase, multidimensional code TOUGH2 (pruess, 
1990) and run through a simulation time of about 2 million 
years. The calculated steady-state temperature and pressure 
distributions were compared to measured values. The 
permeabilities and the flow rates were then adjusted until a 
reasonable match was obtained with the observed natural­
state pressure and temperature distributions. The 
permeabilities needed to match these distributions are 
shown in Figure 5. The highest permeabilities are in the 
element corresponding to PGM-12, and a general N-S high­
permeability zone exists across the field, indicating that the 
N-S fault system controls the fluid flow in the field. 

EXPLOITATION MODEL 

In order to estimate the generating capacity of the 
Miravalles field and evaluate its response to different 
production-injection scenarios, a lumped-wellfield 
exploitation model (Bodvarsson and Witherspoon, 1989) 
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Figure 2. Location of Miravalles wells and geologic cross sections. [XBL 9112-6887] 

was developed. The computational mesh, formation 
properties, and boundary and initial conditions used in the 
exploitation model were based on those of the natural-state 
model. The production area was assumed to be within the 
region enclosed by the 220°C isotherm (Figure 3). This 10-
km2 area includes seven of the deep exploration wells 
drilled in the field (not PGM-15) and is represented roughly 
in the model by elements 1 to 14 and 16 (Figure 4). In 
PGM-2 only the shallow (normal) production zone was 
included in the simulation, since the bottom of the mesh is 
at -700 masl. 

On the basis of projected power development options 
for Miravalles, the model was used to simulate power 
production of 55 MWe and 110 MWe for 30 years, with 
and without injection (a power plant conversion of 2.5 kg/s 
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of steam per MWe was assumed in the calculations). To 
achieve these levels of electricity generation over that 
period of time, up to a total of 75 production and make-up 
wells were placed in elements 1 to 16 (excluding element 
15; Figure 4). At the end of the 30 years, most of these 
elements had an average well density of 8 wells/km2. 
Because at Miravalles the separated fluid must be injected, 
we examined two injection options: near injection for 
pressure support and far injection for fluid disposal. 
Injection in the northern part of the field was not 
considered, because the natural-state pressure gradients 
create the potential for rapid return of the injected fluid into 
the production wellfield. Therefore, a main injection area 
to the east and southeast of PGM-2 was selected. 
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Figure 3. Measured temperature distribution at -200 masl (in 
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Figure 4. Two-dimensional mesh used for the natural- and 
exploitation-state models. (Mesh elements 1, 2, 3, 5, 10, 11, 12, 
and 15 are centered on the deep exploration wells). [XBL 921-
5566] 
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Figure S. Natural-state model, computed permeability 
distribution. [XBL 921-5509] 

RESULTS OF PERFORMANCE PREDICTION 
STUDIES 

55-MWe Generation 

With near injection. Sufficient steam for 55 MWe is 
available for 30 years with and without injection. For the 
0% injection case the initial average enthalpy of 1100 kJ/kg 
increases to 1600 kJ/kg after 30 years (Figure 6). For 80% 
and 90% near injection, the production enthalpy initially 
rises to 1250 kJ/kg and then declines to 1150-1200 kJ/kg 
between 10 and 30 years. The total number of production 
wells required over the 30-year period varies from 24 for no 
injection to 27 for 90% injection. 

With far injection. As in the previous case of 55 
MWe with near injection, sufficient steam is produced to 
generate 55 MWe for 30 years with or without injection. 
However, because there is only a limited thermal impact on 
the production area, the 80% and 90% injection cases give 
nearly identical results, with an average produced fluid 
enthalpy of 1160-1250 kJ/kg, compared with about 1450-
1600 kJ/kg for the case of no injection. The number of 
production wells required over the 30-year period is 27 for 
both 80% and 90% injection, similar to the near injection 
case, indicating limited sensitivity to the location of 
injection wells within the selected injection area. 
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Figure 6. 55 MWe, near injection case. Enthalpy history. [XBL 
925-998] 

110-MW e Generation 

With near injection. In all cases sufficient steam can 
be produced to generate 110 MWe during the 30-year 
period. With 50% injection, the maximum average 
enthalpy drops to about 1400 kJ/kg (Figure 7) and the total 
number of production wells reaches 66 at the end of the 30-
year period. For the cases of 80% and 90% injection the 
number of production wells rises to 69 and the maximum 
average enthalpy declines to 1250 kJ/kg for 80% injection 
and 1200 kJ/kg for 90% injection as a result of increased 
return of injected fluid and earlier thermal breakthrough. 
For the case without injection, rapid pressure draw down is 
experienced and production enthalpy rises to 2380 kJ/kg as 
a result of boiling within the reservoir. This case req'uires a 
total of 53 production wells during the 30-year period. 
Therefore, although 110 MWe can be supported over the 
entire period, a high percentage of injection can be 
detrimental due to reservoir temperature decline, especially 
in the areas nearest to the injectors. 

With far injection. In all cases with and without 
injection, sufficient steam is produced to generate 110 
MWe for 30 years. Injection rates of 80% and 90% have 
nearly identical effects. The production enthalpy rises to a 
maximum of 1350 kJ/kg at 12 years, after which the 
cooling effect of the injected fluid causes the produced 
enthalpy to drop to an average of 1255 kJ/kg between 20 
and 30 years. The total number of required production 
wells is 67 for 80% injection and 69 for 90% injection. 

Thus, even with far injection mainly in the south. 
there is sufficient pressure support to prevent large-scale 
reservoir boiling, although individual wells in the north 
show localized boiling (e.g., enthalpies of up to 1800 kJ/kg 
for wells located in mesh element 11). Since large-scale 
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Figure 7. 110 MWe. near injection. Enthalpy history. [XBL 
925-999] 

boiling may result in calcite precipitation and lead to 
formation scaling. 110 MWe with far injection does not 
seem to be a feasible alternative for Miravalles. Thermal 
breakthrough and reservoir boiling with associated scaling 
could lower total steam production to less than the required 
levels. 

CONCLUSIONS 

The upflow zone for this system, with a recharge 
estimated at 150 MWt, is north ofPGM-ll and is related to 
the Miravalles volcano. The main outflow is found to the 
south. Permeability within the field is controlled by the 
N-S and E-W fault systems, with the former dominating. 

The study summarized here indicates that the known 
system at Miravalles can reliably support a power 
generation of 55 MWe over a period of 30 years and that a 
total of 24 to 28 production wells may be required, 
contingent on the type of injection operation that is 
implemented. Generation of 110 MWe for 30 years 
appears possible; 53 to 70 producers may be needed, 
depending on the location of the injection wells and the rate 
of injection. However, there might be potential problems 
related to thermal breakthrough and formation scaling. 
Since these predictions strongly depend on assumed 
relative permeability functions, information on an initial 55 
MWe development should be used to re-evaluate the 
response of the field to 110-MW e production. 

A high rate of injection for pressure support is 
required to prevent boiling and minimize calcite scaling 
within the formation. According to our model, injection 
will have to be sited east and southeast of PGM-2. A three­
dimensional model will give a better indication of the 
location of injection wells by studying deep and shallow 
injection. 
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Field Investigation of the Effects of Rainfall Infiltration on 
Soil Selenium and Salinity at Kesterson Reservoir 

S. L. Ita and S. M. Benson 

With the support of the U.S. Bureau of Reclamation, 
the Earth Sciences Division has been monitoring the 
conditions at Kesterson Reservoir since 1985. The 
Reservoir was contaminated by selenium from subsurface 
agricultural drainage that was disposed of at the site from 
1978 to 1986. The Reservoir was shut down upon the 
discovery of selenium poisoning in local and migratory 
waterfowl at the site. 

Three aspects of Kesterson make it ideal for further 
scientific investigations. First, the site has already been 
characterized in detail, providing the necessary background 
for any scientific study.· Second, the distribution of 
contaminants in the now-dry soils is similar to many other 
contaminated areas, especially where contamination 
occurred through disposal ponds or airborne deposition. 
The contaminant concentrations are very high at the surface 
and exponentially decrease down the soil profile. Third, 
the hydrologic conditions of low rainfall and high 
evaporation at the former Reservoir are typical of the arid 
areas throughout the Southwestern United States. 
Consequently, the studies undertaken at this site can serve 
as an example of the types of studies required at other 
locations. 

This particular study intensively monitored two sites 
at the former Reservoir from October 1989 to 1990 to 
determine the effects of rainfall infiltration on the seasonal 
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distributions of selenium and chloride in the top 60 cm of 
soil. It was designed to be a counterpart to an investigation 
done from July 1988 to 1989 that focused on the 
evaporative concentration of the same solutes in the top 9 
cm of soil. Together these detailed seasonal investigations 
should form the basis for identifying the mechanisms for 
long-term redistribution of solutes in the vadose zone and 
enable a quantification of the annual transport rates. 

SITE CHARACTERIZATION AND 
MONITORING 

Two sites were chosen for this investigation, named 
P3RI and P6RI. The soils at site P3RI were classified as a 
sandy loam. The soils at site P6RI were classified as a silty 
loam. At the time of the study site P31u was thinly 
vegetated with Bassia, then the most prevalent plant species 
in the former Reservoir. P6RI was more heavily vegetated 
with salt grass, typical of the more stably vegetated areas of 
the former Reservoir. 

Monitoring devices were installed at the sites 
beginning in August 1989. Two dry boreholes were pushed 
at each site to allow the neutron probe tool access to the 
subsurface in order to measure the moisture content of the 
surrounding soils. During measurement, the tool was 
lowered in 15-cm intervals down to a maximum depth of 



150 cm. Two sets of soil water samplers were emplaced at 
each site to collect pore water samples at 15-cm intervals to 
90 cm and then 30-cm intervals to 150 cm. One set of 
tensiometers per site was installed to measure the fluid 
pressure in the unsaturated soil, again at 15-cm intervals to 

90 cm and then at 30-cm intervals to 150 cm. A shallow 
groundwater well was augered at each site to monitor both 
the elevation of the local water table and the chemical 
conditions in the local groundwater. 

Monitoring began on October 19, 1989, and 
continued to October 19, 1990. In addition to making 
readings or collecting samples from the various 
instruments, 6O-cm soil cores were taken from, the four 
comers of each site to monitor the conditions in the overall 
soil system. The soils were analyzed for chemical content 
by making a 5:1 water-to-dry-soil-weight extraction. The 
water-extracted amount is nearly equal to the readily 
soluble pools of these constituents in the soils. The results 
from the water extractions are the focus of this report, since 
they were the most illustrative of the solute changes 
occurring at the sites. 

HYDROGEOLOGIC CONDITIONS 

At Kesterson, water enters the soil system by either 
rainfall infiltration or water table rise and leaves the system 
by evaporation or transpiration. Little if any net deep 
percolation occurs. Infiltration and evaporation will mainly 
affect the near-surface soil concentrations, whereas the 
water table fluctuations will mainly affect the soils lower in 
the vadose zone. 

The amount of infiltration depends on the amount of 
precipitation. A record of rainfall events was obtained from 
on-site weather stations operated by the U.S. Bureau of 
Reclamation. This record shows that isolated rainfall 
events occurred throughout the fall, winter, and spring. The 
main rainy season began in mid-October and lasted through 
mid-March. However, sustained events did not start until 
early January. Redistribution of solutes was expected to be 
most notable during the sustained events, since the 
transport of solutes requires both sufficient water influx and 
sufficient moisture content in the soils. 

Water table rise was also expected to affect the 
distribution of soluble selenium in the affected zone. 
Monitoring over the study period showed that elevation of 
the water table was nearly cyclic. -At both sites the deepest 
values, - 250 cm, were measured in late summer and early 
fall; the highest values, - 100 cm, were measured in early 
spring. 

Water content monitoring by the neutron probe 
reflects the seasonal effects of rainfall infiltration and water 
table rise. Representative seasonal trends from NP#B at 
site P3RI are presented in Figure 1. Readings began in 
early December 1989, when the moisture contents in the 
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Figure 1. Water content profiles for P3RI at location B. Selected 
dates were chosen to represent the seasonal trends. [XBL 924-
660] 

soil profiles were near their lowest extremes. By January, 
the deepest moisture content readings had increased in 
response to the rising water table. Readings in the upper 
profile increased during January and February in response 
to the end of the rainy season. In late April, all portions of 
the profile, aside from the very top 15 cm, were at their 
highest moisture content values. The decrease in the top 15 
cm from the end of March was due to the cessation of 
sustained rainfall and the onset of evaporation. The 
moisture content at all depths decreased throughout the 
remainder of the study. By October 1990, evaporation and 
transpiration throughout the summer had reduced the entire 
moisture content profile to its lowest extreme. 

The nature of the neutron probe data suggests that 
moisture changes in the lower and upper parts of the profile 
are separately attributable to water table rise and rainfall 
infiltration, respectively. The transition between the two 
zones appears to be located at - 75 cm depth. Moreover, it 
can be seen that the measurements always show a trend of 
increasing water content with depth. In areas with fine­
grained soils and a shallow groundwater table, such as these 
sites have, this profile trend is typical of an evaporation­
dominated soil moisture system. 

SOLUTE DATA 

Seasonal variations in the solute concentration levels 
attributable to the physical processes of infiltration and 
evaporation are the result of a few simple mechanisms. 
Soluble inventories of both solutes will decrease as a result 
of displacement and/or mixing with fresher water. They 
will increase as a result of displacement and/or mixing with 
more concentrated water and also accumulation due to 
evaporative loss of water. In addition, the inventory of 
soluble selenium will be affected by changes in the redox 
potential. When the redox potential is high, such as in 



oxygen-rich unsaturated soils, the selenium will be in 
oxidized, and thus soluble, forms. When the redox 
potential is low, such as in oxygen-poor saturated soils, the 
selenium will be in reduced, and thus insoluble, forms 
(Geering et al., 1968; Masscheleyn et aI., 1990). 

A mechanism based on this redox sensitivity of 
selenium mobility has been proposed that may lead to long­
term decreases in the surface selenium inventory. As 
rainfall moves into the surface layer, it acquires solutes by 
dissolving the precipitated salts and mixing with the highly 
concentrated pore water. The rainwater then carries these 
solutes lower in the soil profile as it continues to infiltrate. 
When it reaches oxygen-poor zones lower in the profile, the 
selenium species may be reduced and immobilized while 
chloride remains with the migrating soil water. After the 
rainy season, the soils begin to dryas a result of 
evaporation, and the mobile solutes are carried up toward 
the soil surface. Reduced selenium species will not be 
transported out of these zones until they oxidize. Oxidation 
of selenium is believed to be a relatively slow process at 
Kesterson. Moreover, as the water content drops in late 
spring and summer, solute transportation will decrease 
significantly as the water content, and thus hydraulic 
conductivity, decreases. Therefore, selenium may be 
trapped in these lower soil zones. Over time this process 
could lead to substantial decreases in the surface selenium 
inventory. 

Inspection of the solute data provides the basis for 
determining the effects of these various mechanisms. Only 
the data from site P3RI will be presented here, since they 
were illustrative of the changes that occurred. The chloride 
and water-extractable selenium concentrations in the 0-
5 cm soil interval at both soil sampling sites are shown in 
Figures 2 and 3, respectively. Figures 4 and 5 present the 
chloride and water-extractable selenium concentrations, 

6000 

-·0 
ell 4000 

f .t:: 

~ 
u 2000 

g 

o~~~~~~~~~~==~~ 
10/1/89 1/29/90 5/29/90 9/26/90 

Figure 2. Chloride concentrations in the top 5 cm of soil at site 
P3RI. Arrows indicate the main rainy season. [XBL 924-661] 
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Figure 3. Water-extractable selenium concentrations in the top 
5 cm of soil at site P3RI. Arrows indicate the main rainy 
season.[XBL 924-662] 

respectively, at representative depth intervals over the study 
period. 

A notable fluctuation is seen in the water-extractable 
selenium concentrations for the 0-5 cm soil interval in late 
January. Both solute concentrations decreased in mid­
January with the onset of infiltration. Immediately 
following this decrease, the concentrations of selenium 
species increased while the chloride concentrations 
remained constant. This increase took place within a week 
and appears to be associated with increased moisture 
content in the surface soils. It will be discussed in greater 
detail later in this report. Other changes that can be related 
specifically to rainfall infiltration and evaporation are 
discussed below. 

Infiltration causes decreases in the near-surface soils 
by providing the fresher water that displaces and mixes 
with the highly concentrated surface pore water. This type 
of change is evident in the concentration data for 0-5 cm 
shown in Figures 2 and 3. In mid-January, the solute 
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Figure 4. Chloride concentrations in three selected depth 
intervals at site P3RI location #4. Arrows indicate the main rainy 
season. [XBL 924-663] 
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Figure 5. Water-extractable selenium concentrations in three 
selected depth intervals at site P3RI location #4. Arrows indicate 
the main rainy season. [XBL 924-664] 

concentrations at both sampling areas decreased. These 
decreases correspond to the beginning of sustained rainfall 
events and follow the saturation of the surface soils, as 
shown in the soil moisture content data in Figure 1. The 
chloride concentration levels remained low through the 
~emai~der Of. the rainy season. After increasing 
ImmedIately WIth the onset of sustained rains, the selenium 
concentrations dropped and remained low through the rest 
of the rainy season. 

Infil~ration also causes increases in the deeper 
concentratIons as the surface inventories are flushed to this 
de?th b~ the. migrating rainwater. This type of change is 
eVIdent 10 FIgures 4 and 5, where solute concentrations 
increase at 15-20 cm depth in mid-January at the same time 
~s the surface concentrations decrease. Following these 
1O~reases, t~e chloride concentrations fall as the infiltrating 
ram water dIsplaces the resident pore water. This was not 
the case for the water-extractable selenium levels. 
Following the mid- to late-January increases: the selenium 
concentrations slowly returned to previous levels. 

Evaporation causes increases in the near-surface soil 
concentrations by establishing the gradient that causes the 
deeper, more concentrated water to migrate upward. These 
types of changes are evident in Figures 2, 3, and 4. After 
the rainy season ends in mid-March, the chloride and water­
extractable selenium concentrations within the 0--5 cm 
interval immediately increase. Evaporation was expected 
to cause increases throughout the summer months in this 
surface interval, resulting from accumulation of solutes. 
However, the chloride concentrations remained nearly 
constant at P3RI#4 and decreased at P3RI#1 (Figure 2). 
The surface-water-extractable selenium concentrations at 
both sampling areas reached a seasonal maximum in late 
June, then decreased until late September (Figure 3). 
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DATA ANALYSIS 

In an attempt to obtain a more detailed and 
quantitative understanding of the processes affecting the 
solute inventories, two simple calculations were performed 
on the data. The first involved summing the mass of the 
particular solute in each interval over the entire profile. 
The second calculation involved taking the ratio of 
selenium to chloride. 

Solute Mass Inventories 

The purpose of this calculation was to determine any 
changes in the annual or seasonal inventories within the top 
60 cm of the soil profile. The total inventories of chloride 
over the study period at P3RI are shown in Figure 6. 
Annual inventories appear to increase slightly over the 
study period. Two interesting points can be made about 
seasonal changes. First, there are no notable decreases in 
the inventory during the main rainy season. This suggests 
that solute transport by infiltration does not extend beyond 
60 cm depth. Second, the total inventory does not increase 
during spring and summer; this suggests that evaporation is 
not transporting chloride, and thus water, up from depths 
below 60 cm. Both observations indicate that the seasonal 
redistribution of water and solutes may be confined to the 
upper 60 cm of the soil system at these two sites. 

The inventories of total water-extractable selenium 
from the two sampling areas at P3RI over the study period 
are shown in Figure 7. At the end of monitoring, the annual 
inventories at both sites appear to have increased slightly. 
The seasonal inventories decrease significantly over the 
rainy season and then increase in spring. This indicates that 
selenium is being reduced because of the increasing soil 
moisture over the rainy season. Moreover, the inventories 
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Figure 6. M~ss of chloride in the complete 60-cm soil samples 
col~ecte.d at Site P3RI over the study period. Arrows indicate the 
mam ramy season. [XBL 924-665] 
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Figure 7. Mass of water-extractable seleniwn in the complete 60-
em soil samples collected at site P3RI over the study period. 
Arrows indicate the main rainy season. [XBL 924-666] 

of water-extractable selenium do not appear to increase 
significantly over the summer months. suggesting that 
oxidation of selenium may not significantly add to the 
soluble inventory over a single season at this location. 
Two-fold increases in the water-extractable selenium 
inventory have been observed annually at other locations 
(Tokunaga et al.. 1991). 

Species Ratios 

The purpose of taking ratios was to investigate the 
differences in transport between chloride and selenium. 
Since chloride is a conservative. nonreactive tracer. it can 
be used to indicate water movement. The transport of 
selenium. however. should also depend on its oxidation 
state. 

Figure 8 shows the values of extractable selenium to 
chloride in the soil extract samples from sample area 
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Figure 8. Ratio of .water-extractable selenium (mg) to chloride 
(gm) for selected depth intervals at site P3RI location #4. Arrows 
indicate the main rainy season. [XBL 924-667] 
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P3RI#4. The most notable feature is the dramatic increases 
in the ratios for the 0-5 cm interval at the beginning of the 
rainy season. Similar but much smaller increases are seen 
at 15-20 cm. Comparison with the concentration data 
shows that these increases are primarily the result of an 
increase in the water-extractable selenium concentration 
along with a slight decrease in the chloride concentration. 
This suggests that biogeochemical processes are 
remobilizing selenium at the soil surface early in the rainy 
season. With time this remobilized selenium is transported 
deeper in the profile. where some fraction of it is reduced to 
less mobile forms. 

SELENIUM TRANSFORMATIONS 

Two unexpected changes were seen in both the 
concentration and ratio data for water-extractable selenium 
in the surface interval (0-5 cm) of the soil samples. First. 
one week after sustained rainfall events began. the amount 
of water-extractable selenium increased. as seen in the 
concentration data and ratio calculations. Since the 
rainwater contained negligible selenium. these increases in 
water-extractable selenium concentration can only have 
come from the insoluble inventory already in the soil 
system. Second. after recovering to pre-rainfall values in 
early spring. the concentrations of water-extractable 
selenium decreased over the summer months instead of 
increasing as expected. The steady chloride concentrations 
may indicate that solute transport had ceased because of the 
low hydraulic conductivity in the extremely dry soils. 
However. this does not account for the large decreases in 
the water-extractable selenium concentrations. 

Neither of these phenomena were observed in 
previous studies. They may be due to a biogeochemical 
mechanism involving the high organic content in the 
surface interval. root activity affecting water movement. 
and changes in soil conditions such as pH. Detailed 
laboratory work under controlled conditions may be 
required to fully identify the processes. 

CONCLUSIONS 

Biologic exposure to contaminants is partially 
governed by the distribution of the contaminants in the 
ecological system. Determination of the correct remedial 
measure depends on developing an understanding of 
current and long-term contaminant distribution_ This study 
focused on one particular aspect of the seasonal variations 
in solute concentration and how these seasonal processes 
may result in long-term redistribution of contaminant 
inventories. 



This study has clearly demonstrated that solutes in 
the soils at Kesterson Reservoir undergo significant 
seasonal transport. Therefore, different solute inventories 
will be measured at different periods depending on the 
seasonal soil conditions. It also demonstrated that seasonal 
transport, and thus redistribution, appears to be confined to 
the top 60 to 75 cm of the soil profile. The combination of 
the cyclical redistribution processes of infiltration and 
evaporation is expected to gradually transport selenium 
from the soil surface, where it is presently concentrated, 
downward in the profile. 

, A notable and potentially important phenomenon 
observed here indicated that previously immobile selenium 
in the depth interval 0-5 cm was remobilized shortly after 
heavy rainfall events began. Moreover, a fraction of the 
mobile selenium was removed from this interval over the 
dry summer months. These changes had not been observed 
in previous investigations. A detailed laboratory 
investigation, under more controlled conditions, may clarify 
the existence and significance of these changes. 
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Flow and Transport in Hierarchically Fractured Systems 

K. Karasaki 

Rock heterogeneities exist at all scales. This is 
particularly true for fractured rocks. Roughly stated, there 
are three different scales of interest, i.e., small, 
intermediate, and large. At as small a scale as in the 
laboratory, studies indicate that there is a large variation in 
the asperity within a single fracture and that fluids flow 
preferentially in tortuous channels of varying flow 
properties. Tsang and Tsang (1987) proposed a model to 
describe such channelized flow in fractures. The 
channeling effect is observed to be further enhanced when 
stress is applied across the fracture, which is closer to the 
in-situ conditions (Pyrak-Nolte et aI., 1987). At an 
intermediate scale, e.g., the scale of a borehole hydraulic 
test, the transmissivity is often observed to vary markedly 
along the length of a borehole and from borehole to 
borehole. In general, the more fractures that an intervai in a 
borehole includes, the more transmissive the interval is. 
However, an interval with few fractures can sometimes be 
more transmissive than one with many more fractures. This 
is because the fracture conductance itself can differ greatly 
from one fracture to another as well as within a fracture. 
The transmissivity of an interval also depends on how the 
particular conductive fractures in the interval are connected 
to the rest of the fractures that constitute the flow system. 
The heterogeneous transmissivity observed at this scale is a 

76 

compound effect of the variability in the fracture density, 
conductance, and connectivity. Intermediate-scale features, 
including faults and fracture zones, can also affect the 
transmissivity. The large scale is the scale at which 
interference responses can no longer be observed at 
observation wells. Heterogeneities at this scale can be 
attributed to large faults and changes in geologic settings. 

The overall flow system of rocks consists of the 
hierarchically structured heterogeneities of all scales. 
Therefore, the ways in which smaller-scale features affect 
phenomena at the next larger scale must be understood. 
This is especially the case for the regional-scale hydrology, 
because a direct measurement of hydraulic properties at 
such a scale is not possible. Generally, hydraulic test 
results conducted at the intermediate scale have to be 
extrapolated somehow. Similarly, to analyze intermediate­
scale tests, understandings of the small-scale phenomena 
are necessary. 

HIERARCHICAL FRACTURE SYSTEMS 

A number of works have been published on 
hierarchical porous media (Cushman, 1990). In the present 
study, flow and transport phenomena in hierarchical 
fracture systems were investigated. A three-dimensional 



finite-element program was used to solve the fluid flow and 
solute advection-diffusion equations in discontinuous 
fracture networks (Karasaki, 1987). In this model, flow in 
fractured rocks is assumed to be better approximated by 
three-dimensionally interconnected linear conduits rather 
than by planes. Each element does not necessarily 
correspond to a single fracture. Instead, it can be an 
intersection of two fractures or a linear fracture zone. 

Hierarchical systems were constructed by 
superimposing fracture systems of different scales. Figure. 
1 shows an example of a two-dimensional system in which 
fracture systems of two distinct scales are superimposed. 
Both fracture systems are assumed to be continuous, with 
thick lines indicating the higher permeability system, which 
can be thought as representing a fault or large fracture 
network, and thin lines representing joints within fault 
blocks. Although it seems analogous to a classical double 
porosity representation, one important difference is that in 
the present model through-flow is allowed to take place in 
the matrix. Moreover, the mechanical dispersion due to the 
fracture network is explicitly modeled in the present model. 
Radial converging tracer tests were simulated in the system 
by releasing a solute at various locations on the perimeter 
held at constant pressure and by producing water in the 
center. In order to single out the effects of hierarchical 
structure on dispersion, diffusion within fractures was not 
modeled. Only one eighth of the system is modeled 
assuming radial symmetry, so that the side boundaries are 
assumed to be impervious. This assumption is somewhat 
inconsistent because at interior fracture intersections 
complete mixing is assumed. 

RESULTS AND DISCUSSION 

Figure 2 shows breakthrough curves for tracers 
released at points A, B, and C in Figure 1. A is located on 
the x axis, B is located at approximately 37. degrees from 
the x axis on an intersection of the large fracture system, 
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Figure 1. A hierarchical fracture system. [XBL 924-668] 
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Figure 2. Breakthrough curves for radially convergent tracer 
tests. [XBL 924-669] 

and C is located at 45 degrees on the small system. Also 
shown is the breakthrough curve S for a case in which the 
single fracture system has the same equivalent bulk 
permeability and porosity as the hierarchical system. Curve 
A indicates that the solute stays entirely in the large fracture 
system and that breakthrough occurs in a plug-flow fashion. 
Curve B shows that the breakthrough takes roughly twice 
the time as in Case A and that there is a very slow and 
steady increase in concentration after a sharp breakthrough. 
The longer breakthrough time can be attributed to the fact 
that the solute effectively samples twice the porosity 
compared with the straight-line breakthrough in Case A, 
where only the horizontal fracture set of the large fracture 
system is sampled. No breakthrough occurs for Curve C in 
a comparable amount of time. Figure 3 shows snapshots of 
solute concentration distribution for the case in which 
solute is released at B. Initially, most of the solute stays in 
the large fracture system, but some portion does go through 
the small fracture system. This accounts for the slow and 
steady increase in concentration after the sharp 
breakthrough. 

One purpose of the study is to investigate how to 
simplify and scale-up the hydrologic behavior of a complex 
fracture system to an equivalent model that still retains the 
salient properties of fractured rocks without resorting to 
microscopic details. Comparison of Curve S with others 
indicates that simple volume-averaged transmissivity and 
porosity cannot adequately describe the transport properties 
of hierarchical fracture systems. Depending on the solute 
release point with respect to the large fracture system, the 
breakthrough time varies markedly. For the case 
considered, it is probably more appropriate to use the flow 
parameters of the large fracture system for predicting the 
first-arrival time rather than using the bulk average 
parameters of the total system, although the prediction is 
likely to err on the conservative side. 
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Figure 3. Snap-shots of concentration distribution for Case B. 
[Top, XBL 924-670; bottom, XBL 924-671] 

The case summarized here is a rather simple example 
of how a fractured rock may be represented by a 
hierarchical system of interconnected linear conduits and 
how solute is transported in such a system. In constructing 
a numerical model of a complex system, such as a fractured 
rock, one goal is to find a way to represent it with minimum 
complexity yet capture most of the process that takes place 
in it. In light of this, hierarchical representation of 
fractured rock seems to be a reasonable approach. It is also 
intuitively consistent with the geologic processes under 
which faults and fractures are created. The large fracture 
system or the fault system, in general, may not form a 
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Figure 4. A hierarchical system with a discontinuous fault 
system. [XBL 924-672] 

continuous pathway like that depicted in Figure 1. It may 
be more appropriate to use a model like that shown in 
Figure 4, where the large fracture system is discontinuous. 
In such a system, there may be a correct set of average 
parameters to be used for predicting flow and transport 
phenomena, the study of which is currently under way. 
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Simulation of Tracer Transport for the Site Characterization and 
Validation Site in the Stripa Mine 

1. C. S. Long and K. Karasald 

Tracer simulations for transport in a fracture zone 
were made on the basis of two equivalent-discontinuum 
models of a fracture zone (the H-zone) at the Stripa Mine 
(see Figures 1 and 3 in the next article of this Annual 
Report). The two models were derived from simulated­
annealing inversions of hydraulic tests in the H-zone. The 
first inversion was based on a test from the Cl hole, and the 
resulting configuration is called "CI-2." The second is 
based on simultaneous inv~rsion of both the CI-2 test and 
the Simulated Drift Experiment (SDE) (Black et al., 1991), 
and the resulting configuration is called the "co-annealed" 
configuration. The C 1-2 and the co-annealed 
configurations are derived in Long et al. (1992). The first 
Radar/Saline (RSI) case simulated transport from one 
borehole to a collection of boreholes, the D-holes that all 
intersect the H-zone. A subsequent set of tests consisted of 
transport from points in the H-zone to the Validation Drift, 
which had been excavated through the D-holes. The 
experimental breakthrough curve from RSI was used to 
calibrate the model by changing the ratio of flow to velocity 
in the conductive elements of the model to match the 
breakthrough curve. Only advective dispersion of tracer 
was allowed. This calibrated model was then used to 
predict the second saline tracer experiment (RSII). The 
source for RSII was the same as RSI, but the sink was the 
Validation Drift (VD). The calibrated model did not do too 
badly calculating arrival time but significantly 
overestimated the maximum C/Co. Subsequently a series 
of tracer tests to the drift and to a borehole near the drift 
was simulated. Data from these tests have been compared 
to the simulations. 

The simulated RSI breakthrough curve for the CI-2 
configuration overestimates dispersion and the co-annealed 
configuration underestimates it, implying that too many 
pathways are available in the CI-2 case and too few in the 
co-annealed case. This indicates that a series of 
configurations derived from repeat annealing of 
interference data may provide a reasonable estimate of 
advective dispersion. 

In the models, the change in boundary conditions 
from RSI to RSII was accompanied by an increase in the 
maximum C/Co. However, in actuality the excavation left 
the maximum C/Co relatively unchanged. The increase in 
C/Co between the simulations of RSI and RSII occurs 
because the injected water is a greater proportion of the 
inflow to the drift than the inflow to the D-holes. The fact 
that the same trend is not observed in the data may be due 
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to factors not included in the models, such as the effects of 
excavation and the resulting two-phase flow near the drift; 
to the fact that the remaining D-holes were left open and 
could be pulling tracer away from the drift; or to additional 
unaccounted for sinks. 

MODELING APPROACH 

The following approach was used to simulate the 
tracer tests. To begin with, the first Radar/Saline Tracer 
Experiment was simulated and used to find appropriate 
values of porosity and element dispersion coefficient. 
These values were then used to simulate the second 
Radar/Saline Tracer Experiment. Then the series of T 
borehole tracer tests were simulated with these values. In 
all cases, breakthrough curves were generated. For the 
Radar/Saline cases, snapshots of concentration in the lattice 
elements are given for selected times. These can be 
compared with the radar tomography results at similar 
times. The tracer simulations were based on the two­
dimensional hydrologic models of the H-zone described 
above. 

The three components required for modeling the 
tracer tests are the numerical code TRINET, the parameters 
needed by the code, and the choice of boundary conditions. 
TRINET is an advection-dispersion code designed to 
calculate tracer transport on any two- or three-dimensional 
network of one-dimensional conductors (Karasaki, 1988). 

There are two mechanisms for dispersion within a 
fracture system. One is dispersion due to the network 
geometry itself. The other is dispersion and diffusion 
within the fractures. TRlNET models both effects by 
treating the geometry of the network explicitly and 
allowing for dispersion and diffusion within the fracture 
elements. The model avoids numerical dispersion by 
creating grid points instead of interpolating the advected 
profile back to the fixed Eulerian grid. 

TWO-DIMENSIONAL MODELS USED FOR 
TRANSPORT CALCULATIONS 

All of the tracer tests occur in the fracture zone called 
the H-zone in the vicinity of boreholes called the D 
boreholes. None of the other fracture zones at the site were 
expected to playa significant role in these tracer tests. This 
was confirmed by the Radar/Saline results, which show that 
the majority of tracer transport is in the H-zone. 



PARAMETERS NEEDED TO MODEL 
TRANSPORT 

The models created for flow predictions do not 
contain all the parameters necessary to simulate these tracer 
transport experiments. Simulated Annealing is used to 
match interference tests, and these can be matched with 
lattice elements that all have the same conductance. The 
pattern of elements accounts for the observed distribution 
of head, and the magnitude of the conductance of the 

. elements accounts for the magnitude of the flow and 
drawdowns. Additional parameters must be specified in 
each element in order to simulate the change in 
concentration of an injected tracer in space and time. At a 
minimum, the ratio of flow to velocity (q/V) must be 
specified in each element, i.e., an equivalent cross-sectional 
area (Ae). If the transport is advection dominated, then this 
q/V is all that is needed. However, if there is a significant 
amount of dispersion within the individual fracture flow 
elements, then an equivalent element dispersion coefficient 
must be specified as well. Flow tests do not provide any 
information for determining these parameters. 

BOUNDARY CONDITIONS 

The tracer transport calculations were made under the 
assumption of a steady-state flow system in spite of the fact 
that flow rate changes occurred during the experiments. 
However, a larger number of unknown parameters are 
needed to model transport under transient conditions. 
Hence it was decided to assume steady conditions on the 
basis of the best estimate of average flow. 

In each case, constant-head or no-flow boundaries are 
applied to the outer edges of the models as explained in 
Long et al. (1992). For the inner boundaries (the D 
boreholes or later the drift), constant-flow boundaries are 
used and are set to the value that was measured. 

MODELING THE FIRST RADAR-SALINE 
TRACER EXPERIMENT 

The first Radar-Saline experiment was simulated on 
both the Cl-2 annealed network and the co-annealed 
network. An injection flow rate of 0.22 Llmin was applied 
at the C2 node. A flow rate of 0.34 Llmin was applied at 
the D-holes. Only one breakthrough was obtained to 
simulate the average breakthrough for all the D-holes. 

The breakthrough of saline tracer to the D-holes for 
the CI-2 annealed network is shown in Figure 1, where the 
value of Ae has been adjusted such that the breakthrough 
curve gi~es the best fit (by eye) to the data and dispersivity 
is zero .. The curve shows·that CICo levels are below the 
values observed. The reason for this can be seen in the 
figure, which al~o shows a snapshot of tracer concentration 
in the configuration at approxim~tely 277 h. CICo is too 
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Figure 1. Simulated tracer breakthrough at the D-holes for RSI 
plotted against the data using the Cl-2-annealed configuration. 
[XBL 921-5219] 

low because there are too many pathways, too much 
advective dispersion, and too much flow to Z-shaft. 

For the co-annealed network the value of Ae was 
adjusted such that the breakthrough curve gave a good 
estimate of the first arrival. The CICo levels obtained were 
far above the values observed due to the sparse network. 
There were too few pathways to get the experimentally 
observed dilution (Figure 2). 

To some extent it is encouraging that these two 
simulations bracket the actual behavior because it may 
indicate that a sufficient number of configurations could 
provide a good estimate of tracer behavior. 

Simulations were run where a low background 
conductivity was given to all the "off' elements. This did 
not significantly affect the breakthrough curve. The effects 
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Figure 2. Simulated tracer breakthrough at the D-holes for RSI 
plotted against the data using the co-annealed configuration. 
([XBL 921-5221] 



of adding nonzero dispersivity to the simulations were also 
studied. The resulting behavior was not in agreement with 
radar results, and it was considered relevant to continue the 
modeling work with zero dispersivity in order to see how 
well pure advective dispersion due to the network geometry 
could represent tracer breakthrough. 

MODELING THE SECOND RADAR-SALINE 
TRACER EXPERIMENT 

The second Radar-Saline experiment was simulated 
on both the CI-2 annealed network and the co-annealed 
network. An injection flow rate of 0.2 L/min was applied 
at the C2 node. A flow rate of 0.13 L/min was applied at 
the Validation Drift. Thus the drift was a much weaker 
sink than the D boreholes were in the first Radar/Saline 
test. Only one breakthrough was obtained to simulate the 
average breakthrough for all parts of the drift. 

The breakthrough of saline tracer to the Validation 
Drift based on the CI-2 annealed network is shown in 
Figures 3 and 4, where the value of Ae is the same as in 
Figures 1 and 2, respectively. 

This simulation does a good job of matching the first 
arrival, but the curve shows that C/Co now levels out well 
above the values observed. In the first Radar/Saline test, 
the reverse was true: C/Co never got as high as the final 
observed value. This change in the relative positions of the 
data and the simulated values between the first and second 
Radar/Saline tests is surprising. Contrary to the model 
results, the data indicate that there is not much change in 
C/Co. 

The co-annealed network gave a first arrival that 
matched the data for the first arrival reasonably well. C/Co 
again levels out far above the values for the simulation of 
the first Radar/Saline test and higher than those observed 
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Figure 3. Simulated tracer breakthrough at the Validation Drift 
for RSII plotted against the data using the CI-2 annealed 
configuration. [XBL 921-5220] 
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Figure 4. Simulated tracer breakthrough at the Validation Drift 
for RSII plotted against the data using the co-annealed 
configuration. [XBL 921-5222] 

for the second test. Essentially, the trend in this simulation 
is the same as that in the second Radar/Saline test using the 
CI-2 configuration. The simulations show the proportion 
of tracer to water increasing as the total flow to the drift 
decreases. The data show that this proportion is relatively 
unaffected by the change in conditions induced by the drift. 
Apparently the modeled results for C/Co are controlled by 
boundary conditions that may be somewhat unrealistic. 

PREDICTIONS OF TRACER TRANSPORT 
FROM THE T BOREHOLES 

Four tracer test predictions (called cases 1 through 4) 
were made. These are divided into two groups: The first 
group consists of tracer transport from various sources to 
the drift. The second group is one case of transport from 
T2 when Tl is open to atmospheric pressure. Each of these 
predictions were simulated twice, once with the CI-2 
configuration and once with the co-annealed configuration, 
as described above. No dispersion coefficient was used. 

There was very little difference between the estimates 
for Cl- 2 and the co-annealed configurations for Case 4, 
probably because our models do not have very much 
resolution on the scale of the distance between these two 
boreholes. Thus this estimate is probably more dependent 
on the level of discretization than the others. 

Figure 5 shows an example breakthrough curve 
generated with the co-annealed configuration versus the 
actual data. This predicted curve is typical of all the 
predicted curves in that the breakthrough is much steeper 
than that observed. The reason for this is the flow pattern 
generated by the hydraulic conditions of the tracer tests was 
confined to a few channels within the configurations. Flow 
from the injection points to the drift was consequently 
equivalent to plug flow. In contrast, the flow conditions 
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Figure 5. Predicted breakthrough into the Validation Drift from 
T2 for the co-annealed configuration. [XBL 921-5226] 

imposed by the stronger source of the Radar/Saline test 
conditions incorporated more channels, and the 
breakthroughs were not as steep. 

The models do reasonably well in predicting the 
breakthrough times. The exception is breakthrough to the 
drift from the 1'2-T1 test. In this case, however, the flow to 
Tl was significantly overestimated, and this made the sink 
at Tl overwhelm the sink at the drift. In other words. the 
hydraulic conditions were not well represented, so the 
tracer prediction was off. In general, C/Co max is 

Flow Modeling for the Stripa SCV Site 

J. C. S. Long. A. D. Mauldon. and K. Karasaki 

Geophysical and hydrologic data from a location in 
the Stripa Mine in Sweden, called the Site Characterization 
and Validation (SCV) block, has been used to create a 
series of models for flow through the fracture network. The 
conceptual model based on this data consists of the 
location, orientation, and extent of seven fracture zones. 
The fundamental goal of this part of the program was to 
build a fracture flow model based on an initial data set and 
to use this model to make predictions of the flow and 
transport behavior during a new test. Then given data from 
the new test, predict a third test, etc. First a flow model 
was constructed based only on interference tests called the 
Large Scale Cross-hole tests (LSC). This model was used 
to calculate the results of an experiment called the SDE. 
The SDE measured flow into a series of parallel boreholes 
drilled such that they simulated the hydraulic boundary 
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underestimated. The reason for this is that much of the 
tracer in the models does not reach the drift, whereas nearly 
all the tracer was recovered in reality. Poor knowledge of 
boundary conditions is probably the cause of this problem. 

In conclusion, it seems as if these hydraulically based 
models do reasonably well in predicting arrival times. 
However, more physical reality, e.g., more channel 
conductance variability, may be needed to capture more of 
the transport behavior. Prediction of tracer transport is 
more sensitive to the boundary conditions than prediction 
of flow. 
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conditions formed by a drift. The drift was then actually 
excavated and both inflow into the drift and head 
perturbation due to the drift were predicted using a model 
constructed from the LSC and the SDE data. In all cases, 
actual measurements were compared with the predictions. 
This sequence was carried out using both simple two­
dimensional models of the only fracture zone to intersect 
the drift (the H-zone) and a three-dimensional model of the 
seven fracture zones. 

MODELING APPROACH 

The models prepared for the Stripa Project can be 
characterized as "equivalent-discontinuum" models. An 
equivalent-discontinuum model is one that uses a partially 
filled lattice of one-dimensional conductors to represent 



equivalent fracture flow paths. The model is designed to 
represent the discontinuous nature of fracture flow in a 
simple manner under two principles: (I) that all partially 
connected systems have universal properties described by 
percolation theory and, therefore, (2) that it is reasonable to 
represent the real, complex system by a simpler lattice. In 
other words, fractures or fracture clusters can be 
represented by some average equivalent conductor, and the 
flow of fluid through the rock can be modeled on a partially 
filled lattice of such conductors. 

Equivalent-discontinuum models are derived starting 
from a specified lattice or "template." An inverse analysis 
is performed on the template to find a pattern of lattice 
elements (a configuration) that can reproduce hydrologic 
data observed in the field. In general, interference test data 
are used. The inversion finds arrangements of conductors 
in space that behave like the observed head and flow 
responses. In a sense the inversion is a method for directly 
and simultaneously interpreting multiple well tests in a 
simple arrangement of conductors. Once the inversion has 
been accomplished the model can be used to predict 
behavior in the fracture system under different flow 
conditions. 

CONCEPTUAL MODEL 

The lattice template is in effect a conceptual model 
for a fracture system chosen a-priori data. When the 
fracture flow is concentrated along fracture zones, the 
template can be constructed only along the planes of the 
fracture zones. The hydrologic conceptual model used by 
LBL for the SCV predictions was patterned directly after 
the seven-zone structural model. The seven zones (A, B, H, 
I, M, K, and J) are considered to be the predominant 
conductors in the block. According to the evidence 
collected, only about 10% of the flow occurs outside of 
fracture zones. However, the transmissivity within the 
fracture zones is not uniform. Consequently, the 
hydrologic conceptual model is based on a hierarchical 
understanding of the fracture system. The large-scale 
features, i.e., the fracture zones, are considered explicitly 
and are defined by interpretation of the characterization 
efforts. Within these features there is a myriad of fractures, 
some of which are important for flow and most of which 
are not. This was evidenced in the Validation Drift, where 
nearly all the water came in through the H zone and 80% 
from one fracture in the H zone. Therefore, the location of 
the conducting elements within a zone was treated 
stochastically. 

SIMULATED ANNEALING 

Once the template is specified, "Simulated 
Annealing" (Davey et aI., 1989) is used to conduct a 
random search through the elements of the lattice to find a 
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configuration that matches the hydraulic test data. At each 
iteration, the configuration is used to calculate the response 
to an in-situ test, such as an interference test. The 
calculated response is compared with the real response, and 
the "energy," a term expressing the difference between the 
measured responses and the calculated responses, is 
computed. A lattice element is then chosen. If the element 
is present, or "on," then it is turned "off' or visa versa. If 
the energy is decreased, the change in the configuration is 
kept. If the energy is increased by the change, the choice of 
whether to keep the new configuration or not is made 
randomly on the basis of a probability proportional to the 
amount of energy increase. This allows the algorithm to 
"wiggle" out of local minima and find a more global 
solution. 

Simulated Annealing results in a nonunique solution. 
This is considered to be an advantage, because (1) there are 
never enough data to truly determine a unique model, and 
(2) Simulated Annealing obtains a series of models that are 
comparably probable and which can be used to make a 
series of predictions. Thus the approach is stochastic. 

In summary, the approach short-circuits the process 
of inferring flow paths through detailed geometric analysis 
of individual fractures. The individual fracture statistics are 
used qualitatively in the construction of the lattice, and 
annealing is used to find lattice configurations that make 
sense for hydraulic behavior. This leads to a model that 
behaves like the system observed. 

TWO-DIMENSIONAL MODELS 

The most important fracture zone for the calculation 
of flow into the Validation Drift was the H-zone. The H­
zone was the only major zone to intersect the drift. 
Consequently, much of the analysis can be reduced to two 
dimensions by only considering the flow in the H-zone. A 
major advantage of developing the two-dimensional models 
was that they are very appropriate for predicting tracer 
transport in the H-zone. 

PREDICTION OF THE SIMULATED DRIFT 
EXPERIMENT 

A two-dimensional template was designed to get as 
much detail as possible in the vicinity of the D-holes, to 
offer a large enough mesh to prevent the transients from 
reaching the boundary too soon, and to keep the number of 
elements and bandwidth as small as possible for efficient 
annealing. A prediction of the SDE results was made by 
annealing this lattice to the CI-2 Large Scale Cross-hole 
Test and ignoring all prior information from the D 
boreholes. The resulting configuration is shown in Figure 
1. Figure 2 shows the match between the observed well 
responses and the model responses. 



2-D C1-2 annealed mesh 
(Dead-end elements dotted) 

Figure 1. The two-dimensional model annealed to C1-2. [XBL 
9110-2207] 
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Figure 2. Comparison of C1-2 well test response data to model 
results. [XBL 9111-2427] 

The mesh was then adjusted to calculate the effects of 
the SDE. In this case only two monitoring points within 
the H zone actually contributed draw down data that could 
be used in the annealing or for checking the CI-2 
prediction. Table I shows the measured flow and the 
predicted values for the CI-2 annealing, respectively. 
Annealing to CI-2 has provided enough information to 
predict the SDE flow rate and one of the observed 
drawdowns within the estimated experimental error. The 
other drawdown in zone H was too small by at least 17 m. 
To some extent, this is not surprising, because the SDE 
caused draw downs in both zones H and B, whereas the CI-
2 tests only affected zone H. Hence, the CI-2 results are 
most appropriate for the two-dimensional model. 

PREDICTION OF THE V ALIDATION DRIFT 
INFLOW 

In order to predict the effects of excavating the 
Validation Drift, the mesh was annealed simultaneously to 
both the CI-2 and the SDE (co-annealing). Once the model 
that predicts the SDE was defined, a skin was applied in 
order to predict the inflow and drawdown due to 
excavation. 

A co-annealing case was set up by treating the SDE 
as a constant-flow well in a pseudo-steady-state calculation. 
Co-annealing was started from the configuration obtained 
by annealing to CI-2. After 2588 iterations, co-annealing 
was halted. The resulting network is significantly different 
from the network derived for CI-2 annealing alone because 
it is sparser and consequently closer to the percolation limit 
of 50%. Co-annealing has been able to match all of the 
data extremely well with the exception of SDE drawdown 
in W2-4. 

To calibrate the mesh to the SDE, the inner boundary 
condition at the D boreholes was set to constant flow equal 
to 0.768 L/min. The resulting head at the D boreholes 
minus 17 m (representing the difference in pressure head 
between the SDE and the atmospheric conditions in the 
drift) was the constant-head boundary used to simulate the 
drift. 

Permeability near the drift was expected to change as 
a result of blasting, degassing, drying, stress changes, etc. 
The physics associated with each of these is poorly 

Table 1. Prediction of flow into the SDE using two-dimensional model annealed to 
C1-2 

B/H interval 

Name Interval 

D-H 24-27 

Measured 
Conceptual zone flow (L/min) 

in interval drawdown = ? 

H (24-26) 0.768 ±0.2 
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Calculated 
flow (L/min) 
head =-8 m 

1.07 



understood. However, a low-permeability skin can be 
inferred from the head data recorded in the boreholes 
emanating from the Macro-permeability Drift just to the 
west of the SCV block (Wilson et al., 1981). According to 
those data, the best estimate of the average permeability in 
the first 5 m should be 0.25 the average permeability 
elsewhere; that is, KjK = 0.25. A low estimate of K/K = 
0.05 and a high estimate of Ks/K = 0.41 can also be justified 
on the basis of data from individual boreholes in the drift. 
The decreased permeability was applied in the elements 
within 5 m of the drift wall. The resulting flow into the 
drift is given in Table 2. 

The best prediction (i.e., K/K = 0.25) of flow into the 
H-zone (Le., into the Validation Drift) was 0.54 L/min, 
about a factor of 5 too high. Even the lowest prediction 
was almost twice as large as the measurement. However, it 
was possible to predict the drawdown at WI-5 quite well 
with the best estimate, and as before, the estimate of 
drawdown at W2-4 was not very good. The best estimate 
of skin was K/K = 0.25. A model with KjK = 0.025 was 
required to make the flow equal to 0.1 L/min. 

THREE-DIMENSIONAL MODELS 

The three-dimensional model, called the zone model, 
uses the conceptual model developed by Black et al. (1991) 
explicitly. The zone model includes only the fracture 
zones. Each zone was modeled as a portion of a plane with 
extent and location as determined by the geophysical 
investigations. Within the block, each zone was discretized 
by a square grid of one-dimensional conductors that were 
annealed to the well test data. This model reflects what can 
be learned from a combination of geophysical data and 
hydraulic data. 

THE TEMPLATE 

The template for the three-dimensional models shown 
in Figure 3 contains the seven fracture zones identified in 
Black et al. (1991). The H-zone stands out in the figure 
because it was more finely discretized than the other zones. 
Each zone was represented by a disc, but conductive 
channels are assigned to the discs only within the block, as 
shown on the figure. It does not show the 200-m-Iong "fin" 
elements that connect nodes on the boundary of the block to 

Figure 3. The three-dimensional zone template. [XBL 921-5543] 

the constant-head hydraulic boundaries. The north side of 
the block was a "no-flow" boundary as in the two­
dimensional case. 

ZONE MODEL BASED ON TRANSIENT Cl-2 
DATA 

A two-stage prediction was done with the zone 
model. First the 3-D template was annealed using only the 
Cl-2 data, leaving out all information from the D 
boreholes. This model was subsequently used to predict the 
SDE experiment. The SDE information was then used to 
update the model and to predict the effect of excavation of 
the Validation Drift. 

Table 2. Prediction of flow into the VD drift using two-dimensional model calibrated to the 
SDE. 

B/H interval Conceptual Measured Calculated flow (L/min) ± 0.2 
zone flow (L/min) 

Name Interval in interval KslK = 0.025* KsIK= 1 KsIK= 0.41 KsIK= 0.25 KslK = 0.05 

D-H 24-27 H (24-26) 0.1 ±? 0.84 0.66 0.54 0.18 

*Skin required to make the flow equal to 0.1 L/min. 
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The annealing of this large three-dimensional 
problem took several weeks. It was not possible to do co­
annealing with both the CI-2 and the SDE in the time 
available. Consequently, configurations formed as the Cl-
2 annealing progressed were used to predict the SDE 
drawdowns. This showed that the CI-2 annealing was 
converging on a solution that would also do well predicting 
the SDE. 

The model annealed to CI-2 provides a good estimate 
of the H-zone flow into the D boreholes during the SDE. 
However, it overestimates the flow through the B-zone by 
about a factor of 2. The drawdowns are on average about 
right. The annealed model was calibrated by decreasing the 
conductance of all the elements by 25%. This improves the 
model prediction of flow into the D boreholes but does not 
affect the drawdowns. In essence, these changes reflect the 
confidence in the information from the CI-2 test with 
respect to the pattern of conductances, but there was more 
confidence in the SDE as a good measure of average 
permeability of the rock. This new model was used as a 
basis for all the remaining calculations. 

PREDICTION OF THE V ALIDATION DRIFT 
INFLOW 

To predict the drift effects, the boundary conditions 
where the D boreholes intersect the H- and B-zones were 
set to constant flow equal to that measured (0.768 and 
0.942 L/min, respectively), the resulting head at the D 
boreholes was calculated, and then constant heads were 
assigned to these locations equal to the calculated heads 
minus 17 m in order to simulate the drift and the remaining 
open D boreholes. 

Using the estimates of the ratio of skin permeability 
to average permeability (K sf K) described above, the 
conductivity of the elements within 5 m of the drift wall 

was decreased by factors of 0.41, 0.25, and 0.05. To 
actually match the observed flows, the permeability around 
the H-zone must be reduced by a factor of 67 and in the B­
zone by a factor of 11. The best estimate of drift inflow 
was high by a factor of 5, and inflow to the B-zone is high 
by a factor of 2. 

CONCLUSIONS 

The prediction of the SDE experiment with this 
technique was extremely accurate and very encouraging. 
However, very little can be learned about annealing from 
the comparison of prediction with data for the Validation 
Drift inflow. All the estimates are too high by a factor 
between 5 and 8. The reason for this is not known, but 
there is strong evidence for two-phase flow around the drift 
caused by degassing of nitrogen as water reaches the 
atmospheric boundary of the drift. This complex flow 
condition is not yet well understood. 
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A Summary of Subsurface Hydrological and Hydrochemical Models 

D. C. Mangold and C. F. Tsang 

One major task facing hydro geologists and 
geochemists today is the modeling of groundwater transport 
of chemical species, incorporating equilibrium and kinetic 
chemical reactions along the flow path. The coupling of 
physical flow and transport processes with chemical 
reactions is a conceptual, mathematical, and numerical 
challenge in the modeling of subsurface flow. 

In the work reported on here, Mangold and Tsang 
(1991) attempted to summarize in one place a number of 
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major numerical codes with comparative tables. The 
information for the codes was first obtained from earlier 
summaries of subsurface hydrological and hydrochemical 
transport codes. These summaries were from published 
reviews (e.g., Wang et aI., 1983; Javandel et al., 1984; van 
der Heijde et al., 1985; Yeh and Tripathi, 1989), and from 
data centers for codes such as the International Ground 
Water Modeling Center and its Newsletter (1984-1990). In 
as many cases as possible, the code developers were 



directly consulted and the original documentation for the 
code was reviewed. Moreover, references were compared 
with one another to ensure accuracy. 

The motivation behind this area of research is largely 
the current concern regarding the migration of chemical 
contaminants, organic and inorganic, that threaten public 
groundwater supplies, livestock and crops, and wildlife. 
Long-term isolation of radioactive waste, especially high­
level nuclear waste, also demands reliable hydrochemical 
models (Tsang, 1987). Reliable models are needed to 
safeguard the public interest by assisting in the detection, 
monitoring, and cleanup of toxic contaminants in 
groundwater. Many practical and scientific issues of 
interest have developed from these problems and require 
careful consideration. A number of simple hydrological 
and hydrochemical models have been developed to address 
these practical issues. To check the applicability of simple 
models and to develop complex models, we need greater 
scientific understanding of the coupled physico-chemical 
processes occurring between a fluid with dissolved reactive 
species and a porous and/or fractured rock matrix 
containing reactive minerals. The coupling of solute 
transport with reactive chemistry demands a further 
advance of our understanding and simulation of the 
processes of subsurface flow. 

HYDROCHEMICAL MODELING 

In the past hydrological transport modeling and 
aqueous chemical equilibrium modeling were developed 
separately. Only relatively recently have coupled models 
been developed. Numerical simulation of hydrogeological 
systems has become an established method in hydrologic 
transport studies. Different codes address different aspects 
of fluid flow and mass transport, such as flow of 
conservative solutes in strata of different permeability and 
storativity, flow in anisotropic porous media, nonisothermal 
(coupled fluid and heat) flow, and, to a limited extent, flow 
in unsaturated and fractured media. These codes solve 
initial and boundary value problems for steady and transient 
processes. Similarly, the modeling of equilibrium aqueous 
chemistry has become well established. Speciation models 
have been developed to predict concentrations of the ions 
and complexes that will be formed, their thermodynamic 
activities, and the saturation state of the water with respect 
to different species and minerals. A variety of different 
chemical reactions have been modeled, including 
complexation, sorption, dissolution/precipitation, redox, 
acid-base, mineral alteration, and gas-solution equilibria. 

The joining of hydrologic transport models and 
aqueous chemical models is an active area of research by a 
number of research groups. To date, most of the efforts 
along this line have been restricted to the case of a 
constant-velocity flow field in one or two dimensions. 
Generally, a sophisticated coupled hydrochemical model 
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would incorporate a fully three-dimensional flow field with 
the capability to simulate heterogeneities and complex 
time-dependent boundary conditions. It would also 
incorporate a large number of chemical reactions, including 
nonequilibrium reaction kinetics. Such a model would 
represent a powerful tool for numerical simulation of 
hydrochemical systems. However, the lack of super-large 
computers, adequate databases, and experienced code users 
usually limits the development and utilization of such very 
complex models. 

The 56 codes summarized in Mangold and Tsang 
(1991) were chosen in three broad classes that correspond 
to their general area of application: geochemical models, 
solute transport models, and hydrochemical models that 
combine chemical and transport models. We restricted the 
scope of our summary to deterministic models, although 
there has been a significant effort in the development of 
stochastic models in recent years. Codes were selected on 
the basis of several criteria: (1) they should have appeared 
in the open literature with detailed descriptions, (2) they 
should have been verified and validated to some extent, (3) 
they should have been applied to the analysis of field 
problems or to the study of specific physical or chemical 
processes, and (4) among a family of codes (i.e., codes that 
are modifications and improvements of each other), only 
one representative code should be included. To some 
degree any such selection is arbitrary and limited, but we 
hope that the codes listed in the paper provide a reasonable 
representation of the state of the art in this rapidly 
advancing field. We invite readers' comments or 
suggestions, and any additions and corrections are 
particularly welcome. 

CONCEPTUAL FORMULATIONS 

The physics and chemistry of reactive hydrochemical 
transport result in a system of coupled flow, transport, and 
reaction equations that can be solved by analytical or 
numerical methods by means of computer models. 

For flow equations, a number of analytical solutions 
(e.g., Theis solution, Jacob-Hantush solution, etc.) and 
numerical solutions have been available, especially for 
saturated flow in porous media. Current developments in 
the literature have concentrated attention on at least two 
areas of practical concern in the field: fracture flow and 
unsaturated flow. Aspects investigated in recent studies 
include different kinds of multiphase flow, gas flow, 
unsaturated flow in fractures, coupled effects, flow of 
nonaqueous phase liquids (NAPL) , flow in soils, and 
others. Although much work has developed from studies of 
soil systems and shallow unconfined aquifers, some studies 
indicate broader applications of this research. 

A number of solutions of the transport equations have 
also been available for saturated porous media, but some 
difficulties still remain unresolved. One major question is 



the dispersion coefficient; numerous attempts have been 
made to account for its time- and distance-dependence. 
Other unresolved questions in the literature are found in the 
interpretation of solute transport in fractured media, which 
displays strong spatial variability, resulting in high-flow 
channels and strong tortuosity. Unsaturated transport is 
another area that is actively being developed, including gas 
phase transport in unsaturated fractures and other topics. 

Stochastic models for flow and transport are currently 
being developed in an attempt to account for heterogeneity 
in the medium and to calculate the corresponding flow and 
transport by a probabilistic representation. This active and 
developing area of ongoing research was beyond the scope 
of the paper summarized here. 

Mathematical formulations of chemically reactive 
aqueous systems have existed for some time but now are 
being actively pursued in order to incorporate redox 
reactions, gases, organic compounds, different forms of 
sorption, and non equilibrium or partial equilibrium 
modeling. One line of current development is the use of the 
Pitzer virial equations to extend the capabilities of reactive 
models to high ionic strengths. In the area of both high and 
low ionic strengths, a major concern is the adequacy of the 
thermodynamic database to support the necessary 
calculations. In many cases, obtaining an internally 
consistent set of thermodynamic data for the species and 
minerals to be incorporated in the model is one of the 
greatest concerns for geochemical modeling. 

NUMERICAL FORMULATIONS 

The numerical solution of the systems of partial 
differential equations (PDEs) and algebraic equations found 
in these m~dels, coupled or uncoupled, has been a major 
focus of recent research. For PDEs, the main numerical 
approaches utilized are the finite-difference method (FDM), 
the integral finite-difference method (IFDM), and the finite­
element method (FEM). FDM is the simplest to implement 
but requires a regular grid even for highly irregularly 
shaped regions. It represents normal gradients by 
differences but cannot account for tangential gradients. 
IFDM is an integrated form of the FDM approach that can 
represent irregularly shaped volume elements in three 
dimensions. If the geometric mesh is carefully designed for 
a given problem, gradients can be properly accounted for in 
the IFDM approach. The FEM (typically with the Galerkin 
weighting scheme) can handle irregular geometry and 
tangential as well as normal gradients in a sophisticated 
manner but is the most complex scheme for computation. 
Many new techniques are being tried for both analytical 
and numerical solutions. The conjugate gradient method 
for iterative matrix calculations, operator-splitting methods. 
with self-adaptive grids for FEM approaches, transfer­
function models, and others are being actively pursued. No 
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one approach or method has become better than all others. 
Instead, different methods have worked well in different 
applications. There is a rather large literature on these 
subjects. 

For coupled hydrologic and transport models there 
have been two basic approaches to the coupling of 
chemistry and transport. One is to use substitution of 
variables to form one set of equations, the fully coupled or 
direct substitution approach, and the other is to solve the 
chemical relations and transport equations sequentially at 
each time step (see, for example, Yeh and Tripathi, 1989). 
Both approaches are in wide use, and their relative 
advantages and disadvantages are still under discussion. 

Two opposite trends appear to be influencing the 
numerical formulation of these codes. In one, increasing 
attention is being paid to algorithms that may be easily 
adapted for vector processing and parallel processing on 
multiprocessor supercomputers. In the other, codes 
originally implemented on mainframes have been adapted 
to workstations and personal computers for use by an 
increasing number of practicing hydrologists. 

SUMMARY OF CODES 

The 56 codes reviewed in Mangold and Tsang (1991) 
were listed in tables as described below for a succinct 
summary of their source and capabilities. It should be 
noted that codes are continually being improved and their 
capacities enlarged, so the present tabulation only 
represents a "snapshot" in time of each code's 
development. In the appendix of the paper further 
information was given on the applications and validations 
of each of the codes. The codes were identified in that 
appendix by their reference number as defined in the tables. 

Geochemical Models 

These models were summarized by basic reference 
information, solution methods, the number of various 
chemical constituents allowed, method for activity 
coefficient determination, sorption models, number of 
minerals participating in precipitation/dissolution, and 
temperature and pressure ranges for eight geochemical 
models. 

Solute Transport Models 

These models covered a broad spectrum of codes 
with varying capacities and areas of application. To 
facilitate the summary, categories were made under four 
headings: solution methods, systems that can be modeled, 
flow processes included in the model, and transport 
processes included. The significant features of each code 
were briefly indicated under each category. The flow path 
network models follow the transport of a large number of 



particles through geometric flow paths in the medium rather 
than assuming a continuum for flow. These codes are 
useful for certain kinds of transport studies, but because of 
the problems that arise in calculating dispersion and 
generalizing to three dimensions, this approach is less 
frequently employed. 

Hydrochemical Models 

As an example of the code summaries from the paper, 
Table 1 gives some basic information about hydrochemical 
models that have been increasingly the focus of 
development. The coupling relations and methods are 
listed with information on aqueous speciation, activity 
coefficient equations, sorption models, precipitation/ 
dissolution capability, and possibility for nonisothermal 
calculation. A few models incorporate kinetic reactions. 
Because many of these codes are undergoing continual 

Table 1. Hydrochemical models (Part 1). 

development, the authors of the code should be contacted 
directly for details. 

CODE APPLICA nONS AND 
FIELD/LABORATORY VALIDATIONS 

The original paper includes a concise description of 
the published information concerning applications of each 
code listed by reference number from the tables, 
verification of the code by comparison with analytical 
solutions or other codes, and any validation against either 
field or laboratory data. The applications brought out some 
particular features of a code that may be useful in specific 
situations. Some related codes were cross-referenced for 
the readers' convenience. When a code was proprietary, it 
was noted. References from the literature for these 
applications and validations were also listed. 

Specific references for the applications and 
validations of each of the 56 codes were given. 

Model Unnamed Unnamed Unnamed Unnamed Unnamed CHEMTRN 

Authors J. Rubin D.A.Grove A.J. Yalocchi A.A. Jennings M.P. Walsh C.W. Miller 
R.Y. James W.W. Wood et aI. et al. et al. L.Y. Benson 

Date 1973 1979 1981 1982 1982 1983 

Ref. 7.1 7.2 7.3 7.4 7.S 7.6 

Inst. USGS USGS Stanford Notre Dame Univ.ofTexas LBL 

Dimensions 1 2 1 1 1 

Coupling Relation CoT CoT CoT CoT CoT CoT 

Coupling Method direct 2-step direct direct 2-step direct 

Aqueous Speciation no yes no yes yes yes 

Activity Coeff. no D-H no no Davies Davies 

Sorption IE IE IE SC L IE, SC 

Precip./Dissol. no yes no no yes yes 

Temp. constant constant constant constant constant constant 

Note: All models employ chemical equilibrium calculations. 
Explanation of abbreviations: C-T = coupling between chemical relations and transport equations; direct = chemical relations 
and transport equations solved simultaneously; 2-step = chemical relations and transport equations solved sequentially; D-H = 
extended Debye-Hiickel equation; IE = ion exchange, L = Langmuir adsorption; SC = surface complexation model. 
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Table 1. Hydrochemical models (Part 2). 

Model Unnamed CPT MININR FIESTA CTMlD Unnamed 

Authors H.D. Schulz D.C. Mangold A.R. Felmy T.L. Theis J.R. Morrey P. Ortoleva 
E.J. Reardon C.P. Tsang et al. et al. C.J. Hostetler 

Date 1983 1983 1983 1983 1985 1985 

Ref. 7.7 7.8 7.9 7.10 7.11 7.12 

Inst. Kiel Univ. LBL PNL Notre Dame PNL GeoChem 
Germany Res. Assoc. 

Dimensions 2 3 1 1 1 1 

Coupling Relation C-T C-F C-T C-T C-T C-T 

Coupling Method 2-step 2-step 2-step 2-step 2-step direct 

Aqueous Speciation no no yes yes yes no 

Activity Coeff. no no Davies Davies Davies no 
&D-H &D-H 

Sorption IE no L L IE,TL no 

Precip./Dissol. yes yes yes no yes yes 

Temp. constant variable constant constant constant constant 

Note: All models employ chemical equilibrium calculations, but the one by Ortoleva includes kinetics. 
Explanation of abbreviations: C-F = coupling between chemical relations and fluid flow equation; C-T = coupling between 
chemical relations and transport equations; direct = chemical relations and transport equations solved simultaneously; 2-step = 
chemical relations and transport equations solved sequentially; D-H = extended Debye-Huckel equation; IE = ion exchange, L = 
Langmuir adsorption, TL = triple layer model. 

Table 1. Hydrochemical models (part 3). 

Model 

Authors 

Date 

Ref. 

Inst. 

Dimensions 

Coupling Relation 

Coupling Method 

Aqueous Speciation 

Activity Coeff. 

Sorption 

Precip./Dissol. 

Temp. 

CHMTRNS 

J. Noorishad 
et al. 

1987 

7.13 

LBL 

1 

C-T 

direct 

yes 

Davies 

IE, SC 

yes 

variable 

DYNAMIX 

T.N. Narasimhan 
et al. 

1985 

7.14 

LBL 

3 

C-F 

2-step 

yes 

Davies 

IE 

yes 

constant 

TRANQL THCC FASTCHEM 

G.A. Cederberg C.L. Carnahan c.J. Hostetler 
et al. et al. 

1985 1987 1989 

7.15 7.16 7.17 

Stanford LBL EPRI-PNL 

2 1 1 

C-T C-T C-T 

2-step direct 2-step 

yes yes yes 

no Davies Davies 

IE,SC IE IE, SC 

no yes yes 

constant variable constant 

Note: The model by Noorishad et al. includes kinetics and carbon-13 fractionation in addition to equilibrium calculations. All 
the other models employ only chemical equilibrium calculations. The models by Noorishad, Narasimhan, and Carnahan 
include oxidation-reduction reactions. The FASTCHEM package consists of separate modules for calculating the flow, 
geochemistry, and coupled transport. 
Explanation of abbreviations: C-F = coupling between chemical relations and fluid flow equation; C-T = coupling between 
chemical relations and transport equations; direct = chemical relations and transport equations solved simultaneously; 2-step = 
chemical relations and transport equations solved sequentially; D-H = extended Debye-Htickel equation; IE = ion exchange, 
SC = surface complexation model. 
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Streamline Upwind/Full Galerkin Method for Solution of Convection-Dominated 
Solute Transpo:r:t Problems 

J. Noorishad, c. F. Tsang, P. Perochet,* andA. Musy* 

Difficulties in numerically solving high-Peelet sharp­
front transport problems have resulted in the development 
of a host of effective solution approaches and remedies. A 
elass of the more familiar and widely used schemes is based 
on the upstreaming (upwinding) idea that was first 
introduced in the finite-difference solution methods 
(Heinrich et aI., 1977). The shortcomings of the earlier 
upwind solution techniques have led to the development of 
the multidimensional upwind (e.g., Cantekinand 
Westerink, 1990) and streamline upwind (e.g., Brooks and 
Hughes, 1982; Noorishad et al., 1992) Petrov-Galerkin 
methods. These techniques efficiently and superbly 
eliminate most of the solution difficulties. 

The basic numerical technique employed in the early 
upwind methods lacked 'sufficient orders of accuracy to 
cope with the demands of the convection-dominated 
transport problems. For example, a Crank-Nicolson 
Galerkin finite-element (CNG) transient solution of a I-D 
sharp-front high-Peelet transport problem exhibits 
psciIIations along with some smearing of the front. Similar 
behavior is observed when steady-state solutions of I-D 
and 2-D convection-dominated transport problems are 
sought (Brooks and Hughes, 1982; H~inrich et aI., 1977) 
using the Galerkin finite-element (G) method. Introduction 
of a measure of upwinding (resulting modified methods are 
referred to as UCNG and UG) or addition of a quantity of 

* Institut de Genie I Rural, Ecole Poly technique Federale, CH-1015 
Lausanne, Switzerland. 

I 

I 
I 

91 

artificial diffusion (resulting modified methods are referred 
to as CNG+ and G+) in the solution process leads to 
dramatically improved results in the transient problem and 
grid point exact solutions in the steady-state cases. CNG is 
fourth-order accurate in space and second-order accurate in 
time, whereas G is second-order accurate in space (Donea 
et aI., 1987). The success of the upwind solution process in 
the above cases has but one logical explanation: the 
upwinding indirectly increases the order of the accuracy of 
the basic techniques used for the solution. Noorishad et aI. 
(1992) provide an in-depth discussion of this phenomena. 
The essence of the basic upwind remedy seems to be in the 
balance that it helps to achieve among the error terms of the 
truncated Taylor series expansion of the gradient term 
(time/or space) of the transport equation. However, as is 
well known, the upwinding does not bring any measure of 
remedy when more realistic problems need to be solved. 
Excessive smearing of the results, crosswind diffusion, and 
grid orientation effects are generally caused by upwinding 
in complex problems. 

DEVELOPMENT OF AN ALTERNATIVE 
CONCEPT 

The shortcomings mentioned earlier led to the 
development of the streamline upwind/Petrov-Galerkin 
(SUPG) method (Brooks and Hughes, 1982). In this 
technique the upwinding is performed along the streamline, 
in a (consistent) Petrov-Galerkin formulation: The results 
obtained with SUPG differ from those obtained with the 



classic upwind methods, contrary to the initial impression 
one may develop. To demonstrate this point let us review 
an example solved by the SUPG method in Brooks and 
Hughes (1982). 

Reproduced in Figure 1 is a 2-D steady-state 
transport problem originally posed by Leonard (1979). As 
can be seen, almost all of the crosswind diffusion that 
occurs in a classic solution of the problem (lower part of 
Figure 1) is eliminated when Leonard's (1979) higher-order 
solution approach is used (upper part of Figure 1). The 
SUPG and G solutions of the same problem by Brooks and 
Hughes (1982) and their exact solutions are shown as SU2, 
G and exact (E) graphs in Figure 2. The SUI and QU 
graphs in the figure are results of alternative solution 
methods that are not of immediate relevance to the present 
discussion. Comparisons of the SU2 and G graphs reveal 
the role of SUPG in damping out of most of the weigles 
(inherent in the response of the low-accuracy methods, such 
as G and CNG). The reason becomes obvious if we notice 

¢ ~ 1 .... ~. 
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Figure 1. Crosswind diffusion in an oblique sharp-front 
convection (from Leonard, 1979). [XBL 923-542] 
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Figure 2. Solutions of the oblique sharp-front convection 
problem for various flow directions; exact, E; streamline 
upwind/Petrov-Galerkin, SUI, SU2; quadratic upwind, QU; 
Galerkin, G (from Brooks and Hughes, 1982). [XBL 923-543] 

the true direction of the concentration gradient in Figure 1, 
which is perpendicular to the flow direction. The 
upwinding in SUPG in this case is along the flow lines, and 
as a result there is no upwind-related smearing along the 
gradient. Considering our discussion in the preceding 
section and the fact that in the above problem the gradient 
direction is known, we tried an alternative solution of the 
above problem. In this case we prescribed a value of 
transverse dispersivity of aT = 0.02 cm as an artificial 
diffusion in the simple Galerkin approach. Figure 3 shows 
the solution by this approach-which we refer to as the 
Gradient upwind Galerkin (GUG) method-along with our 
repeat SUPG and G solutions for the discussed problem and 
a solution for a less-sharp front. The figure also shows that 
the GUG approach provides an almost weigle-free solution 
at the expense of a small amount of front smearing. 

The SUPG method performs differently in transient 
problem applications. The nature of the process in this case 
can best be visualized if we recast the general advective­
dispersive transport equation in a form more akin to a 
space-time domain description of the transport phenomena. 
Given the transient 2-D convection dispersion transport 
equation, in its simplest form, as 



9",266° 9",45° 9=63.4° and 

'~ ~ ~"":~:'t~ V, 

~~:~;; ~ r\4. ~ 
2IVI~~~~ 

~~~ .~.~ ~.~ \l ~ 
Figure 3. Solutions of the oblique sharp-front convection 
problem for various flow directions; exact, E; Galerkin, G; 
streamline upwind/Petrov-Galerkin, SU; gradient upwind 
Galerkin, GUG. [XBL 923-6070] 

(1) 

where c = solution concentration (ML-3), e = porosity 
(r}L -3), x.y = Cartesian coordinates (L), t = time (T), Dxx, 
Dxy, Dyy = components of the dispersion tensor (L2]'-1), 
and Vx , V y = Darcy velocity (L]'-I). A simple 
rearrangement of the equation, where t is treated as a spatial 
dimension, with a conversion factor of 1 LIf, leads to 

- --von vc - V 0 vc = 0 , (2) 

where 

[ Du 
Dxy 0 

] D = D;" Dyy 0 

0 0 

(3) 
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which is very similar to the expression of 3-D steady-state 
transport with a change of variables: z = ~t for ~ = 1 and 
Dzz = Dzx = Dzy = O. Of course, this opens up the 
possibility of one-step solutions of transport problems in a 
space-time grid. In this approach, stability problems are of 
no concern. Although the merits of this advantage will not 
be pursued much further, the space-time domain concept is 
recruited to provide the proper perspective for the 
development of a powerful solution methodology. To do 
so we consider a I-D transient plug flow problem (pe = 00), 
which in the space-time domain appears as a two­
dimensional steady-convection problem. A solution of this 
problem, in terms of concentration contours, is shown in 
Figure 4. In spite of the stringent initial condition of unity 
concentration, spread over one space length of the first 
(origin) element, there is no noticeable smearing. The 
governing equation depicts the space-time (st) gradient as 

ax",al=l 

i--t---t-- ~=:~ 
c. ",1 

Figure 4. Galerkin space-time (full Galerkin) solution of a 1-D 
plug flow problem using dX = dt = 1, V" = 1. Pe = 00, and Cr = 1. 
Contour intervals are 0.1 units; space-time velocity and gradients 
are marked on the figure. [XBL 923-6069] 



perpendicular to the st velocity direction when jj = 0 (­
indicates the transformed 3-D state). This is verified 
graphically in the figure. Implementing upwinding along 
the st velocity would filter out most of the weigles, as it did 
in the 2-D steady-state problem discussed earlier. 
However, the SUPG method, by virtue of its spatial 
upwinding does not follow this concept. A rigorous 
streamline upwind, in the context of the st domain, is 
achieved by implementing the following dispersion matrix: 

'it = ai V V V 2 

[

V; VxVy 

~ y x y 

IV I DfT OV 
(]V X Y 

where 

....... V·AS 
aL = -;:::::-

21VI 

~ (2 2 2)1f2 I V I = V x + V y + f30 

(5) 

and the symbol - designates the space-time domain 
quantities. 

The artificial dispersion matrix jj* adds to any 
physical tensor jj that may exist. Figures 5 and 6 show the 
solutions of the triangular pulse front without and with the 
st upwind option. As can be judged from these results, 
much improvement is attained as a result of the st upwind 
process. However, we draw attention to the fact that, as 
shown in our earlier examples, there is a limit to the amount 
of weigle filtering by this procedure. The sharper the front, 
the less effective the method. Therefore, as mentioned 
above, gradient upwinding may be the final remedy for 
sharper fronts. Since we still do not have a formal 
procedure for gradient upwinding, we may be able to 
achieve improved results by upwinding along the space 
axes. 

Solving transient problems as steady-state problems 
in the st domain becomes impractical and/or difficult for 
general problems. The easy way to avoid the problem is to 
time march the solution using space-time finite elements 
(Varoglu, 1982; Yu and Heinrich, 1987). Considering the 
effectiveness of the SUPG in the solution of the steady­
state plug flow problem, a natural extension of SUPG to 
transient problems would be to use space-time streamline 
upwinding to reduce the time-stepping errors. Here, 
implementation of jj*, with (XL * in the direction of the st 
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Figure S. Galerkin space-time (full Galerkin) solution of a I-D 
triangular pulse convection (Pe = 00). The pulse is spread over 
eight space elements. In the problem llx = !Jot = 1, V J: = 1, Cr = 1. 
Contour interval is 0.1 units. [XBL 923-6068] 

velocity, will not cause any smearing of the front, at least 
for very high Pec1et problems. We will refer to this 
technique as the streamline upwind/full Galerkin (SUFG) 
method. 

Figure 6. Streamline upwind/full Galerkin solution of the 
problem in Figure 6. [XBL 923-6067] 



APPLICATIONS 

To demonstrate improvements accomplished by the 
SUPG method, we compare its solution of a very sharp 
front 1-D plug flow problem with those of eNG and SUPG 
in Figure 7. We used quadratic (space) line elements for 
the latter methods and bi-quadratic space-time elements for 
the SUPG. We used a modified value of fiL * equal to 1l'S/2, 
which experimentally proved to be better and easier to 
calculate, instead of the earlier definition. Similar 
comparison for a cosine hill is given in Figure 8. The 
SUPG method presented in this paper should function in 
the same class as that of Yu and Heinrich (1986, 1987) if 
we use space streamline upwinding instead of the space­
time streamline upwinding. The difference between the 
two methods vanishes if neither uses upwinding. Both 
techniques, regardless of their upwinding strategies, 
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Figure 7. Solutions of a I-D sharp front plug flow problem using 
the Crank-Nicolson Galerkin (CNG). the streamline 
upwindlPetrov-Galerkin (SUPG), and the streamline upwind/full 
Galerkin (SUFG) methods. [XBL 923-6066] 
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Figure 8. Solutions of a I-D fully convecting cosine hill (with 
14~x spread) using the CNG, SUPG. and SUFG methods. [XBL 
923-6065] 

become ineffective if the front in the convective transport 
problem is very sharp. In this case we need to resort to 
addition of artificial diffusion, accepting the consequent 
front smearing. Irrespective of the degree of difficulty of 
the problem, the SUPG seems to surpass or at least compete 
well with all the techniques we have discussed so far. 
However, some of the comparative findings should, 
naturally, be regarded as preliminary until more extensive 
comparisons are made. 

CONCLUSION 

With the emphasis on the upwind methodologies for 
the solution of the convection-dominated solute transport 
problems, we analyzed the role of the basic upwind 
concept. In this light, the function of the streamline 
upwinding was investigated. Differences were noted in the 
solution processes of the various main approaches, from the 



perspective of space and space-time domains, as they 
pertain to the nature of the problems considered. This 
provided a basis for the introduction of a rigorous 
streamline upwinding philosophy, which was implemented 
in conjunction with a full (space-time) Galerkin finite 
element formulation of the transport equation. The 
technique was applied to a variety of I-D and 2-D 
problems. The performance proved very promising. 
Additionally, applicability of this method in a wider range 
of Courant numbers makes it a robust, versatile tool for 
practical applications. 
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A Variable-Aperture Fracture Network Model For Flow And Transport in 
Fractured Rocks 

A. W. Nordqvist.* Y. W. Tsang, and C. F. Tsang 

Observations of flow and tracer transport conducted 
in fractured media (e.g., Abelin et aI., 1987) are often 
characterized by the following: (1) over a two-dimensional 
surface area, the injected tracer tends to emerge in 
disconnected "spots" rather thari along a continuous "front" 
of a tracer plume, and (2) temporally, the breakthrough 
curves often exhibit mUlti-peak structures. These 
observations indicate that flow is very uneven in fractured 
media and that the discrete nature of the fractures plays a 
crucial role in affecting the advective transport. Hence the 

* Hydraulics Engineering. The Royal Institute of Technology, Stockholm, 
Sweden. 

96 

usual I-D advective diffusive equation, which describes 
transport in porous medium so well, is inadequate for 
fractured media. We have therefore developed a three­
dimensional fracture network model as a tool to study the 
behavior and trends of flow and transport through fractured 
rocks. For details we refer the readers to Nordqvist et al. 
(1991). 

In the past decade, many researchers have used a 
discrete representation of the fractures in modeling flow 
and transport in fractured rocks (e.g., Smith and Schwartz, 
1980; Long et aI., 1982; Endo et aI., 1984; Andersson and 
Dverstorp, 1987; Cacas et aI., 1990). Most of the early 
fracture network studies share the common assumption that 



each fracture can be represented by a pair of parallel plates, 
characterized by a constant aperture. However, field 
observations of flow channeling even ina single fracture 
(Bourke, 1987) contradict the notion that a single fracture is 
well approximated by a pair of parallel plates. In recent 
network calculations, there has been an attempt to represent 
these flow channels artificially by imbedding a number of 
fixed tubes in the single fracture planes of the network. 
However, the phenomenon of flow channeling does not 
arise from physically fixed flow tubes within the fracture; 
rather, they are the selected flow paths of least resistance in 
the potential theory sense. Moreno et al. (1988) 
demonstrated that by allowing a range of aperture values in 
the single fracture plane, the majority of flow tends to 
concentrate in a few selected least-resistive paths, giving 
rise to the observed flow channeling in a single fracture. 
Here in our model, we incorporate the feature of variable 
aperture into each single fracture of the 3-D network model. 

THE VARIABLE-APERTURE FRACTURE 
NETWORK MODEL 

The model generates a network of fractures 
represented by plane circular discs randomly and 
independently distributed in three-dimensional space 
(Andersson and Dverstorp, 1987). The input stochastic 
parameters for the network generation are: position of 
fracture center, fracture radius, and fracture orientation. To 
minimize the effect of the boundaries, the volume within 
which the fractures are generated is larger than the flow 
domain over which simulations of flow and transport are 
made. On the basis of the common field observation that 
the intersections of fractures usually constitute the most 
transmissive regions to flow in a fractured rock, we make 
the hypothesis that fracture intersections may be treated as 
equipotential lines. This hypothesis affords a way to 
incorporate the variable-aperture fracture into the network 
model efficiently, without having to increase the number of 
unknowns in the flow equations beyond that of a network 
of parallel-plate fractures. This is accomplished by 
utilizing a library of transmissivities and residence time 
spectra for single fractures, which we calculate separately, 
and these parameters are assigned to the fractures in the 
network in a stochastic manner. 

Hence, before solving for the flow and transport of 
the whole network, a library of single fracture 
transmissivities and particle transport residence time 
spectra is first established. This is done by following the 
formulation of Moreno et al. (1988). Many realizations of 
single fractures with variable apertures are generated by 
geostatistical methods. Figure 1 shows one realization of a 
fracture generated with a lognormal aperture distribution 
with the mean log aperture log bo and the standard 
deviation CJb in log b. The range of aperture values is 
represented by the shading in the fracture plane; the darker 
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Figure 1. Schematic representation of a single fracture with 
different statistically generated apertures assigned to areas bound 
by grid lines. The aperture values are partitioned into different 
classes of shading, with the smallest apertures corresponding to 
the darkest shading. [XBL 9111-2473] 

the shading, the smaller the aperture value. The linear flow 
through such a square fracture is calculated by imposing 
constant-head boundaries on the top and bottom edges and 
no-flow boundaries on the left and right edges of the square 
fracture. From the calculated steady-state flow Q and the 
imposed hydraulic head gradient !1H, the effective 
transmissivity 't of the fracture is obtained from 

Q = TW!1H , 
I 

(1) 

where I and ware, respectively, the fracture length and 
width. The solute transport calculations are carried out by 
particle tracking, and the spectrum of residence times 
within the fracture of the particles in the advective transport 
from the top to the bottom boundary is calculated. Two 
examples of the residence time spectrum are shown in 
Figure 2. Note how the breakthrough curves display multi­
peak structures, indicating that the range of aperture values 
in the single fracture results in fast and slow paths for 
transport. By performing flow and particle tracking 
simulations on many realizations of single fractures, a 
library of transmissivities Tn and a residence time spectrum 
gn(t) are prepared. All the fractures in the library are 
generated with unit dimensions and unit head difference 
(i.e., 1= 1, W = 1, and!1H = 1). 

The basic concept of how the variable-aperture 
fractures are introduced into the fracture network is 
illustrated in Figure 3. The unit fractures 1 through n of the 
library are generated with the input parameters bo and (J'b, 

and are randomly associated with the fractures in the 
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Figure 2. Frequency plots displaying possible residence times 
(normalized to the time value of the highest peak) and their 
probabilities for two variable-aperture fractures. [XBL 9111-
2474] 

network, so that each network fracture corresponds to one 
library fracture. Several network fractures may correspond 
to the same library fracture. The effective transmissivities 
of the library fractures 'rj are linearly scaled to the actual 
fracture network geometry to give the transmissivities of 
the fractures in the network. Then the flow in the network 
is calculated by solving for the hydraulic heads at each 
fracture intersection. 

Once the flow in each network is obtained, the 
fracture residence time spectra gl(t) through gn(t) of the 
library are used to calculate the residence times of transport 
through the fracture network. Whereas the parameter 'rj 

from the single fracture library has been assigned to each 
fracture in the network flow calculation, the respective 
residence time spectrum gift) will be employed in the 
particle tracking transport calculation. Again, the g;'s need 
to be scaled in proportion to the actual fracture length and 
inversely to the actual head difference between two fracture 
intersections. Note that by making the crucial hypothesis 

98 

3-D Fracture 
Network 

Single Fracture 
Library 

Figure 3. An illustration of the basic concept of how the variable­
aperture fractures are introduced into the fracture network model. 
The 1/S are the effective transmissivities and g ,{t)'s are the 
residence time spectra of the single fractures in the library. [XBL 
9111-5857] 

that fracture intersections are equipotential lines, and by 
adopting the concept that each single fracture only enters 
into the network calculation as the 'rj and gj(t) from the 
library, the size of the numerical problem is controlled by 
the number of fractures in the network, and is not increased 
by tens of thousands, which is the number of nodes needed 
to solve for channeled flow in the single fracture with 
variable apertures. 

RESULTS AND DISCUSSION 

Calculations were carried out in a flow domain of 
30 x 30 m2 in cross section and 15 m in transport length. 
Constant-head boundaries are imposed on two opposite 
boundaries to drive the linear flow, whereas closed 
boundaries are assumed for the other four faces of the flow 
domain. To simulate the transport by particle tracking, the 
particles are introduced into the fracture with the highest 
inflow rate within an area of 100 m2 in the middle of the 
upstream surface instead of the entire surface to minimize 
the influence of the no-flow boundaries. Figure 4 shows 
examples of typical breakthrough curves for 15-m transport 
obtained from different realizations of fracture networks. 
In general, the breakthrough curves of the variable-aperture 
network model have more than one peak. A probable 
interpretation of this is that each peak corresponds to 
transport of particles mainly following a different route 
through the network of fractures. Thus the presence of 
more than one route available for transport through the 
fracture network would lead to this type of multi-peak 
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Figure 4. Breakthrough curves for 15-m transport with the 
variable-aperture fracture network model. [XBL 9111-2478] 

dispersion. Furthermore, the width of the peaks indicates 
that the particles have been subjected to dispersion on a 
smaller scale. This second type of dispersion is due to the 
great number of possible flow paths within each fracture 
originating from the variable apertures. The two different 
scales of dispersion indicate that the variable-aperture 
fracture network exhibits hierarchical structures of 
heterogeneity. 
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Comparison of Theoretical and Numerical Predictions of Capillary Diversion 

C. M. Oldenburg and K. Pruess 

Because of its ability to protect buried waste from 
wetting by downward infiltration, the capillary barrier has 
been the object of considerable interest (Frind et al., 1977; 
Johnson et aI., 1983; Ross, 1990). Briefly, a capillary 
barrier consists of a layer of fine soil overlying a layer of 
coarse soil. In unsaturated conditions, infiltrating water 
may be held in the fine soil by capillary force. If the 
contact between the fine and coarse layers is tilted, the 
moisture that builds up at the contact in the fine layer will 
flow downdip along the contact. This downdip movement 
of moisture in the fine layer is called capillary diversion. 
The width over which infiltration is excluded is called the 
width of the capillary barrier. 

Capillary diversion occurs over a wide range of 
'length scales. For example, the contrasting layers of fine 
and coarse grains in soils create small-scale capillary 
barriers that may greatly affect the flow paths of infiltrating 
water from the surface to the water table (Miyazaki, 1988; 
Kung, 1990a,b). On a larger scale, the geologic formations 
at Yucca Mountain, Nevada, have been suggested as 
forming a possible capillary barrier, which may have the 
potential for keeping infiltration away from the proposed 
high-level nuclear waste repository (Ross, 1990). 

Recently, progress has been made on the theoretical 
study of capillary barriers. Using an idealized system and 
the quasi-linear approximation (Pullan, 1990) for the 
relation between hydraulic conductivity (K) and moisture 
potential (lIf) gives 

(1) 

where a is the sorptive number. Ross (1990) has derived 
the following simple expression for the effective width (L) 
of a capillary barrier: 

(2) 

In Eq. (2), ¢ is the dip of the layers, q is the 
infiltration rate, the asterisks refer to the properties of the 
lower layer, and the subscript s indicates saturated 
conditions. This relation would appear to be quite useful. 
However, because of the potential significance of the 
behavior of capillary barriers on important questions of 
hazardous waste isolation, it is essential that we 
quantitatively assess the theoretical results by an 
independent method. With this goal in mind, we have 
performed a numerical study of an idealized field-scale 
capillary barrier system. 
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In this report, we summarize results of our numerical 
experiments of capillary diversion. It will be shown that 
although the theoretical results are useful for predicting the 
width of the capillary barrier, the behavior of the capillary 
barrier is significantly more complicated than the analytical 
treatment predicts. Specifically, the breakthrough occurs as 
a zone of preferential flow that effectively drains more than 
predicted analytically. This partial drying of the upper 
layer subsequently allows the capillary barrier to once again 
divert infiltration downstream of the initial breakthrough. 

FUNDAMENTALS 

A capillary barrier arises from the difference in 
permeability between the fine layer and the coarse layer at a 
given value of capillary pressure. This can be seen in 
Figure 1, which shows capillary pressure plotted against 
permeability for fine and coarse soils (after Billiotte et al., 
1988). If the contact between the two layers is tilted, the 
moisture that builds up will be diverted and will flow along 
the contact within the fine layer as capillary diversion. 
Eventually, after a distance equal to the width of the 
capillary barrier, the moisture will have built up sufficiently 
that the diverted flow will break through into the coarse 
layer. 

Plotted in Figure 2 are curves for absolute 
permeability (k) as a function of capillary pressure (P cap), 
assuming the quasi-linear approximations. The curve for 
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Figure 1. Absolute permeability (k) versus capillary pressure 
(P cap) for a fme and a coarse soil (after Billiotte et aI., 1988). 
[XBL 924-673] 
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Figure 2. Absolute permeability (k) versus capillary pressure 
(P cap) for four layer-pairs, assuming the quasi-linear 
approximation. The asterisk refers to the lower layer. The upper 
layer has a sorptive number of a = 0.1 m-I. [XBL 924-674] 

a = 0.1 m-1 is intended to show the fine upper layer, and 
the curves for the larger sorptive numbers with asterisks are 
for various coarse lower layers. The difference in 
permeability at constant P cap gives an indication for the 
capability of two contrasting layers to exclude infiltration. 
In order to assess the accuracy of the analytical approach of 
Ross (1990), which utilized the quasi-linear approximation, 
we have also adopted the quasi-linear approximation in our 
numerical experiments of capillary diversion. 

NUMERICAL MODEL 

The integral equations governing conservation of 
mass, momentum, and species for isothermal water and air 
in liquid and gas phases are solved by the integral finite­
difference method (IFDM) as implemented in the 
multiphase, muIticomponent porous media transport code, 
TOUGH2 (pruess, 1987, 1991). The modular architecture 
of TOUGH2, along with accessibility of source code, 
provides a flexible platform from which to launch 
investigations of a wide range of flow phenomena in 
unsaturated porous media. 

The domain consists of a two-layer system dipping 5 
degrees and is shown in Figure 3 with different stipple 
patterns indicating the fine and coarse layers. The 
discretized region (0 < Y < 110 m) and the entire domain 
are shown in Figure 4. For clarity, only the vertical grid 
lines are shown on the entire-domain portion of Figure 4. 
In fact, the horizontal grid lines are uniform across the 750-
m-wide domain. The water table is at a depth of 59 m at 
the left-hand side of the system and reaches the top edge of 
the upper layer at a distance (as measured along Y) of 674 
m. 
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Figure 3. Fine-over-coarse geometry with 5-degree tilt for the 
region 0 < Y < 110 m of capillary diversion with approximate 
location of water table. The fine stipple indicates the fine layer; 
the coarse stipple indicates the coarse layer. [XBL 924-675] 

Boundary conditions are no flow along the 
sub vertical sidewalls and constant pressure along the 
subhorizontal top and bottom boundaries. These conditions 
model the atmosphere at the top and saturated conditions 
along the bottom. The water table is fixed at a depth of 
59 m on the left-hand side of the domain. The water table 
intersects the fine layer at Y = 103 m. Infiltration is applied 
as an injection source in the row of grid blocks just below 
the top row. The infiltration corresponds to a mass flux of 
3.8 x 10-5 kg/s (0.60 m/yr). A hydrostatic state (no 
infiltration) was used as the initial condition. 

Infiltration and material properties were chosen such 
that the diversion width predicted by the theory of Ross 
(1990) would be 40 m. The fine layer has a porosity of 0.3 
and absolute permeability of 1 x 10-13 m2 , and the 
contrasting coarse layer has porosity of 0.4 and absolute 
permeability of 2 x 10-13 m2. The two layers are uniform 

g 0 
N-~ ~ __ ~~ __ ~ ____ ~L-__________ -L __ 

o y~ ~ 

Figure 4. Discretized domain for the numerical experiments. The 
domain is 60 m deep and 750 m long. The left-hand region (0 < Y 
< 110 m) is expanded to show the discretization in Y and Z. A 
sparse Y-discretization is used for Y > 110 m, as shown in the 
whole-domain portion of the figure. The Z-discretization shown 
in the expanded portion extends the entire length of the domain 
(750 m), even though only the Y grid lines are shown for clarity. 
[XBL 924-676] 



in temperature. These conditions were chosen for 
experimental convenience rather than to model a particular 
physical case. 

Several important assumptions are made in the 
numerical model. These include neglect of hysteresis in 
wetting and drying; homogeneous isotropic porous media 
in each layer; and constant, uniform infiltration along the 
top. The quasi-linear approximation was used to relate 
relative permeability to P cap. A linear relation between 
P cap and liquid saturation (Sl) was chosen such that P cap 

varied from -1 x 106 Pa to 0 Pa. The calculations are 
performed as transient cases but with variable and 
increasing time-step sizes such that an effective steady state 
is achieved after a finite number of time steps. The 
permeability-mobility product is harmonically weighted 
between grid blocks for the results presented below. 

RESULTS 

Shown in Figure 5 are the vectors of mass flow rate 
(kg/s) of infiltrating water and the liquid saturation field for 
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Figure S. Vectors of mass flow rate (kg/s) of infiltrating water 
and isopleths of liquid saturation for the region 0 < Y < 110 m. 
The vector plot shows the diversion and the initial and final 
breakthrough. The initial breakthrough occurs at 45 m, 
approximately the predicted capillary barrier width (40 m). 
Downstream, the barrier diverts flow again until a strong 
breakthrough occurs close to where the water table intersects the 
fine layer. The isopleths show the effects of infiltration and 
diversion as moisture content builds up at the contact at a depth of 
approximately 50 m. The isopleths of liquid saturation are refined 
near the water table. [XBL 924-677] 
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the case a = 0.1 and (l * = 8 m- I in the region 
0< Y < 110 m. The vector diagram shows the diversion 
explicitly, as vectors are subvertical at depths above about 
-40 m and then subhorizontal at depths between -40 and 
-50 m. For a* = 8 m- I , leakage at the contact is very small 
and the barrier is effective upstream of the diversion width 
Y = 40 m, as predicted from Eq. (2). The accumulated 
infiltration breaks through the contact at Y = 45 m. 
Downstream from there, leakage decreases and then 
increases again as the water table is approached. It is 
apparent that a region of preferential flow occurs at 
approximately the predicted breakthrough point, but then 
less leakage occurs downstream from the breakthrough than 
would be predicted by the analytical work. As the water 
table is approached, the diverted moisture breaks through 
strongly. The liquid saturation isopleths for this case show 
the moisture that accumulates above the contact as 
diversion occurs upstream of the capillary barrier width. 

A compact way of depicting the results of capillary 
diversion is to plot the leakage at the contact between the 
fine and coarse layers divided by the infiltration at the top 
for each column of grid blocks. The ratio of 
leakage/infiltration (qr) provides a sensitive indicator of the 
strength of diversion and breakthrough. Figure 6 shows the 
leakage/infiltration for the four cases studied. In the 
idealized system, the analytical approach of Ross (1990) 
would give a step function for (qr) with qr = 0 for 0 < Y < L 
and qr = 1 for L < Y < 80 m. One sees in Figure 6 that for 
larger a*, leakage is smaller near the It<ft-hand side and 
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Figure 6. Leakage/infiltration for four different lower-layer 
properties (a* = 2, 4, 6, and 8 m-I ). Note that leakage occurs 
upstream of the initial breakthrough for smaller contrasts in the 
two layers. Note also that the first peak in the leakage/infiltration 
curve gets larger for larger contrast between the layers, while the 
minimum downstream of the initial breakthrough gets smaller for 
larger contrast between the layers. The more leakage there is at 
the breakthrough, the more diversion there is downstream of it. 
[XBL 924-678] 



increases as Y increases until breakthrough occurs when 
leakage reaches a local maximum. Downstream from the 
maximum, leakage becomes smaller again and passes 
through a local minimum before increasing again on 
approach to the water table, which intersects the fine layer 
at Y = 103 m. Correlating the results in Figure 6 with the 
vector plot of Figure 5, one sees that the strong peaks in 
leakage/infiltration correspond to the large breakthrough 
vectors. From Figure 6, it is apparent that as the contrast 
in properties between the layers is increased, the amount of 
leakage at the breakthrough is enhanced while the amount 
of leakage downstream from the initial breakthrough is 
diminished. 

CONCLUSION 

Numerical experiments of field-scale capillary 
diversion confirm the first-order prediction of the width of 
capillary diversion by Ross (1990). However, the 
numerical experiments show that the capillary barrier 
system is significantly more complicated in two respects: 
the character of the breakthrough is a function of the 
contrast in the two layers, and significant diversion can 
occur downstream from the first breakthrough. A more 
extensive discussion with investigation of the effects of 
mobility weighting and grid-orientation is presented in 
Oldenburg and Pruess (1992). 
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The Heat Source for Geothermal Reservoirs: Solidification and 
Convection of Magma 

C. M. Oldenburg and F. J. Spera 

The coupled processes of solidification and 
convection are the inevitable result of the cooling of 
magma in the upper crust. The heat from cooling magma 
drives hydrothermal convection systems, the upper regions 
of which may form exploitable hydrothermal reservoirs. In 
some cases, the magma body itself may be close enough to 
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the surface to raise the possibility of directly tapping its 
heat by means of placing a heat transfer device directly into 
the magma. In order to study the heat transfer and 
convective dynamics of cooling magma, including the 
effects of liquid-solid phase change, we have performed 
two-dimensional numerical experiments of solidification 



and convection. Our results have relevance to both the 
large-scale process of magmatic cooling and the small-scale 
heat transfer that will occur near a heat transfer device 
inserted into magma. In this summary, we first briefly 
discuss the magmatic environment and the numerical model 
and then show some results that may be generally relevant 
to geothermal reservoir studies. 

MAGMATIC ENVIRONMENT 

Magma bodies are large regions (volumes up to 104 

km3) of molten and partially molten rock (usually of 
silicate composition). The boundary between the magma 
and the sidewall is gradational from fluid magma in the 
interior to solidified magma at the wall. The thermal 
boundary conditions at the wall are influenced by latent 
heat effects associated with solidification in the sidewall 
region. Prior models of magmatic convection used an 
arbitrary specification of temperature or heat flux as a 
sidewall thermal boundary condition. In our current model 
of solidification and convection, the loca(ion of the 
boundary between fluid magma and solidified magma is 
part of the solution, hence no arbitrary sidewall thermal 
boundary condition need be specified. 

On a smaller scale, a heat transfer device inserted into 
magma will act like the sidewall in terms of the heat 
transfer and solidification behavior. Specifically, the heat 
transfer device will extract heat from the magma just as the 
wall rock does. Because magmas in nature are rarely 
superheated, any heat extraction method will induce 
solidification near the heat transfer device. Thus the heat 
transfer in the neighborhood of the device will tend to be 
controlled by the processes of solidification and convection. 

THE MODEL 

The continuum model for solidification and 
convection developed for metallurgical problems (Bennon 
and Incropera, 1987) is sufficiently general to provide the 
basis for models of solidification and convection in 
magmatic systems. In our model, we consider the 
convection and solid-liquid phase change of pure binary 
eutectic silicate melt. The continuum partial differential 
equations governing conservation of mass, energy, 
momentum, and species are solved in two dimensions by a 
control-volume finite-difference method along with 
supplementary relations that tie the enthalpy to temperature 
and fraction solid. The model, its numerical solution, 
example calculations, and comparison with laboratory 
experiments have been shown previously (Oldenburg and 
Spera, 1990, 1991, 1992a,b). 

In the momentum transport part of the model, we 
implement a hybrid approach wherein the flow can be 
viscous flow or Darcy flow, depending on how much solid 
is present (Oldenburg and Spera, 1992b). Specifically, 
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when the local fraction solid ifs) present in the mixture is 
small ifs < 0.5), the flow is viscous flow, with viscosity 
dependent on the local fraction solid (Metzner, 1985). 
When the local fraction solid becomes greater than 50% of 
the mixture lfs > 0.5), the flow becomes Darcy flow 
through the solid matrix, with permeability dependent on 
the fraction solid through the Kozeny-Carman relation 
(Bird et al., 1960). The value of the criticalfs at which the 
flow changes from being viscous flow to Darcy flow will 
depend on the morphology of the crystal-rich mush; we 
chosefs = 0.5 as a first approximation (Arzi, 1978). Both 
the viscous and Darcy flow arise from thermal and 
compositional effects on melt density associated with 
solidification and convection. 

The model accounts for energy and composition 
effects associated with phase change. The energy equation 
is written for the enthalpy, with source terms to account for 
latent heat effects and relative motion terms to account for 
flow of liquid through solid matrix. The generalized 
enthalpy-temperature diagram is shown in Figure 1. The 
supplementary relations for temperature (D as a function of 
enthalpy (h), andfs as a function of temperature, are solved 
for every control volume at each iteration. The simplified 
phase diagram, which is used to link temperature and 
fraction solid by the lever rule, is shown in Figure 2. 
Species transport occurs by advection and diffusion, with 
source terms to account for the effects of phase change and 
relative motion. Chemical diffusivity is a function of 
fraction solid, such that the chemical diffusivity is zero 
when fs = 1. When the temperature becomes locally 
subsolidus, the composition is set to be the initial 
composition. 

Figure 1. Enthalpy-temperature diagram used in the enthalpy­
method continuum model of liquid-solid phase change. [XBL 
924-679] 
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Figure 2. The simplified binary eutectic phase diagram for 
diopside (CaMgSi20 6)-anorthite (CaAI2AISi20 g). The bulk 
composition for the example calculation is Di96. The liquid 
composition is given by the liquidus curve for each local 
temperature in the system. The lever rule is used to determine the 
local fraction solid present for each local temperature in the 
system. [XBL 924-680] 

RESULTS 

In order to illustrate one result generally relevant to 
geothennal energy studies, we show the solidification and 
convection of silicate melt in the diopside-anorthite binary 
eutectic system (Figure 2). The boundaries are insulated on 
three sides and held subsolidus on the left-hand sidewall. 
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The top, bottom, and left-hand sidewall are rigid, the right­
hand side is free-slip and models a reflective boundary 
condition. There is no mass flux through any boundary. 
Initially, the system consists of Di96 melt at T = 1676 K in 
a box of horizontal dimension 5 cm, near the limit of our 
abilities at present due to the nonlinear nature of natural 
convection. After the system is turned on, solidification 
occurs at the sidewall and convection is induced by both 
thermal and compositional effects on melt density. 

Shown in Figure 3 are the stream function (VI), 
temperature (T), composition of the liquid (Cliq» , and 
fraction solid ifs) fields at an early time t = 0.04 in the two­
dimensional domain with dimensionless x and y coordinate 
axes. The convective circulation is driven by negative 
thermal buoyancy along the sidewall and is 
counterclockwise and relatively large at t = 0.04. The 
associated large temperature gradient can be seen in the T 
field. The C I i q field shows the variation in liquid 
composition that occurs from the region in which the 
temperature is equal to the solidus temperature and the 
regions in which the solidification has not yet been felt and 
the initial composition prevails. The Is field shows the 
solid along the wall and the mush region, which extends 
one third of the way across the domain. Note that the 
conductive part of the temperature field occupies the region 
containing mush, and, furthermore, that much of the 
temperature drop occurs across mush and solid incapable of 
vigorous convection. Effectively what has happened is that 
the negative thennal buoyancy associated with the cooling 
at the sidewall has been locked up in a mushy region. 
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Figure 3. Dimensionless stream function (ljI). temperature (1). composition of the liquid (Cli ) and fraction solid ifs) at 
t = 0.04 for solidification and convection of Di96. (a) Stream function of the mixture shows a counterclockwise 
circulation. Maximum velocity is 0.65 m/h. (b) Dimensionless temperature (T) shows the cold sidewall and 
conduction-dominated sidewall region. (c) C liq field shows the variation in composition of the liquid that occurs from 
the vicinity of the cold subsolidus wall to the well-mixed interior. (d) Fraction solid ifs) field shows the solid and 
mush regions along the sidewall and the single-phase liquid region. The gradient of is is largest near the solidification 
front. [XBL 924-681] 
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Darcy flow is very weak in the mush, and the associated 
convective heat transfer is small. Instead, heat is 
transferred mostly by conduction through the mushy 
regions. 

In Figure 4 are shown the same four fields for the 
same calculation at a later time t = 0.20. Note the reduced 
vigor of convection and the small region in which 
convection occurs. The T field shows that conduction 
occurs over most of the domain. The Cliq field shows that 
the variation in liquid composition occurs across a wider 
mush region at this late time. The is field shows that the 
region in which significant convection occurs is the region 
with insignificant solid fraction. Again, the convection is 
sluggish at this time because much of the negative thermal 
buoyancy associated with cooling occurs in mush and solid 
regions in which convection is greatly damped by viscosity 
in the case of dilute mush and by permeability in the case of 
concentrated mush. 

DISCUSSION 

The fundamental result of this work is that heat is 
transferred essentially by conduction in the solidified and 
partially solidified regions of a magma body, even though 
the Rayleigh number (a measure of the potential of a 
system to transfer heat by convection) of the entire system 
may be very large. This point was suggested first by Marsh 
(1989) in the context of magmatic convection, and our 
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results confirm the effect. The significance is that for the 
magma body as a whole, the heat transfer to an adjacent 
hydrothermal system is controlled by conduction across 
solidified and partially solidified regions of the magma 
body itself. As more solidification occurs, the heat transfer 
becomes more and more dominated by conduction across 
the solidified and partially solidified region. In a liquid­
solid phase-change system near its liquidus temperature, 
such as magma, increasing cooling causes greater 
solidification, which in turn increases the importance of 
conductive heat transfer. 

The significance for energy extraction by means of 
heat transfer devices is that one cannot put a heat transfer 
device into magma and expect to get the full effects of 
convective heat transfer. If the temperature of the device 
falls below the liquidus temperature, mush will form and 
the heat transfer may change from being convection­
dominated to conduction-dominated. 

Extrapolation of our results to full-sized magma 
bodies must be done with caution. Nevertheless, although 
our model results are strictly applicable only to very small 
systems, the processes and the essential coupling are 
general and fully accounted for. Future work may include 
studies of the choice of the critical fraction solid value, the 
behavior of the equations in regions where the fraction 
solid is near the critical value, and the effects of kinetic 
controls on solidification. 
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Figure 4. Dimensionless stream function ('II). temperature (n. composition of the liquid (CZiq). and fraction solid ifs) 
at t = 0.20 for solidification and convection of Di96. (a) Stream function of the mixture shows gentle circulation 
induced by both thermal and compositional effects. Main cell is clockwise. induced by the release of eutectic-rich melt 
at the solidification front. Maximum velocity is 0.11 m/h. (b) Dimensionless temperature (T) shows the decreased 
temperature gradient that occurs as more solid has formed and the initial heat has been lost. Heat transfer in about one­
half of the domain is conduction-dominated. (c) CZiq field shows the variation in composition of the liquid through the 
mush zone. (d) Fraction solid ifs) field shows the solid and wide mush regions in the domain at this late time. 
Convection is limited to the narrow region along the right-hand side at this time. [XBL 924-682] 
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Two-Phase Flow Visualization and Relative Permeability Measurement in 
Transparent Replicas of Rough-Walled Rock Fractures 

P. Persoff, K. Pruess, and L. R. Myer 

Understanding and quantifying multiphase flow in 
fractures is important for mathematical and numerical 
simulation of geothermal reservoirs, nuclear waste 
repositories, and petroleum reservoirs. An important part 
of the description of multiphase flow in any porous or 
fractured system are the relative permeability relationships. 
These relationships describe how the flow of each phase is 
impeded when part of the pore or fracture space is 
unavailable for flow because it is occupied by the other 
phase(s). 

Although the cubic law for single-phase flow in 
parallel-plate fractures has been well established 
theoretically and experimentally (Witherspoon et aI., 1980), 
no reliable measurements of multi-phase flow and relative 
permeability in rough-walled fractures have been reported. 
In the absence of experimental data, it is usually assumed 
that the relative permeability to each phase is equal to its 
saturation, and this assumption is supported by limited 
experimental and field data (pruess et aI., 1983,1984; 
Romm 1966; Bodvarsson et aI., 1987). This implies that 
the phases do not interfere with each other's flow, and the 
sum ofrelative permeabilities is 1. But results of numerical 
simulation, using a locally parallel-plate model of a single 
fracture, with stochastically generated local apertures, by 
Pruess and Tsang (1989,1990) showed strong phase 
interference, with the sum of relative permeabilities for two 
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phases being much less than 1 at intermediate saturations. 
The goals of this work are to resolve the apparent 
discrepancy between these results and to provide 
experimental data to support the approach advanced by 
Pruess and Tsang (1989,1990). We designed and fabricated 
an apparatus for visualizing two-phase flow and measuring 
gas-liquid relative permeability in realistic rough-walled 
rock fractures and used it to make preliminary relative 
permeability measurements for gas-liquid flow in a 
transparent replica that reproduces the geometry of a 
natural fracture. A full report of this work is presented in 
Persoff et al. (1991). 

APPARATUS AND PROCEDURE 
The apparatus is designed to measure the inlet and 

outlet pressures of two immiscible fluids as they flow 
through a transparent epoxy resin cast of both sides of a 
natural rough-walled rock fracture (see Figure 1). The 
multiphase fluids can be observed visually and recorded 
with videa equipment or still photography. 

Special endcaps were fabricated for the inflow and 
outflow of two immiscible fluids (distilled water and 
nitrogen gas in these experiments) at controlled rates and 
pressures. The method of Hassler (1944) with porous 
endcaps is used to avoid capillary end effects and maintain 
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Figure 1. Apparatus for flow visualization and relative 
penneability measurement in transparent replica of a natural rock 
fracture. Ovals represent differential pressure transducers; 
absolute pressure transducers have been omitted for clarity. Note 
that gas is injected to a plenum. which distributes it to vertical 
grooves in the porous block at the inlet end. Only seven grooves 
are shown in the figure; actually they are closely spaced with a 
total of 40 grooves. Rubber-lined steel bars that seal edges are not 
shown. [XBL 907 -2336] 

uniform capillary pressure Pcap =Pgas - Pliq across the 
entire fracture plane. The purpose of the endcaps is to 
maintain a difference between the pressures in the wetting 
and non wetting phases at the upstream and downstream 
edges of the fracture. Essentially, the wetting phase is 
delivered to the fracture edge through a wettable porous 
block. and the nonwetting phase is delivered through 
grooves in the porous block (Figure 1). The grooves 
alternate with the flats between the grooves to cover the 
entire fracture edge in sections 0.05 inch long. Liquid was 
delivered through four stainless steel tubes cemented into 
holes in the block, and gas was delivered through a single 
tube into a plenum that connects all the grooves. 

The fracture and endcaps were initially saturated with 
water. After measuring the liquid permeability. two-phase 
flow was initiated by starting gas injection to the fracture. 
Gas displaced liquid from the endcap grooves and plenums 
and made a flow path from inlet to exit. Visual 
observations were made, and pressure measurements were 
continued to steady state, and then the gas flow rate was 
increased and the liquid flow rate decreased stepwise to 
reach a new steady state. For each steady state after the 
first, the needle valve on the gas outlet line was adjusted to 
equalize the outlet and inlet capillary pressure 
approximately, and each steady state was maintained for 24 
hr or longer before proceeding to the next. Measurements 
were made at a series of eight flow conditions with gas-to­
liquid flow rates varying over three orders of magnitude. 

The permeability of a porous medium to gas is 
calculated using (Scheidegger, 1974) 
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k - 2qoJ1Lpo 
gas-( 2 2)' 

Pi -Po 
(1) 

where k is permeability, q is the darcy flow velocity or 
volumetric flux [LIt], J.L is the viscosity, L is the length from 
inlet to outlet, subscripts i and 0 represent inlet and outlet 
conditions, respectively, and subscript g refers to gas. If 
flow is not through a porous medium but through a series of 
parallel fractures with spacing h, then both sides of Eq. (1) 
can be multiplied by h to give 

(2) 

Without knowledge of the fracture aperture, the value of qo 
is not known, but the value of hqo is known from 
continuity: 

(3) 

where Q is the volumetric flow rate [L3 It] and w is the 
length of the fracture edge at inlet and outlet. Similarly, 
kliq cannot be measured, but hkliq can be: 

hk - hqJ.LL liq---- , (4) 
Pi-Po 

where hq = Qlw; for incompressible fluids Q and q do not 
vary from inlet to outlet 

RESULTS 

Competition between Gas and Liquid for Pore 
Occupancy 

We view a rough-walled fracture as a two­
dimensional heterogeneous porous medium with pore sizes 
(apertures) varying across the fracture plane (Pruess and 
Tsang, 1989,1990). Capillary theory then suggests that in 
gas-liquid flow in a fracture, the larger pore spaces will be 
occupied by gas and the smaller ones by liquid. As long as 
the pressures and flow rates do not change, the pore 
occupancy should be static. Our visual observations of the 
fracture during two-phase flow conditions, however, 
indicated that there may not be a true steady state on the 
pore scale. We frequently observed events in which pores 
switched between gas and liquid occupancy, especially in 
liquid-dominated conditions. In a typical liquid-dominated 
flow condition, part of the gas flow path was always 
occupied by gas, but several stretches of the gas flow path 
were intermittently occupied by liquid. Trains of bubbles 
could be seen, separated by liquid, migrating through these 



stretches. Typically, no action (that is, no changes of pore 
occupancy) would be seen for a few minutes, then a train of 
bubbles would be seen moving through part of the gas flow 
path. A few seconds later, a train of bubbles would be seen 
moving through a second stretch of the gas flow path, and 
so on. These were portions of the flow path that were 
sometimes occupied by liquid. 

Additionally, in liquid-dominated flow regimes, 
steady pressures could not be reached; rather, the system 
was disturbed by regular "hiccups," as shown in Figure 2. 
Visual observations during these events showed that they 
were caused by periodic invasion and blockage of the gas 
flow path by liquid. A temporary blockage of the gas flow 
path caused the upstream gas pressure to increase and the 
downstream gas pressure to decrease, as shown in Figure 
2b. Visual observation while this happened showed that all 
gas flowed through a critical path (choke point) near one 
side of the fracture. A dead-end pore upstream of the choke 
point acted as a surge chamber, filling with gas until the 
pressure drop across the blocked throat became great 
enough for gas to displace water from the throat, and gas 
flow was restored, with several bubble trains moving 
toward the exit as described earlier. The repeated 
reinvasion of gas-filled pores by liquid is similar to the 
"snap-off' events described by Ransohoff and Radke 
(1988), except that the liquid films between bubbles in our 
experiment collapsed instantly because they were not 
stabilized by surfactant. At dryer conditions, less water 
was available to invade gas flow paths, and the throat-
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clearing events became less frequent and eventually ceased 
altogether. 

Relative Permeability Data 

Permeabilities calculated from the measured flow 
rates and pressures were converted to relative permeability 
by normalizing against the measured liquid permeability 
and plotted. Figure 3 shows data these plotted against the 
gas:liquid flow rate ratio rather than against volumetric 
saturation, because volumetric phase saturations were not 
measured. Typical relative permeability curves (Corey, 
1954) for porous media are plotted for comparison. 

DISCUSSION 

The effective average aperture of the fracture can be 
estimated from the data using the cubic law: the 
permeability of a parallel plate aperture of thickness b is 
b2/12. If several such apertures in a series are separated by 
distance h, then the average permeability of the fractured 
medium is (b2/12)(blh) and 

b = (12kh)1!3 . (5) 

Using the experimentally determined value for hkliq (Eq. 
4), this gives an "average" aperture for the fracture of 
8.5 J.1m. But because permeability is controlled by the 
smallest apertures, it is likely that the volume of the 
fracture divided by its area is much larger. 
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Figure 2. Inlet and outlet fluid pressures measured during "steady" state with qgdqliq = 9.5. The inlet and outlet 
capillary pressures were not equalized at this steady state. (a) Note regular "hiccups," which result from blocking and 
clearing of gas flow path [XBL 911-6903]. (b) Event marked by * in (a). [XBL 911-59] 
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Figure 3. Relative permeabilities during steady states, plotted 
against ratio of flow rates. For comparison,. a curve typical of 
porous media (after Corey, 1954) is also plotted. [XBL 911-62] 

The aperture at critical pore throats can also be 
estimated. The visual observations of "throat-clearing" 
events such as the one shown in Figure 2b, suggest that gas 
flow is blocked at a single pore throat. Assuming that the 
pressure drop across that throat increases until essentially 
all the pressure drop across the fracture occurs at that 
throat, the Young-Laplace law can be used to estimate the 
radius of the critical throat from the interfacial tension and 
observed pressure drop: 

(6) 

Using the pressures read from Figure 2b as 26.6 and 17.5 
psi, (!J.p = 9.1 psi = 62.7 kPa) and taking the surface tension 
(j as 0.07 N 1m gives a radius of 2.2 J..I.m, which agrees 
qualitatively with the estimate of "average" aperture. 

SUMMARY AND PRELIMINARY 
CONCLUSIONS 

Flow visualization has provided evidence that even 
for very slow flows, there may be no true steady states. 
Instead there is a continual succession of transient changes 
in phase occupancy at critical pore throats. At large values 
of liquid saturation, sufficient liquid is available to 
intermittently block some of the gas flow paths (or, in 
extreme cases, the only gas flow path). This results in 
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continual episodes of throat blocking and clearing, as 
shown in Figure 2b. Such behavior is not generally 
observed in porous media, perhaps due to the much larger 
number of flow paths in typical sample sizes. 

The limited experiments carried out so far have 
confirmed the validity of the Hassler design for achieving 
two-phase flow conditions in a small fracture under well­
defined capillary conditions without end effects. A series 
of quasi-steady two-phase flow conditions has been 
achieved. Quantitative analysis is hampered by diurnal 
pressure fluctuations caused by temperature fluctuations in 
the laboratory. However, some preliminary conclusions 
can be drawn. The relative permeability data plotted in 
Figure 3 show that strong phase interference occurs 
between the gas and liquid phases, with the sum of gas and 
liquid relative permeabilities much less than 1 at 
intermediate saturations. 
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Grid Orientation and Capillary Pressure Effects in the Simulation of Water 
Injection into Depleted Vapor Zones 

K. Pruess 

Recent strong declines in reservoir pressures and 
production rates at The Geysers have renewed interest in 
water injection as a means of replenishing dwindling fluid 
reserves. There is a considerable body of field experience 
with injection into the vapor-dominated reservoirs at The 
Geysers and Larderello; the results have been mixed. In 
some cases injection has increased flow rates of nearby 
wells, and return of injected fluid as steam from production 
wells has been observed directly through chemical and 
isotopic changes of produced fluids. In other cases 
injection has degraded the temperature and pressure of 
production wells. 

Water injection into depleted vapor zones gives rise 
to complex two-phase fluid flow and heat transfer processes 
with phase change. These are further complicated by the 
fractured-porous nature of the reservoir rocks. An 
optimization of injection design and operating practice is 
desirable; this requires realistic and robust mathematical 
mod~ling capabilities. 

The study summarized here was undertaken to 
evaluate and improve numerical simulation of injection in 
two-dimensional areal models and vertical sections. Full 
reports are available in the literature (Pruess, 1991a,b). 

NUMERICAL SIMULATION OF WATER 
INJECTION 

Water injection into a medium contammg 
superheated vapor can be classified as a process of 
immiscible displacement, though it is made considerably 
more complicated by the fact that some of the displacing 
water may vaporize and some of the vapor undergoing 
displacement may condense. These phase change processes 
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are accompanied by strong latent heat effects. The large 
contrast in thermophysical properties between liquid and 
vapor and associated relative permeability effects gives rise 
to highly nonlinear flow behavior. 

A number of papers have presented numerical 
simulations of cold water injection into superheated vapor 
zones. Flow around an injection well has been analyzed 
under the simplifying assumptions of horizontal flow alone 
and radial symmetry. Around the injection well, a single­
phase liquid plume forms with a temperature equal to the 
injection temperature T = Tinj (see Figure I). Beyond this 
plume there is a region of single-phase liquid conditions, 
with temperature T = Tf intermediate between injection 
temperature and original reservoir temperature To Tinj < Tf 
< To. In a porous medium and neglecting the (small) 
effects of heat conduction, the temperature and phase fronts 
are sharp. Heat conduction broadens the fronts slightly, 
whereas in fractured-porous media the delayed fluid flow 
and heat transfer between fractures and rock matrix can 
lead to very broad temperature fronts and extended two­
phase zones containing a boiling mixture of water and 
vapor (Calore et aI., 1986). 

Numerical simulation studies have shown that 
predictions of water injection into vapor zones are sensitive 
to space and time discretization effects. 

There is lingering concern about the realism and 
credibility of numerical simulation predictions for injection 
into superheated vapor zones. This summary focuses on a 
particular kind of space discretization effects, associated 
not with the size of computational grid blocks but with the 
orientation of the grid lines. The basic mass and energy 
balance equations applicable for the process of water 
injection into isotropic media are rotationally invariant in 



Single-phase 

Boiling Front 

Figure 1. Schematic diagram of fronts. for cold water injection 
into a super-heated vapor zone ina I-D radial flow approximation 
(from Pruess et al., 1987). [XBL 869':11015] 

the horizontal plane, while a computational grid introduces 
preferred directions, causing grid orientation errors. All 
simulations were carried out with LBL's general-purpose 
reservoir simulator TOUGH2 (Pruess, 1991), which 
implements the general MULKOM architecture for 
multiphase fluid and heat flows (Pruess, 1983, 1988). 

2-D Areal Model 

The nature and strength of grid orientation effects can 
be easily evaluated by comparing simulation results 
obtained from two different grids that have the same grid 
block size but different orientation. The customary 
approach (Yanosik and McCracken, 1979; Coats and 
Ramesh, 1982) is to consider a five-spot production­
injection arrangement and to compare simulations obtained 
with "parallel" and "diagonal" grids (see Figure 2; the 
terms "parallel" and "diagonal" denote the direction of grid 
lines relative to the lines connecting production and 
injection wells). We have performed simulations with the 
grids shown in Figure 2, using problem parameters 
applicable for depleted vapor zones at Larderello or The 
Geysers. Results for production rates and temperatures 
from the two different grids were found to be very similar 
(insignificant grid orientation effects). This favorable result 
can be understood in terms of the "favorable mobility ratio" 
between injected and displaced fluid. When water 
displaces vapor, the displacing fluid has higher viscosity 
and poses greater resistance to flow. The parallel grid tends 
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Figure 2. Five-spot well pattern with parallel and diagonal grids 
for modeling a 1/8 symmetry domain. [XBL 911-103] 

to facilitate migration from the injector to the producer; 
however, as more of the flow path toward the production 
well fills with liquid water, flow resistance increases, 
diminishing the preferential flow. An analogous process 
will take place in the diagonal grid. 

Water injection into superheated vapor zones has 
characteristics opposite from those encountered in steam 
flooding of hydrocarbon reservoirs, an "adverse mobility 
ratio" displacement. In the latter process, the viscosity of 
the displacing fluids (steam and oil heated to high 
temperature) will be much less than the viscosity of the 
displaced fluids (water and oil at ambient temperature). 
Therefore, flow resistance along the path of displacing 
fluids will diminish, so that any preferential displacement 
in a particular direction will tend to get amplified, giving 
rise to very strong grid orientation effects (Coats and 
Ramesh,1982). 

2-D Vertical Section 

The areal simulations discussed in the previous 
section may not give a realistic outlook on effects of water 
injection into low-pressure vapor zones. Liquid water is 
much heavier than steam and may flow preferentially 
downward from an injection point rather than outward. 
Injection of heavier fluid into lighter fluid from above is 
subject to gravitational instabilities, which suggests a 
potential for strong grid orientation effects in the vertical 
direction. 



To examine this possibility, we have performed 
simulations of water injection into vertical-section models, 
using parallel as well as diagonal grids. The model system 
chosen for simulation of water injection is shown in Figure 
3. It has a vertical extent of 200 m, a thickness of 1 m, and 
a horizontal length of approximately 200 m (slightly 
different for the parallel and diagonal grids; see below). 
Injection is made at the top of the left vertical boundary, 
and constant pressures corresponding to vaporstatic 
equilibrium are maintained at the right vertical boundary. 
The vaporstatic equilibrium is obtained by first running 
initial conditions of T = 240°C and P = 10 bar to steady 
state. Problem parameters were chosen to be 
representative of conditions at The Geysers. 

Schematic diagrams of parallel and diagonal grids are 
shown in Figure 4; in the actual simulations finer grids with 
approximately 450 blocks were used. 

Figure 5 compares the injection plumes after 717.01 
days of simulated time with the 5-point parallel and 
diagonal grids, respectively. The discrepancies are very 
large indeed. In the parallel grid, all flow is vertically 
downward from the injection point. The vaporizing liquid 
flows toward the bottom of the flow system and is then 
diverted laterally outward. There is no lateral component to 
liquid phase flow above the bottom row of grid blocks. 
This behavior is the same as was observed in simulation 
studies by Shook and Faulder (1991) and Lai and 
Bodvarsson (1991). The diagonal grid, on the other hand, 
predicts a plume of considerable lateral extent, 
approximately 50 m, with only a small amount of 
accumulation of two-phase fluid at the bottom. This 
comparison shows that grid orientation effects in the 
vertical can be extremely strong for water injection into 
low-pressure vapor zones. Another simulation was 
performed with the parallel grid, in which the regions of the 
plume were more finely discretized. The first (leftmost) 
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I --~--- --------------------~ 
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pressure 

Figure 3. Schematic diagram of 2-D vertical section. [XBL 911-
96] 
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Figure 4. Schematic diagram of parallel and diagonal grids used 
for modeling injection in a 2-D vertical section. [Top, XBL 911-
98; bottom, XBL 911-97] 

column of grid blocks (AX = 5 m) was further partitioned 
into three columns of ~x = 1 m, 2 m, 2 m, and the last 
(bottommost) row with llZ = 10 m was partitioned into 
four rows of tYZ, = 5, 2, 2 and 1 m. The results are very 
similar to those of the coarser parallel mesh, indicating that 
the grid orientation errors are not overcome by finer 
discretization. 

After demonstration of extremely strong grid 
orientation effects in the vertical, the next set of simulations 
was carried out with the objective of determining whether 
these effects could be substantially eliminated by means of 
a higher-order differencing scheme. Figure 6 compares 
predicted injection plumes after 717.01 days of simulated 
time for parallel and diagonal 9-point grids. The 
predictions for the shape of the injection plumes are similar, 
indicating that grid orientation effects have been much 
reduced. However, some significant differences persist. 
The diagonal 9-point simulation predicts somewhat less 
water migration near the bottom of the reservoir and a 
somewhat larger central section of the plume. Additional 
minor differences exist with respect to the phase 
distribution within the plume. 
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Figure S. Simulated plumes after 717.01 days of injection in 
parallel and diagonalS-point grids. [XBL 911-94] 

It can be concluded that 9-point differencing cures 
much of the grid orientation problem. Further simulations 
incorporating capillary pressure effects gave close 
agreement between the two predictions for the injection 
plume, indicating that grid orientation effects have been 
substantially eliminated. 

MA THEMA TICAL ANALYSIS 

To develop quantitative insight into the grid 
orientation effects, a mathematical analysis was performed 
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Figure 6. Simulated injection plumes after 717.01 days for 9-
point differencing. [XBL 9110-2229] 
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on the governing equations for multiphase fluid and heat 
flow. This analysis revealed that gravity flow dominates 
because of the strong density contrast between water and 
vapor. Mathematically, the gravity term produces a first­
order space derivative in saturation, leading to a hyperbolic 
equation. The discretized approximation to the gravity 
term includes higher-order derivatives whose presence is 
the source of numerical diffusion (discretization errors). 
The second-order term is formally equivalent to a capillary 
pressure and was found to be 

(1) 

Thus, i.nterestingly, the effective "grid capillary 
pressure" pg~dhas a strength proportional to the logarithm 
of liquid relative permeability. The strength coefficient C 
depends on grid spacing h, grid orientation, and 
differencing method in the manner given in Table 1. 

Table 1. Coefficients of second-order derivatives in 
discretized gravity flux terms. 

Grid Differencing Cu Czz 

Parallel five-point 0 hf2 

nine-point hf2 hf2 

Diagonal five-point hf2...f2 hf2 ...f2 
nine-point h{3...f2 h...f2{3 

CONCLUSIONS 

The goal of numerically simulating injection is to 
provide a robust and realistic prediction of injection effects. 
Ideally, numerical simulation predictions should be 
independent of the orientation of the computational grid 
used. However, our studies showed a potential for strong 
grid orientation errors. These were explained through a 
quantitative analysis of finite-difference approximations, 
and remedies were suggested to avoid such errors. Specific 
results are as follows. 

1. Grid orientation effects in the horizontal plane are 
insignificant, as would be expected from the 
favorable mobility ratio between liquid and vapor 
phases (more viscous water displacing less viscous 
vapor). 

2. When neglecting capillary pressures, as has been 
traditional practice in geothermal reservoir 
simulation, exceedingly strong grid orientation 
effects arise in the vertical direction. For the most 
commonly used five-point differencing in rectangular 
grids aligned with the vertical direction, injection 
plumes slump downward, with very little horizontal 
spreading. Diagonal grids, higher-order differencing, 



or inclusion of capillary pressure effects all yield 
substantial horizontal spreading of injection plumes. 
The grid orientation effects are not diminished by 
finer space discretization. 

3. Mathematical analysis reveals that five-point parallel 
grids strictly preserve a peculiar feature of the 
noncapillary approximation to water injection effects, 
namely, the absence of any driving force for 
horizontal flow of liquid. Diagonal grids and higher­
order differencing methods introduce terms that are 
akin to capillary pressure effects, removing the 
degenerate behavior of liquid flowing only in the 
vertical. The effective "grid capillary pressures" were 
found to be generally anisotropic, with magnitude 
proportional to grid spacing and to the logarithm of 
liquid relative permeability. 

4. Capillary pressures and hydrodynamic dispersion 
provide mechanisms for horizontal spreading of 
injection plumes. Neglect of these effects may be 
justifiable under special circumstances, e.g., in the 

'presence of "wide open" subvertical fractures, but 
will in general produce unrealistic results. The 
effective "grid capillary pressures" cannot be 
expected to give a quantitatively accurate 
representation of the effects of capillarity and 
dispersion in geothermal reservoirs. It is strongly 
recommended that capillary pressures should be 
included when simulating injection into vapor­
dominated reservoirs. This will provide a more 
realistic process description and it will simplify the 
attainment of numerical simulation results that are 
free of large discretization errors. 
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Effect of Changes in Flow Routing on Selenium Transport in a Wetland 
Environment 

N. W. T: Quinn 

The role that science can play in helping to solve 
environmental contamination problems such as the 
selenium toxicity problem at Kesterson Reservoir in the 
western San Joaquin Valley has been well documented 
(Benson et aI., 1992). At Kesterson, bioaccumulation of 
selenium from subsurface drainage return flows was 
responsible for the avian mortality that gave the problem 
national media attention. Detailed field and regional 
aquifer studies of selenium mobility and transport assisted 
in the eventual design of a system for containment of 
selenium-contaminated water and sediments in the former 
wetlands. Closure of Kesterson Reservoir has created new 
challenges to irrigated agriculture to reduce the mass 
loading of selenium that is transported from the vadose 
zone and the shallow semi-confined aquifer into subsurface 
tile drains. Developing regional strategies to cope with the 
problem demands a clear understanding of the regional 
groundwater flow system and the surface drainage system 
that currently transports selenium return flows from their 
point of discharge into the surface water system to their 
point of disposal in the San Joaquin River. The San 
Joaquin River provides the only drainage outlet for surface 
and subsurface agricultural return flows in the San Joaquin 
Valley. Geochemical transformations of selenium occur 
within and between both the groundwater and the surface 
water systems. The ability to accurately account for the 
kinetics of these transformations and the mass fluxes of 
selenium between the groundwater and the surface water 
conveyance system can impact our ability to manage 
selenium in the environment and can have important 
economic and environmental consequences for the region. 
The first stage of a hierarchical systems approach to better a 
understanding of the hydrogeochemistry of selenium 
transport, from its origin in the vadose zone and shallow 
aquifer beneath irrigated agricultural land to its point of 
discharge into the San Joaquin River, is described in this 
project summary. 

BACKGROUND 
The Grassland sub-basin considered in this study 

covers an area of approximately 75,000 acres and includes 
60,000 acres of privately owned duck clubs, 12,000 acres of 
State and Federal upland and wetland habitat, and 3000 
acres of cropland. A number of control and diversion 
structures have been constructed in the Grassland sub-basin 
since 1985 to allow the contaminated drainage flows from 
agricultural areas upslope of the sub-basin to be separated 
from those return flows of suitable quality for use in 
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refuges (Figure 1). Several proposals for structural 
modifications of the hydraulics of the existing water supply 
and drainage distribution system have been made to the 
State and Federal water agencies by local agricultural water 
districts and wetland managers (Summers Engineering, 
1990). The general rationale for these proposals is to 
improve water management operations in the District and 
protect existing wetland habitat from contamination by 
toxic subsurface drainage. The most recent of these 
proposals suggests the use of 18 miles of the existing San 
Luis Drain for the conveyance of agricultural drainage 
water directly to the San Joaquin River, hence short­
circuiting the existing conveyance system and eliminating 
agricultural drainage discharges from 76 miles of channels 
in and adjacent to the Grassland Water District. The effect 
of the project would be to divert contaminated agricultural 
drainage flows (drainage high in TDS, selenium, and 
boron), which currently flow into both Mud Slough and 
Salt Slough, entirely into Mud Slough. Eliminating those 
discharges would reduce the total flow conveyed within 
Salt Slough. Remaining flow in Salt Slough would derive 
principally from seepage, runoff, and drainage releases 
from adjacent refuges and agricultural drainage flows from 
the unincorporated area upslope of the Grassland basin. 
Another effect of the project would be to change the 
opportunity time for chemical and biochemical 
transformations of trace elements such as selenium in the 
system of open drains and channels that serve the basin. 

The U.S. Bureau of Reclamation called upon LBL to 
assist in evaluating and quantifying the effects of this 
proposed project on surface water quality in Salt and Mud 
sloughs and the San Joaquin River (Swain and Quinn, 
1991). Although the previous experiments, performed by 
LBL at Kesterson Reservoir on selenium transport in soils 
and within the deeper aquifer, have allowed quantification 
of selenium transformations and transport, less is known 
about the kinetics of selenium uptake and immobilization in 
large-scale aquatic ecosystems or mixed aquatic-terrestrial 
ecosystems. Most biological studies have focused on single 
species, and many have been at the laboratory scale. Hence 
this study constitutes the first step of a medium-term 
program aimed at extrapolating what we have learned in 
highly controlled scientific studies to the field scale and an 
attempt to provide analysis that will assist the USBR in 
making a sound and environmentally sensitive planning 
decision on the current project proposal. 

Water management practices within the basin depend 
on land use. Agricultural lands and seasonal wetlands are 
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Figure 1. San Joaquin River and the various entities that make up the Grassland sub-basin. Upslope agricultural areas 
lie to the south of the Grassland Water District. [XBL 924-683] 

irrigated on a schedule that is dictated by agricultural 
cropping patterns. Seasonal and permanent wetlands are 
flooded between the months of September and November 
each year to attract nesting waterfowl and drained during 
the spring months to allow the cultivation of forage and 
habitat for the next season's migratory waterfowl. In 
months when water supply is available for flooding 
wetlands, make-up water is supplied to the wetlands 
through the CCID Main Canal or Outside Canal (Figure 2) 
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to keep the water table at a suitable depth. Make-up water 
is generally the sum of evaporation losses and seepage 
losses throughout the hunting season. Around the month of 
April the seasonal wetlands are drained (USBR, 1989). 
Wetland drainage releases are calculated according to the 
following algebraic equation: 

RELi =STORi-l = EV APi + AIWi = 
SPi = ROi = STORi , 
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Figure 2. Schematic diagram of the surface water conveyance system through the Grasslands sub-basin in the western San Joaquin 
Valley of California. Drainage monitoring sites (FC5, PDD, POI, CHI) are shown to the left of the diagram. [XBL 924-685] 

where AIWi = applied irrigation water in month i, EV APi = 
evaporation loss during the month i, RELi = monthly 
wetland return flow in month i, ROi = runoff in month i, 
SPi = seepage losses in month i, STORi_l = previous month 
wetland storage month (i-I), STORi = storage in month i, 
and MUWi = wetland make-up water in month i (equal to 
EVAPi+ SPi· 

These seasonal wetland releases typically are high in 
salts. Effluent concentration data collected during an 
offstream storage study (USBR, 1989) showed a mean TDS 
of 1600 ppm and concentrations of 2.6 ppm for boron and 
less than 1.0 ppb for selenium. These return flows mix 
with the surface and subsurface drainage flows, generated 
upslope in the agricultural water districts, and with return 
flows generated locally from pasture land. A calibration 
procedure was adopted to distribute the error in the loads of 
selenium, boron, and TDS. This was accomplished by 
adjusting first the flows, then the contaminant loads in both 
Mud and Salt sloughs, so that the total monthly flows and 
loads from each of the source areas were in numerical 
agreement with the measured flows and contaminant loads 
at the Newman monitoring station. The calibration variable 
was the volume of gauged return flows, mostly from the 
Central California Irrigation District (CCID) and ungauged 

118 

flows from the unincorporated area. Rather than adjust the 
concentration of these flows, an in-transit load factor was 
added or subtracted from the contaminant loads in Mud and 
Salt sloughs for calibration. The concentration of these 
ungauged flows can be estimated from the equations below. 
All scenario runs were made using these same adjustment 
factors: 

CFACTi = ( (SJRFLOi * CSJRi) - (AGDRNi *CAGDRNi) 

+ (WTDRNi * CWTDRNi) 

+ (CCIDRNi * CCCIDRNi» / (FFACTi) , 

where FFACTi = flow adjustment made to ungauged flows 
from the unincorporated areas, SJRFLOi = flow in the San 
Joaquin River at Newman monitoring station, AGDRNi = 
gauged flow from upslope agricultural water districts, 
WTDRNi = seasonal wetland drainage flows during spring 
months, CCIDRNi = gauged flow from Central California 
Irrigation District and other sources, CFACTi = calibrated 
return flow concentrations from the unincorporated areas, 
CSJRi = measured concentration of the San Joaquin River 



at Newman, CAGDRNj = concentration of drainage flows 
from upslope agricultural areas, CWTDRNj = concentration 
of seasonal wetland drainage flows during spring months, 
and CCCIDRNj = concentration of gauged flow from CCID 
and other sources. 

Return flows from 90,000 acres of agricultural land 
upslope of the Grassland sub-basin pass though vegetated 
and earth-lined channels in transit through the Grassland 
basin. The initial phase of this study was focused on 
developing a monthly surface flow model of drainage 
discharges and freshwater deliveries within the Grassland 
basin. Mass balance analyses of input loads to and export 
loads from the Grassland basin have revealed that current 
annual selenium in-transit losses through the Grassland 
system, prior to discharge into the San Joaquin River, can 
be as large as 25% of the selenium loads entering the basin 
(25% in 1986 and 22% in 1988). In contrast, boron and 
total dissolved solids (TDS) are largely conserved while 
being transported through the same channels, after 
accounting for seasonal wetland discharges. Selenium 
losses result from activity by a variety of hydrogeochemical 
and biochemical mechanisms, including plant uptake, 
uptake by invertebrates, algae and/or biota within the 
Grassland ecosystem. Volatilization takes place along 
channels and within earth-lined canals that support fungi 
and other microbes capable of reducing selenium into 
volatile organic compounds such as dimethylselenide. 
Selenium reduction in bottom sediments also contributes to 
decreases in selenium load (Weres et aI., 1989). 

Ongoing research at LBL is directed at quantifying 
the kinetics of these processes and developing an 
understanding of how the hydraulics of the Grassland basin 
affects these hydrogeochemical and biochemical processes. 
A simple algorithm was developed, in advance of these 
research findings, to estimate the effect of the proposed 
project on selenium in-transit losses as a result of the use of 
the San Luis Drain. This algorithm was based on 
differences in channel length and channel residence time 
between the existing and proposed drainage conveyance 
system, field inspection of aquatic vegetation growing 
along or within the channels, and communication with 
scientists with expertise in selenium chemistry. The 
reduction in selenium in-transit losses as a result of the 
project were assumed to be 90% of the losses without the 
project (i.e., a slightly larger fraction of the influent 
selenium mass would be returned to the San Joaquin River). 

Three future project scenarios were analyzed in this 
preliminary study. All three of these alternatives would 
utilize a portion of the San Luis Drain (Figure 2) to convey 
selenium-contaminated drainage from upslope agricultural 
areas to the San Joaquin River. The differences between 
these future project scenarios relate to the future use of the 
remaining flow within Salt Slough and the total water 
supply available to seasonal and permanent wetlands. 
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These differences in surface water deliveries to wetlands 
affect the concentration and mass flow of selenium that 
mixes with the contaminated agricultural return flows. 
Listed below are the three scenarios analyzed in this study: 

1. Contaminated agricultural return flows are diverted to 
the San Luis Drain. Existing freshwater supplies to 
wetlands are supplemented by use of usable-quality 
water in Salt Slough, improved in quality as a result 
of the project. Annual wetland drainage flows are 
increased by 27,000 acre-ft to 65,300 acre-ft. (SI) 

2. Contaminated agricultural return flows are diverted to 
the San Luis Drain. Existing freshwater supplies to 
wetlands are not supplemented by use of usable­
quality water in Salt Slough because of a moratorium 
on increased diversions. A portion (80%) of the 
surface return flows and operational spills are routed 
directly to the San Joaquin River via Salt Slough. 
Total annual wetland drainage flows remain at 
approximately 38,300 acre-ft, similar to the current 
condition. (S2) 

3. Contaminated agricultural return flows are diverted to 
the San Luis Drain. Wetland water supply is 
supplemented with an additional 55,000 acre-ft of 
interim supply due to increased operational flexibility 
in the Grassland basin. Wetland drainage flows are 
identical to those in scenario 1, and 80% of the 
surface return flows and operational spills are routed 
directly to the San Joaquin River via Salt Slough, as 
in scenario 2. (S3) 

Figure 3 shows predictions of the effect of each of 
these scenarios on water quality in the San Joaquin River at 
the Newman monitoring station for 1988. In most cases 
selenium concentrations are increased marginally compared 
with the current (without project) condition. In one case 
(scenario 1, 1988) the State Water Resources Control Board 
(SWRCB) objective for selenium of 8 ug/L (8 ppb) is 
violated in five different months but only once without the 
project (SWRCB, 1987). Table 1 compares the scenarios 
with and without the project scenario for both selenium and 
boron for the years 1986 and 1988. Although violations of 
the San Joaquin River objectives do not increase radically 
for project scenarios 2 and 3, violations of current 
objectives for Mud Slough, a tributary of the River, 
increase alarmingly. This result was predictable, since the 
effect of the project was to concentrate all the contaminated 
flows in Mud Slough. 

A number of options exist to mitigate the effect of the 
project on the San Joaquin River. These options fall into 
two major categories: (1) those that reduce the load of 
contaminants in agricultural return flows from upslope 
agricultural areas and (2) those that provide supplemental 
flows of fresh water for blending purposes during· those 
periods when water quality either exceeds the without-
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Figure 3. Results of model simulations showing the estimated effect of each of the three future project scenarios S 1, S2, and S3. In most 
cases the effect of the project is to increase monthly mean concentrations of selenium in the San Joaquin River. The selenium objective 
of 8 ug/l (ppb) is for a critically dry year, such as 1988. [XBL 924-686] 

Table 1. Comparison of alternative scenarios on the frequency with which State Water Resources Control Board objectives 
for selenium and boron are exceeded for water years 1986 and 1988. 

WATER 
QUALITY 
CONTROL 

POINT 

SaIl Slough 
alHwy 165 

Mud Slough 
alHwy 140 

San JOIKjUin 
near Newman 

SaIl Slough 
alHwy 165 

Mud Slough 
alHwy 140 

San Joaquin 
near Newman 

2.0 

2.0 

1.3 

2.0 

2.0 

0.8/1.0 

FREQUENCY OF EXCEEDING WATER QUALITY OBJECTIVES 

S 0 0 0 10 8 0 0 0 

10 9 10 11 10 S 12 12 12 

3 3 3 3 8 5 2 

3 0 0 0 10 4 0 0 0 

S 6 6 6 10 2 12 12 12 

2 S 2 2 
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project concentration or exceeds the SWRCB objectives for 
selenium and boron. 

One means of mitigating the impact of the project is 
to attempt to restore the San Joaquin River to the same 
water quality that prevailed prior to implementation of the 
project. The supplemental water requirements have been 
determined for each with-project scenario, for boron, 
selenium, and TDS and for 1986 and 1988 hydrologies. 
The volume of supplemental (dilution) water was 
calculated using the following algorithm for selenium, 
boron, and IDS: 

where Vs = volume of supplemental water required to 
match without-project concentration, V fw = flow in the San 
Joaquin River with the project, Cfw + s = concentration of 
the San Joaquin River without the project, C fw = 
concentration of the San Joaquin River with the project, Cs 
= concentration of the supplemental water supply. The 
allowable discharge by the upslope agricultural areas is 
calculated by dividing the allowable load-flow factor by the 
concentration of each of the contaminants, selenium and 
boron, for the with-project condition. There is no objective 
for TDS at the Newman monitoring site of the San Joaquin 
River. 

20000 

• Scenario 1 

The allowable discharge can be calculated using the 
following algorithm for selenium and boron: 

where V d = volume of discharge allowed without 
exceeding SWRCB objectives, V fw = volume of flow in 
the San Joaquin River, CSWRCB = SWRCB objective for the 
San Joaquin River at Newman, Cfw = existing 
concentration of the San Joaquin River, and Cd = 
concentration of the discharge into San Joaquin River. 

The assimilative capacity of the river can vary widely 
between months and between years depending on the flow 
volume. In the past four years the drought has caused 
significant reductions in monthly flow volume in the San 
Joaquin River, hence the assimilative capacity of the river 
has been relatively low, whereas during 1986, high river 
flow volumes during the months of February, March, and 
April provided a very large assimilative capacity. 

Figure 4 summarizes the supplemental flow 
requirements to meet the SWRCB for selenium for each of 
the project scenarios. Months during which the San 
Joaquin River could have accepted a greater mass loading 
during 1988 without exceeding the SWRCB objectives is 
shown below the zero-volume line. This graph also shows 
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Figure 4. Volume of supplemental water required (+ve) or assimilative capacity (-ve) of the San Joaquin River for each of the three 
potential project scenarios. In each case, the SWRCB selenium concentration objective of 8 ug/l (ppb) for the San Joaquin River at the 
Newman monitoring station was used in determining allowable selenium contaminated discharges of volumes of supplemental fresh 
water required for dilution purposes. [XBL 924-687] 
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that if surface storage of contaminated agricultural drainage 
discharges was made available during the summer months, 
this stored volume could be disposed of during the winter 
months of October through January without violating 
SWRCB objectives. 

. SUMMARY OF FINDINGS 

The major effects of the proposed action under 
scenarios 1, 2, and 3 are to increase the load and 
concentration of boron, selenium, and TDS in Mud Slough 
while reducing the load and concentration of these 
contaminants in Salt Slough. Other observations are these: 

1. Violation of the SWRCB monthly maximum 
concentrations for selenium, which occur 
infrequently in Salt Slough in dry years, such as 
1988, is likely to be eliminated with implementation 
of the project. 

2. Selenium concentrations in Mud Slough, which 
currently exceed the mean monthly objective for 
more than one-third of the year in both critically dry 
and wet years, would violate the objective throughout 
the year with implementation of the project. 
Maximum monthly selenium concentrations were 
violated in June and July of the wet year 1986 in Mud 
Slough but not in the critically dry year 1988. 

3. Selenium concentrations in Mud and Salt sloughs are 
influenced not only by the timing of wetland releases 
but also by opportunities for uptake by aquatic 
vegetation and biota. 

4. The water years 1986-1990 show a trend of 
decreased flows of agricultural drainage water from 
the ·upslope agricultural water districts. This 
reduction in flow is the result of the drought, 
consequent improvements in water conservation and 
irrigation practices, and increased tail water and 
subsurface drainage recycling. It is paradoxical that 
as growers adopt water conservation and drainage 
reduction practices in the upslope agricultural areas, 
concentrations of return flow contaminants increase, 

making it more difficult for these entities to comply 
with water quality objectives for selenium and boron 
in Mud and Salt sloughs. 

5. Annual supplemental water requirements are 
generally higher for boron than they are for selenium 
for both 1988 and 1986 hydrology to meet SWRCB 
objectives for the San Joaquin River at Newman. 
Conversely, supplemental water requirements are 
greater for selenium than they are for either boron or 
TDS in order to restore the San Joaquin River to pre­
project concentrations. 
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Analytical Solutions for Steady-State Gas Flow to a Soil-Vapor Extraction Well 

c. Shan, R. W. Falta, and I. lavandel 

Volatile organic chemical (VOC) contamination of 
unsaturated soils is a serious and widespread problem in 
industrialized countries. These chemicals, which typically 
enter the ground as a result of leaking storage tanks or 
pipelines, pose a long-term threat to underlying 
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groundwater supplies. The conventional method for 
remediating VOC contaminated soils is excavation and 
disposal of the soils at an approved off-site location. This 
method is expensive, and total costs for the removal and 
disposal of contaminated soils are on the order of several 



hundred dollars per cubic meter of contaminated soil. 
Furthermore, such actions simply transfer the problem from 
one location to another. At many contaminated sites, soil 
excavation is not feasible because of the presence of 
surface structures and buried pipelines and utilities and 
because of the substantial interruption of business 
operations during soil excavation. 

For these reasons, emphasis has shifted toward 
decontamination methods that can be performed in situ. Of 
the various in-situ remediation techniques currently used, 
soil-vapor extraction is proving to be one of the most 
effective and cost-efficient methods for VOC removal from 
unsaturated soils. A soil-vapor extraction operation 
consists of pumping soil gas from one or more wells 
screened in the unsaturated zone. This induced gas flow 
results in the in-situ evaporation of nonaqueous phase 
liquids (NAPLs), the volatilization of chemicals dissolved 
in residual pore water, and the desorption of chemicals 
from soil surfaces. 

Although the basic physical principals governing the 
operation and performance of soil-vapor extraction systems 
are fairly well understood, details of the system design are 
often determined empirically and not by rigorous analysis 
(Massmann, 1989; Johnson et aI., 1990b). Although a 
number of numerical simulators have been developed for 
modeling gas flow in the unsaturated zone, practicing 
engineers have been hampered by a lack of appropriate 
analytical solutions for soil-vapor extraction systems 
(Massmann, 1989). 

Here we summarize the analytical solutions 
developed for steady-state gas pressure and streamfunction 
distributions for a vapor extraction well screened over some 
fraction of the unsaturated zone. The solutions are 
applicable to isotropic as well as anisotropic homogeneous 
formations that are open to the atmosphere at the ground 
surface, and which are confined below by either the water 
table or an impermeable formation. 

A simple numerical method is used to calculate 
streamline travel times from the analytical solutions. 
Examples are included to show the effect of anisotropy on 
the gas pressure and flow fields. A series of dimensionless 
type curves are provided for different well geometries, and 
these curves may be used to analyze gas pumping tests to 
calculate average horizontal and vertical gas permeabilities 
and to optimize the design of soil-vapor extraction wells. 

The mathematical derivation leading to the solution 
of this problem is extensive and beyond the scope of this 
summary. The interested readers are referred to the Shan et 
al. (1992) paper. In this section, the solutions are applied to 

a typical soil-vapor extraction case in order to illustrate the 
nature of gas flow and to demonstrate the effect of 
permeability anisotropy on the induced gas flow field. 
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Figure 1. Vapor extraction well geometry. [XBL 9110-2246] 

Figure 1 shows the geometry of a soil-vapor 
extraction well, and Table 1 describes the parameters 
assumed for the above example. The potential treatment 
zone is unsaturated, and the water table or an impermeable 
layer is present at a depth of 10 m. A single soil-vapor 
extraction well is installed and screened from 3 m to 7 m 
from the ground surface, which is open to the atmosphere. 
This well is pumped at a constant rate of 0.1 kg/s 
(4.84 m3/min at lOoe and 1 atm), and after some time 
(typically between one day and one week) the system has 
reached steady state. 

For an isotropic system with a gas phase permeability 
of 10-11 m2, the predicted pressure distribution is shown in 
Figure 2a. Although this is a fairly high pumping rate, the 
influence of the pumping on the gas field is restricted to a 
very small area in the vicinity of the extraction well. The 
pressure contours are strongly two dimensional, and are 
very clearly influenced by the constant-pressure boundary 
at the ground surface. It should be mentioned here that if 
the treatment zone is above a free water surface, significant 
water table upwelling may occur. Johnson et al. (1990a) 
give a simple method for estimating the water table rise due 
to gas pumping, and Johnson et al. (1990b) suggest that 
groundwater pumping wells may be needed to keep the 
water surface from reaching the soil-vapor extraction well 
screen. 

In Figure 2b, gas pressure contours are shown for a 
case identical to that shown in Figure 2a, except that the 
vertical permeability has been reduced by a factor of 10 to 
10-12 m2. The pressure distribution here is dramatically 
different from the isotropic case, and the influence of the 
gas extraction is seen over a larger area. In fac~the 
pressure contours are "stretched" by a factor of "J 10 in 
accordance with the radial coordinate transformation. As in 
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Table 1. Problem specification. 

Parameter Value 

Depth to impermeable boundary 

Depth to bottom of screen 

Depth to top of screen 

Total gas removal rate 

Radial gas permeability 

Vertical gas permeability 

Porosity 

Temperature 

Ambient pressure 

Ambient gas density 

Gas viscosity 

P=latm 

h= 10m 

a=7m 

b=3m 

M =0.1 kg/s 

kr = 1 x 10-11 m2 

kz = 1 x 10-11 m2; 1 x 10-12 m2 

cp = 0.4 

T= 10°C 

Pa = 1 atm = 101,325 Pa 

Pa = 1.24 kg/m3 

~ = 1.76 x 10-5 kg/m· s 

o.o~--------------------------------------------------------------------~ 

(a 
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Figure 2. Gas pressure distribution for (a) isotropic permeability and (b) anisotropic permeability. The contour 
interval is 0.01 atm. [Top, XBL 9110-2252; bottom, XBL 9110-2253] 
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the isotropic case, the pressure field is two dimensional and 
the effect of the constant-pressure boundary condition is 
readily apparent. 

The normalized streamfunction contours for these 
two cases are shown in Figure 3. In these plots, the 
stream tubes between each streamline account for 5% of the 
total gas flow t6 the extraction well (20 stream tubes are 
considered). For the isotropic case, shown in Figure 3a, 
most of the gas flow enters the ground near the well, and 
about two-thirds of the sweep gas enters the ground from a 
radial distance of 10m or less from the well. The two­
dimensional nature of the flow is quite evident, as is the 
fact that all of the gas entering the well ultimately 
originates at the ground surface. 

For the anisotropic case shown in Figure 3b, the 
streamlines are substantially different from those in the 
isotropic case, and the flow tends to be more horizontal 
with a greater sweep radius. As with the pressure contours 
discussed above, the stream function contours for the 
anisotropic case are "stretched" by a factor of Fa, and less 

than 20% of the sweep gas enters the ground at a radial 
distance of 10 m or less. In either situation, very little gas 
flow occurs below the well screen near the well, suggesting 
that the screened interval should be placed below the zone 
of contamination whenever possible. 

In addition to the streamfunction distribution, an 
important aspect in the performance of a soil-vapor 
extraction system is the gas travel time along a streamline. 
In Figure 4, the streamline gas travel times from the ground 
surface to the well screen are plotted for the two examples. 
These travel times were computed numerically using the 
method described earlier. In this plot, the y axis 
corresponds to the normalized stream-function value 
(which is contoured in Figure 3), and each value of the 
normalized streamfunction defines a specific streamline. 
From this figure, it is apparent that the gas travel times for 
different streamlines vary over several orders of magnitude. 
For streamlines originating at the ground surface near the 
well, the travel time is much smaller than the travel time for 
streamlines originating some distance away from the well. 

O.O'-~~'-IT'-~-r'-'-'--r~---r--~--~------~--------~----------~ 

(a 

10.0+-----------~--------~----------~----------~----------~--------~ 
0.0 6.0 10.0 16.0 20.0 26.0 30.0 

Radial Distance, meters 

O.O~--------~--_r--~--~--~--~--~----r_--_r----~----~----~~ 

(b 

10.0+-----------~--------~----------~----------~----------~----------~ 
0.0 6.0 10.0 16.0 20.0 26.0 30.0 

Radial Distance, meters 

Figure 3. Normalized streamfunction distribution for (a) isotropic permeability and (b) anisotropic permeability. The 
contour interval is 0.05. [Top. XBL 9110-2254; bottom, XBL 9110-2255] 

125 



time, seconds 

Figure 4. Streamline travel time from the ground surface to the 
gas well. [XBL 9110-2250] 

For example, in the isotropic case, the first streamline 
("'d = 0) reaches the well in a little over 1000 sec, whereas 
the streamline defined by "'d = 0.6, which originates at a 
distance of about 9 m from the well, does not reach the well 
until 30,000 sec, a factor of nearly 30. The travel times for 
the anisotropic example are similar, except the travel time 
for a given streamline is increased by a factor of 10 with 
respect to the isotropic case. 

Because the normalized stream function corresponds 
to the fractional gas flow to the well, the travel time curves 
shown in Figure 4 may be used to estimate the fraction of 
gas that originates at the ground surface and enters the well 
as a function of time (neglecting pressure transients and 
gaseous diffusion). With reference to the solid line in 
Figure 4 (the isotropic case), after about 2000 sec, 10% of 
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the gas entering the well originated at the ground surface; 
after about 10,000 sec, 40% of the gas is from the 
atmosphere, and after about 350,000 sec (4 days), 90% of 
the gas entering the well originated at the ground surface. 
The nature of these curves suggests that for purely 
advective displacement of contaminated vapors (in the 
absence of a NAPL), the concentration of the contaminant 
in the gas produced from the well will be constant for a 
short time and will then decrease exponentially with time, 
asymptotically approaching zero. 

From the results of this study, several conclusions are 
reached regarding the behavior of soil-vapor extraction 
systems. It is apparent that these systems are strongly 
affected by the degree of permeability anisotropy, and in 
formations in which vertical permeabilities are lower than 
horizontal permeabilities, the effective radius of the system 
is significantly larger than that in isotropic systems. In 
general, it is advantageous to screen the well close to the 
impermeable boundary because the area cleaned by the well 
is larger than it would be if the well were screened near the 
ground surface. For wells screened near the ground 
surface, most of the gas flow occurs in a region very near 
the well. 
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Application of Underpressured Vaporization Well (UVB) Technology to Source 
Remediation at Lawrence Livermore National Laboratory 

M. c. Small and T. N. Narasimhan 

Currently pump-and-treat technology is widely used 
to capture and remediate groundwater contamination. This 
approach may be appropriate near the outer margins of a 
contaminant plume where the majority of contamination is 
in the dissolved phase. However, near the source much of 
the contamination may be present in an immobile­
immiscible phase or adsorbed onto the porous media itself. 
During pumping this source area contamination is isolated 
and trapped within the dewatered zone created above the 
cone of depression. 

As an alternative, the Underpressured Vaporization 
Well (UVB) technology (Herrling et al., 1991) allows for 
in-situ remediation of volatile compounds in groundwater 
without dewatering. A UVB consists of a single well with 
two hydraulically separated screened intervals within a 
single permeable zone (Figure 1). Pumping in the lower 
section followed by in-situ air-stripping and re-infiltration 
in the upper section creates a torroidal recirculation pattern 
to flush and remove volatile compounds from groundwater 
in the permeable zone. We investigate the dynamic 
hydraulic features of a UVB system as well as its 
remediation capabilities for volatile organic compound 
(VOC) contamination sources at the Lawrence Livermore 
National Laboratory (LLNL), California. 
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Figure 1. UVB well construction details. [XBL 924-688] 
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APPROACH 

To investigate fluid flow and contaminant transport in 
the vicinity of a UVB, we employed a two-dimensional 
axisymmetric, r-z mesh (pseudo-three-dimensional). The 
isothermal fluid-flow model TRUST (Narasimhan et aI., 
1978) was used to simulate the steady-state flow field 
around a UVB in the absence of a regional gradient. 
Appropriate input parameter values were selected to 
simulate the operation of a UVB within the hydrogeologic 
system of the southwest section of LLNL. Alluvial 
sediments in this area are deposited in laterally restricted 
continuous to discontinuous higher-permeability channel 
deposits in a matrix of lower-permeability floodplain and 
overbank deposits, which act as both source areas and 
preferred flow paths for VOCs (Thorpe et aI., 1990). A 
series of steady-state flow fields were created by varying 
well design and aquifer parameter values, including 
pumping rate, screened interval, permeability, anisotropy, 
heterogeneity, and aquifer thickness over a range of 
possible values. 

The transient and steady-state heat flow model 
TRUMP (Edwards, 1972) was then used to simulate 
transport and removal of a conservative contaminant for 
each flow field simulation. Head transport was used as an 
analogy for contaminant transport. Model input parameters 
are summarized in Table 1. 

RADIUS OF INFLUENCE 

The hydraulic radius of influence determines the 
volume within the aquifer that is actually affected by the 
operating UVB. It is defined as the radius at which 98% of 
the total water in the steady-state torroidal circulation cell 
has crossed the aquifer midplane. Herrling et al. (1991) 
present the following expression for UVB radius of 
influence: 

(1) 

where c = f(al/H, a2/H). Hantush (1964) presented this 
same expression, with c = 1.5, for the radius of effect for a 
partially penetrating well. 

However, any conditions that favor horizontal flow 
over vertical flow, such as a smaller screen-to-aquifer 
thickness radio (a/H), anisotropy, horizontal heterogeneities 



Table 1. Input parameters for TRUST/TRUMP simulations. 

Flow Parameter 

Aquifer thickness (H) 

Specific gravity of soil 

Permeability (k) 

Anisotropy (khlkv) 

Model Value 

4mand8m 

2.2 
2 x 10-8 to 2 X 10-13 m2 

5 to 100 

Specific storage (Ss) (upper well bore is a free surface, and lower 
well bore is compressible storage) 

1 X 10-4 11m (sediments) 
1.0 11m (upper well bore) 
1 x 1 O~ 11m (lower well bore) 

Water viscosity 

Fluid compressibility 

Fluid density 

Gravitational constant 

Initial potential 

Transport Parameter 

Fluid mass transfer grid (truncated to 98% radius of influence) 

Initial temperature (concentration) 

Heat capacity (volume of water times R) 

Thermal conductivity (dispersion + diffusion) 

Latent heat release temperature 

Upstream weighting 

Treatment efficiency (Herrling, 1991; c1ailns up to 95%) 

such as low permeability layers, or increased aquifer 
thickness, will increase the hydraulic radius of influence. 
Any changes that favor vertical flow, such as a larger 
screen-to-aquifer thickness radio or vertical heterogeneity, 
will tend to decrease the radius of influence. 

It is interesting to note that, varying either the 
pumping rate or the permeability values will cause no 
change in the radius of influence. An increase in pumping 
rate or decrease in conductivity (the inverse of resistance to 
flow) is manifested as increased wellbore drawdown and 
buildup in the extraction and infiltration sections of the 
UVB, respectively. 

REMEDIATION EFFICIENCY 

Remediation efficiency was analyzed by observing 
transport within the different steady-state flow fields. We 
calculated concentrations in the extraction well over time, 
the retreat of the concentration front along the midplane of 
the aquifer, and the percentage of total mass remaining in 
the system over time. 

For all transport simulations influent concentrations 
in the lower wellbore were reduced by 90% within 5 
months as a result of the rapid retreat of the concentration 
front closer to the UVB, where higher velocities are 
present. As pumping continues, the most of the water being 
drawn into the lower screen section is cleaned, re-infiltrated 
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1 x 10-3 g/m-sec 

4.18 x 10-10 m-sec2/g 
1 x 103 g/m3 

9.807 m/sec2 

25 m for all nodes 

Model Value 

Steady state flow field calculated by TRUST 

1°C for all nodes 

0.3 callg_OC 

5 x 10-10 cal/sec-m-oC 

O°C 
70% 

80% 

flow from the upper UVB section with smaller amounts of 
contaminated water contributed from the outer portions of 
the radius of influence. 

Comparing the percentage of total mass remaining in 
the system over time between simulations gives a good idea 
of overall remediation efficiency and time for total removal 
of contamination within the radius of influence (Figure 2). 
The simulations have different radii of influence and 
different total mass, hence direct comparisons between 
simulations must be made with caution. 

The baseline case and the two simulations that vary 
well construction parameters all have the same radius of 
influence R = 6.3 m (Figure 2). Increasing the screen 
length to 1.6 m decreases the mass removal rate by 
reducing velocities far from the well, resulting in 99% mass 
removal at about 45 months. Increasing the pumping rate 
to 20 gpm significantly increases the mass removal rate, 
with 50% removed after only 2 months and 99% after 22 
months as compared to the baseline case, where 50% of the 
mass removed within about 4 months and decreases to less 
than 1 % after about 35 months. 

The radius of influence for the simulations that vary 
aquifer parameters are all different from the baseline 
simulation except in the case of increased permeability 
(Figure 3). When permeability is increased, there is no 
change in remediation efficiency. The 50% removal time 
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Figure 2. Percent of total mass vs time sensitivity to aquifer 
parameters. [XBL 924-689] 

for the anisotropic simulation is increased above the 
baseline case to about 12 months. Because of the increased 
R = 13.4 m and the larger quantity of mass present, about 
9% of the total mass remains within the radius of influence 
after 5 years. Horizontal heterogeneity, with R = 10 m, also 
raises the 50% removal time above the baseline case to 
about 6 months and 99% removal after about 55 months. 
The vertical heterogeneity with a small R = 4 m reaches 
50% removal at about 3 months and 99% at about 22 
months. For the simulation increasing H to 8 m with 
R = 12 m, the quantity of mass increases dramatically, and 
only about 45% of mass has been removed from the radius 
of influence after 5 years. Although it is difficult to 
compare these simulations directly, we can state that, in 
general, any parameter change that will increase the rate of 
flow or favor higher velocities farther from the well will 
tend to increase the mass removal rate. 
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Figure 3. Percent of total mass vs time sensitivity to UVB 
construction parameters. [XBL 924-690] 
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SUMMARY 

Simulation results indicate that a UVB hydraulic 
radius of influence is on the order of 5 to 15 m (15 to 45 ft), 
given a typical 4-m (12-ft) thick high-permeability zone at 
LLNL. This is sufficient to remediate VOCs within the 
typical higher permeability stream channel deposits that act 
as source areas at LLNL. In addition, the radius of 
influence may be increased by installing more than one 
UVB in a single zone (Herrling et aI., 1991). Removal 
rates for 90% of contaminant mass within this radius were 
calculated to range from 6 months to 2 years, which are 
manageable time periods for operation of such a device. 
These results indicate UVB wells applied to remediation of 
source areas, in conjunction with existing down-gradient 
extraction wells could improve overall remediation 
efficiency at the LLNL site. 
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Integration of Hydrogeological Data for a Three-Dimensional Model 
of the Unsaturated Zone at Yucca Mountain 

c. S. Wittwer and G. S. Bodvarsson 

The United States Geological Survey (USGS) is 
conducting site-characterization studies of Yucca 
Mountain, Nevada, the potential site for underground 
storage of high-level nuclear waste. The studies include the 
collection and analysis of geological, geophysical, 
hydrological, and geochemical data, all of which will be 
integrated into a detailed conceptual model of the site and 
into a three-dimensional numerical model referred to here 
as the "site-scale model." This model will quantify 
moisture flow within the unsaturated zone of Yucca 
Mountain and will evaluate the effects of gas flow and the 
geothermal gradient on the moisture flow. Ultimately, the 
site-scale model will be combined with a similar model for 
the saturated zone to yield an integrated model to be used 
for performance predictions. 

The site-scale model of the unsaturated zone at Yucca 
Mountain is being developed by Lawrence Berkeley 
Laboratory (LBL) in collaboration with USGS (M.P. 
Chornack, A.L. Flint, B.D. Lewis, R.W. Spengler), 
Raytheon Services Nevada (L.E. Flint), and Sandia 
National Laboratories (C.A. Rautman). The primary 
objectives of developing the site-scale model are to: 

1. Investigate the feasibility for developing a detailed 
three-dimensional model of the moisture flow field at 
Yucca Mountain that attempts to incorporate the 
geologic complexities and the non-linearities 
involved with unsaturated fluid flow in fractured 
rocks. 

2. Use the model, if feasible, in the site characterization 
effort by evaluating temporal and spatial frequency of 
data needs. 

3. Quantify moisture flow within the unsaturated zone at 
Yucca Mountain and evaluate the effect of gas flow 
and the geothermal gradient on moisture flow. 

This brief article summarizes some of the work described in 
Wittwer et al. (1992). 

SITE DESCRIPTION 

The hydrogeology at Yucca Mountain is controlled 
by fluid flow through heterogeneous layers of anisotropic, 
fractured volcanic rocks in an arid environment. The model 

. covers an area of about 30 km2 centered around the 
potential repository area and is bounded by the Bow Ridge 
fault to the east and Solitario Canyon fault to the west. The 
model extents to the north as far as Yucca Wash, where the 
topography suggests that a major northwest fault may be 
present. The vertical offset along these faults commonly 
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ranges from tens to hundreds of meters and generally 
increases from north to south. The northwest-trending 
faults in the northern part of the model area are interpreted 
as strike-slip features with horizontal displacement ranging 
from almost zero to a few tens of meters (Scott and Bonk, 
1984). These major features penetrate the complete 
thickness of the unsaturated zone and possibly control the 
moisture flow and the saturation distribution. 

The tuffs range from porous, non welded ash flows 
and bedded tuff deposits to massive, highly brittle welded 
ash-flow rocks, depending on their deposition mechanisms 
and cooling history. On the basis of their hydrological 
characteristics, the geological units were regrouped into 
hydrogeological units, referred to below as Tiva Canyon, 
Paintbrush, Topopah Spring, and Calico Hills units 
(Montazer and Wilson, 1984; Scott and Bonk, 1984; Tien et 
aI., 1985; Flint and Flint, 1990). 

DESIGN OF THE lliREE-DIMENSIONAL 
SITE-SCALE MODEL 

The design of the numerical grid used in the 
simulations must consider the effects of the normal faults, 
the spatial distribution of the infiltration, the sharp 
thermodynamic gradients at the boundaries between 
hydrogeological units, the locations of existing and 
proposed wells, and the possible occurrence of lateral flow 
and perched water. The locations of the nodal points for 
the horizontal grid were determined on the basis of the 
following criteria to: 

1. Coincide with the locations of existing or proposed 
boreholes. This allows direct comparison of model 
results with actual field data. 

2. Align along known major faults, such as the Ghost 
Dance fault, Dune Wash fault, and Abandoned Wash 
fault. This alignment allows one to explicitly 
prescribe "fault properties" to the elements 
representing the fault and also allows subsequent 
(when sufficient data are collected) incorporation of a 
subgrid of fine elements to represent the small 
thickness (perhaps 1 m or less) of the fault zones 
more accurately. 

3. Be areally distributed to reflect properly the different 
infiltration zones for ease in describing surface flux 
conditions that depend on the different infiltration 
zones. 

4. Be areally distributed to reflect properly the areas 
where different rock types are exposed. 



5. Have gradual changes in element sizes to minimize 
errors in representing gradients in thermodynamic 
conditions, hence minimizing model inaccuracies. 

At Yucca Mountain, moisture infiltration is believed 
to be morphologically dependent, whereas different 
mechanisms control the net infiltration from rainfall. 
Because of variations in soil cover and exposed fractures, 
the model area can be divided into three infiltration zones, 
alluvium (24%), sideslopes (60%), and ridgetops (14%) 
(A.L. Flint and L.E. Flint, USGS, personal communication, 
1991). Figure 1 shows the areal distribution of the different 
infiltration zones that have to be considered in the design of 
the horizontal grid of the model. After all the nodal points 
had been located, a numerical grid generator was used to 
develop the horizontal grid shown in Figure 2. 

The design of the vertical grid was based on the 
spatial distribution of the hydrogeological units, such as the 
welded units (Tiva Canyon and Topopah Spring) and 
nonwelded units (paintbrush, Calico Hills, Prow Pass). The 
hydrogeological units were divided vertically so that thin 
elements would surround the unit boundaries. Because the 
thicknesses of the units vary considerably throughout the 
model area, a fixed number of vertical elements was chosen 
for every unit, each of the elements having a percentage of 
the whole unit thickness. This approach allowed for a 
lateral continuity of the element layers. The three normal 
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Figure 1. Approximate view of the different infiltration zones 
used in the site-scale model. [XBL 924-691] 
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Figure 2. Horizontal grid for the site-scale model showing the 
location of faults and existing and proposed wells considered in 
the design. [XBL 924-692] 

faults located within the model area (Ghost Dance, 
Abandoned Wash, and Dune Wash faults) were simulated 
in an explicit manner by accounting for their vertical offset 
in the design of the vertical grid. On the other hand, 
regions with many faults of smaller displacement were 
modeled in an implicit manner by modification of the 
characteristic curves of the relevant grid blocks. 

A geometrical three-dimensional representation of the 
stratigraphic units between the ground surface and the 
water table was developed to obtain the spatial location of 
the unit boundaries. Once these surfaces were determined, 
the z-coordinates of the center of the vertical elements were 
calculated using the previously determined vertical gridding 
of each hydrogeological unit. Surficial data, such as fault 
offsets, dips and strikes of the beds, and the lithology of the 
wells were laterally and vertically extrapolated to design 
contour maps of the boundaries of the hydrogeological 
units and the water table. Boundaries of the 
hydrogeological units also were determined from the 
lithologic logs of the wells. 

As an example, the isopach map for the Topopah 
Spring hydrogeological unit is shown in Figure 3. An 
isopach map for the geological unit previously published 
(Tien et aI., 1985) was compared with the new 
hydrogeological unit map. Because of the different data 
considered and the different area covered by the past 
studies, the two interpretations agree only for the most 
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Figure 3. Isopach map for the Topopah Spring hydrogeological 
unit (m). [XBL 924-693] 

central part of the model area. Other isopach maps have 
been published (Ortiz et a!., 1985) for various sections of 
the Topopah Spring member (e.g., the lower lithophysal 
zone and the vitrophyre zone), but these maps consider only 
certain parts of the whole unit and cannot, therefore, be 
compared with our new isopach map of the Topopah Spring 
unit. 

PRELIMINARY NUMERICAL 
SIMULA nONS 

The integrated finite-difference computer code 
TOUGH2 (pruess, 1990) is being used to simulate the 
steady-state moisture flow, the liquid-saturation distribution 
and the matrie-potential distribution between the land 
surface and the water table. The relationship between 
permeability and liquid saturation for the unsaturated 
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hydrogeologic units is simulated through composite 
characteristic curves that combine the effects of the porous 
matrix and the fractures (Montazer and Wilson, 1984; 
Wang and Narasimhan, 1987). 

Simulations were performed using a one-dimensional 
submodel to evaluate the effect of the element size on the 
numerical results. These studies were conducted to 
determine the sensitivity of the results to the number of 
vertical elements and their fineness, especially around unit 
boundaries. 

Steady-state numerieal simulations are currently 
being performed to evaluate the occurrence and magnitude 
of lateral flow within the various blocks delineated by 
major faults and to evaluate the formation of perched-water 
bodies at the lithologic and structural boundaries between 
different hydrogeological units. The influence of fault 
zones and the infiltration distribution on the liquid-water 
flow through the potential repository unit and to the water 
table will also be evaluated for various cases. 
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Semianalytical Treatment of Fracture/Matrix Flow in a Dual-Porosity 
Simulator for Unsaturated Fractured Rock Masses 

R. W. Zimmerman and G. S. Bodvarsson 

A potential site for an underground radioactive waste 
repository is in Nevada at Yucca Mountain, in a region 
consisting of highly fractured volcanic tuff. As part of the 
process of characterizing the site for the purposes of 
determining its suitability for a repository, we have been 
developing, in collaboration with the USGS (Denver), 
mathematical and computational models for studying the 
flow of water in unsaturated, fractured rock masses having 
low matrix permeability. In order to study highly transient 
infiltration processes that may occur, we need to be able to 

treat flows in tuffaceous geological units that consist of two 
intermingled networks of porosity: a (relatively) high­
permeability, low-storativity fracture network and low­
permeability, high-storativity matrix blocks. We 
accomplish this by modifying an existing numerical 
simulator, TOUGH (Pruess, 1987), so as to treat flow 
between the fracture network and matrix blocks by an 
analytical expression. This modified code can be used to 
study transient flow processes that may be expected to 
occur at Yucca Mountain. 

DUAL-POROSITY MODELS 

For processes that occur on a sufficiently slow time 
scale, it is often assumed that the fractured rock mass can 
be treated as an equivalent porous medium, with an 
effective permeability that is a weighted average of the 
permeabilities of the fracture network and the matrix blocks 
(peters and Klavetter, 1988). This approach assumes that 
the matrix blocks are always in local equilibrium with their 
surrounding fractures; it is therefore capable of simulating 
processes that occur slowly enough that pressure 
equilibrium can be achieved between the fractures and 
matrix blocks. For highly transient processes, such as the 
infiltration that would occur after a precipitation event, the 

133 

"dual-porosity" nature of the medium must be accounted 
for. In a dual-porosity medium, the fractures provide most 
of the high permeability of the rock mass, whereas most of 
the fluid storage takes place in the relatively low­
permeability matrix blocks. The complex behavior of dual­
porosity systems arises from the fact that there will be 
different time scales corresponding to diffusion in the 
fracture network and in the matrix blocks. 

The most commonly used conceptual model of a 
dual-porosity system assumes the existence of two 
overlapping continua, the fracture continuum and the 
matrix continuum. Flow is assumed to take place not only 
through the fractures, but also between the fractures and the 
matrix (Warren and Root, 1963). The traditional method of 
simulating processes in such systems involves explicit 
discretization of both the fracture continuum and the matrix 
blocks. Simulations using this approach may require an 
enormously large number of computational grid blocks for 
each matrix block. For example, if we discretize a cubical 
matrix block of side L into smaller, cubical grid blocks, of 
size, say, Ll5, this will lead to 53 = 125 grid blocks in each 
matrix block. A more efficient approach is the MINC 
method (pruess and Narasimhan, 1985), in which the 
matrix block is discretized into nested elements, thus 
treating flow within each matrix block as being 
mathematically one dimensional. We have found that 
accurate treatment of transient effects with the MINC 
method requires that the representative matrix block 
associated with each computational cell of the fracture 
continuum must itself be broken up into about ten nested 
grid blocks. Hence simulation of transient processes will 
require roughly ten times the number of computational cells 
needed for quasi-steady-state simulations. Since the CPU 
time required by most numerical simulators grows at least 



as fast as the number of computational cells, simulation of 
large-scale transient processes using traditional dual­
porosity simulators becomes computationally burdensome. 

We have taken the approach of incorporating into a 
numerical simulator an analytical expression for absorption 
of water into matrix blocks, which then plays the role of a 
source/sink term for the fractures. This approach is in the 
spirit of the MINe method, since it assumes that the 
fractures surrounding each individual matrix block are in 
local equilibrium with each other, and so imbibition into the 
matrix block commences simultaneously from its entire 
outer boundary. Our analytical expression accounts for 
factors such as block geometry, initial saturation, and the 
hydrological properties of the matrix blocks. The accuracy 
of these interaction terms has been verified through 
numerical simulations of imbibition into single matrix 
blocks of various shapes and sizes (Zimmerman et aI., 
1990). Evaluation of the fracture/matrix flow-coupling term 
requires an insignificant amount of CPU time. The 
computational meshes used in our simulations then consist 
only of "fracture elements," whose permeability, porosity, 
and other properties are those of the fracture system, 
averaged over a suitably large representative elementary 
volume (REV). The matrix blocks are not explicitly 
discretized or represented in the computational mesh, but 
are accounted for through the source/sink coupling term. 
The only geometrical properties of the matrix blocks that 
are required as input to the simulations are their volumes 
and their surface areas. Flow from the fractures into the 
matrix blocks at any given location is assumed to begin 
when the liquid saturation in the fractures at that location 
reaches some nominal value that is taken to signal the 
arrival of the liquid front. After this time, the volumetric 
flux of water into the matrix block is calculated from our 
analytical expressions as a function of the matrix block 
properties, initial saturation, and elapsed time since the start 
of imbibition into that particular block. 

FRACTURE/MA TRIX INTERACTIONS 

In a large-scale flow process occurring in an 
unsaturated dual-porosity medium, the saturations and 
pressures will vary with time in both the fractures and the 
matrix blocks. However, because of the much larger 
permeability of the fractures, diffusion of liquid will 
typically occur much more rapidly in the fractures than in 
the matrix blocks. Hence, if a liquid saturation front is 
diffusing through the fracture network, we expect that the 
time it takes to travel past a single matrix block will be very 
small compared with the characteristic time of diffusion 
within that block. This allows us to make the 
approximation that any given matrix block is surrounded by 
fractures that are either "ahead of' or "behind" the 
saturation front in the fracture network. We therefore 
assume that the boundary conditions for the matrix block, 

134 

which are provided by the surrounding fractures, are of the 
step-function type. That is to say, the saturation in the 
fracture is at its initial value Si for t < to and then abruptly 
jumps to some higher value, say So, for t > to In a sense, 
we have partially uncoupled the problem, which allows us 
to solve the diffusion equation in the matrix block under 
boundary conditions that are assumed to be "known." 

The rate at which liquid water is imbibed into a 
matrix block depends not only on the geometry of the block 
and its initial saturation, but also on the hydrological 
properties of the matrix rock. The properties that are most 
relevant to the rate of imbibition are the absolute 
permeability k, the porosity ~ and its relative permeability 
and capillary pressure functions. These two functions 
describe the relationship between the liquid saturation S, 
the capillary potential <1>, and the relative permeability k,. 
One set of such functions that have been used in modeling 
the hydraulic behavior of the volcanic tuffs at Yucca 
Mountain are those that were proposed by Mualem and van 
Genuchten, which are (see Zimmerman and Bodvarsson, 
1989) 

(la) 

(lb) 

where a. is a scaling parameter that has dimensions of 
l/pressure, and m and n are dimensionless parameters that 
satisfy m = 1 - l/n, n > 2 (Fuentes et al., 1991). Sris the 
residual air saturation, at which the liquid phase becomes 
immobile; Ss> which is usually very close to 1.0, is the 
saturation at which the capillary potential goes to zero. 

To construct a dual-porosity model that is reasonably 
general, we need expressions for the rate of imbibition into 
finite, irregularly shaped matrix blocks. To develop such 
expressions, we have used the following approach. First, 
we used the integral method to develop approximate 
expressions for one-dimensional imbibition into an 
unbounded formation (Zimmerman and Bodvarsson, 1989). 
Next, we extended these solutions to regular geometries 
such as spherical, cylindrical, or slab-like matrix blocks 
(Zimmerman et al., 1990). Finally, we developed scaling 
laws that allow us to extend these results to irregularly 
shaped blocks, using knowledge of their volumes and 
surface areas. The results show that we can model 
imbibition into a matrix block of arbitrary shape by the 
equation 

(2a) 

where 'tis defined by 



(2b) 

MODIFIED TOUGH CODE 

We have implemented our expression for the 
fracture/matrix flow as a modification to the TOUGH code 
(pruess, 1987), which is an integral finite-difference code 
that can simulate the flow of liquid water, air, and water 
vapor in porous or fractured media. The TOUGH code 
contains provisions for sources/sinks of mass and heat, 
which are calculated in the subroutine QU. The 
sources/sinks are often used to account for fluid that is 
injected or withdrawn from a borehole that penetrates one 
of the computational cells. We have modified this 
subroutine so as to include a new type of sink, which 
represents liquid water flowing into the matrix blocks. The 
magnitude of the instantaneous flux of the sink associated 
with each computational cell is computed using Eqs. (2a,b). 
The subroutine QU calculates a "generation" term G for 
each cell, at each time step, which, represents the average 
flux for the source/sink over the time interval tn ~ t ~ tn+J, 

by 

(3) 

Leakage from a given fracture element is assumed to begin 
when the saturation (or capillary pressure) in the fracture 
reaches some nominal value that is taken to mark the arrival 
of the saturation front. 

EXAMPLE: LEAKY-FRACTURE PROBLEM 

One basic problem that has much relevance to 
understanding the hydrological behavior of the Yucca 
Mountain tuffaceous rocks is that of water flowing along a 
fracture, with leakage into the adjacent matrix (Travis et aI., 
1984). Martinez (1987) discussed this problem for the case 
where the fracture is oriented vertically and the flow 
downward along the fracture is gravity driven. In one of 
Martinez' models, the fracture was assumed to behave as a 
smooth-walled "slot" of constant aperture; in another 
model, the fracture was treated as a porous medium with its 
own capillary pressure and relative permeability functions. 
His results showed that the precise details of the hydraulic 
properties of the fracture were relatively unimportant and 
that the absolute permeability was the only property of the 
fracture that influenced the rate of advance of the water. 
This result provides some justification for our assumption 
that the saturation front moves through the fracture network 
in a piston-like manner. 
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As an example of a simulation using our dual­
porosity code, consider the configuration shown in Figure 
1 with the fracture oriented horizontally. This model 
~ould also apply to the early stages of flow along a vertical 
fracture. Flow into the fracture is driven by the imposed 
potential at the y = 0 boundary. For the matrix blocks, we 
use the hydrological parameters that have been estimated 
(Rulon et aI., 1986) for the Topopah Spring member of the 
Paintbrush tuff (Miocene) at Yucca Mountain, which are k 
= 3.9 x 10-18 m2, a. = 1.147 x 10-5 Pa-I , <1>= 0.14, Ss = 
0.984, Sr = 0.318, and n = 3.04. For the fracture we use 
the same characteristic curves as for the matrix blocks (for 
illustrative purposes only), but a transmissivity of 8.33 x 
10-14 m3 per unit depth perpendicular to the flow. This 
transmissivity corresponds (Zimmerman et aI., 1991) to a 
parallel-plate aperture of 100 Jlm. The fracture is 
discretized into 14 elements of successive lengths 1 m, 2 m, 
4 m, etc. The temperature is taken to be 20°C. The initial 
saturation of the matrix blocks is taken to be 0.6765, which 
corresponds to an initial capillary pressure of -1 x 105 Pa 
(1 bar). 

We have solved this problem using both the modified 
version of TOUGH and also using TOUGH without the 
source/sink expressions but with ten grid blocks extending 
into the matrix adjacent to each fracture element. When 
using the modified code, we input a very small value of AIV 
for the matrix blocks, in order to simulate the unbounded 
region adjacent to the fracture. When solving the problem 
with explicit discretization of the fracture and matrix 
regions, the matrix elements must be extended sufficiently 
far into the formation so as to effectively simulate a semi­
infinite region. The saturation profile in the fracture after 
an elapsed time of 1 x 103 sec is shown in Figure 2 for both 
methods of calculation. The agreement is excellent, and the 
decrease in CPU time obtained using the semi-analytical 
method was 88%. Similar savings in computational time 
were found for the problem of vertical infiltration into a 
pervasively fractured formation (Zimmerman and 
Bodvarsson, 1992). Future work will include using the 
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Figure 1. Schematic diagram of flow along a horizontal fracture, 
with transverse leakage into the matrix. [XBL 894-7532] 
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Figure 2. Saturation profile in the fracture, during flow along a 
single horizontal fracture. Parameters used in the simulations are 
listed in the text. [XBL 924-694] 

modified TOUGH code to study the effect of block-size 
distributions, as well as to determine the ranges of validity 
of the equivalent porous medium approximation. 
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GEOLOGY AND GEOCHEMISTRY 

Investigators in the Geology and Geochemistry group primarily study causes and 
results of chemical reactions in the earth's crust. These reactions result from interactions 
between subsurface aqueous fluids and the surrounding soil and rock, causing chemical 
alteration of the solids and changes in the chemistry of the fluids. Since many of these 
reactions occur during the movement of fluids, our studies are quite germane to the 
disposal and isolation of radioactive and toxic wastes. Successful containment of waste 
species depends strongly on arresting the movement of dissolved chemical species in 
groundwater. In this respect, specific investigations in areas of isotope geochemistry, 
radiochemistry, inorganic chemistry, and surface chemistry are all applicable to reactive 
chemical transport models. Field-oriented research pertinent to chemical transport 
encompasses the coupling of hydrology with isotope geology, aqueous analytical 
chemistry, chemical-species modeling, and hydrochemistry. Projects emphasizing 
geochemical and chemical modeling of nuclear waste repositories focus on how both 
radionuclide and major groundwater species react and migrate under conditions close to 
and away from the repository. 

The group also conducts basic research on processes that occur in the earth's crust and 
oceans, including examination of isotopic evidence for interactions of components within 
the crust and between the crust and mantIe and studies pertinent to the thermodynamics of 
high-temperature brines at mid-ocean ridges. The geochemistry of geothermal systems 
and the paleoclimatic implications of isotopic variations are also under investigation. 
Members participate in the Continental Scientific Drilling program and in studies to 
define the occurrence and movement of radon and its parent radioisotopes in rock and 
soil. Research is also in progress on interfacial chemical reactions that address both 
solid-liquid and solid-gas reactions on mineral surfaces. 



Numerical Simulations of Coupling among Heterogeneous Chemical Reactions, 
Temperature, and Fluid Flow 

C. L. Carnahan 

The computer program THCVP is being used to 
simulate effects of varying thermal fields on heterogeneous 
chemical reactions in porous media supporting fully 
saturated fluid flow. A particular focus of the numerical 
investigations is the possibility of thermally induced 
precipitation or dissolution of minerals changing porosity 
(and, thus, permeability) to the extent that significant 
effects on fluid flow and solute migration can be expected. 

The THCVP computer program is a thermo­
dynamically based simulator of multicomponent, reactive 
chemical transport in which the equations of mass transport 
are fully coupled to the mass-action relations describing 
chemical equilibria. The chemical reactions simulated are 
complexation, oxidation-reduction, dissociation of water, 
and reversible precipitation of solid phases. The equation 
of heat transport is solved concurrently, if necessary. Heat 
transfer between solid and liquid phases is assumed to be 
instantaneous. The THCVP program is derived from the 
older THCC program (Carnahan, 1987, 1988) by explicitly 
accounting for changes of porosity caused by precipitation­
dissolution of solid phases (Carnahan, 1990). Empirical 
relations are used to calculate consequent changes in 
permeability; changes in the fluid flow field are then 
calculated by Darcy's law. Thus THCVP retains THCC's 
couplings among solute transport, chemical reactions, and 
temperature and introduces a new coupling between 
chemical reactions and fluid flow. 

The investigations reported here involve two types of 
heterogeneous chemical reactions of different complexities. 
The simplest type is that in which a single solution species 
is in equilibrium with a solid, exemplified by the quartz­
silicic acid equilibrium: 

Si02(S) + 2H20(1) = Si(OHMaq). (R-l) 

Here the eqUilibrium concentration of silicic acid is affected 
only by temperature. The more complex case involves 
equilibria among a solid and multiple solution species 
whose concentrations are influenced by pH; this case is 
exemplified by precipitation-dissolution of calcite 
accompanied by pH-dependent reactions involving 
carbonato species: 

CaC03(S) + H20(l) = Ca2+ + HC03 + OH-, (R-2) 

HC03 + OH- = CO~- + H20(l) , (R-3) 
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HC03 + H20(l) = H2C03 + 0 W , (R-4) 

(R-5) 

Here the equilibria are affected by temperature, pH, and 
activities of reacting Ca2+ and carbonato species in 
solution. 

To account for their variations with temperature, the 
equilibrium constants for chemical reactions (R-l)-(R-5) 
were calculated by the thermodynamic relation of Clarke 
and Glew (1966): 

log K(D = A + !1.. + Clog T + DT , 
T 

(1) 

where K(T) is an equilibrium constant evaluated at absolute 
temperature T and the coefficients A, B, C, and D are 
related to the changes of standard Gibbs free energy, 
enthalpy, and heat capacity for the reaction. Table 1 lists 
values of the coefficients for Eq. (1) that were used in the 
simulations. 

SIMULATIONS OF QUARTZ 
PRECIPITATION IN VARYING THERMAL 
FIELDS 

The simulations of quartz precipitation consider two 
types of temperature variations: (1) linear gradient of 
temperature between two boundaries, constant in time; (2) 
mixing of advecting fluids with different temperatures to 
produce a transient temperature field. 

Constant Gradient of Temperature 

The inner boundary (x = 0) of the spatial domain is 
held at 90°C and the outer boundary (x = 1 m) at 30°C. 
Temperature varies linearly in space between these two 

Table 1. Coefficients for Eq. (1) 

Reaction A B C D 

R-l 1.881 -1560.0 0.0 -2.028 x 10-3 

R-2 -29.08 -2383.0 13.75 -3.051 x 10-2 

R-3 154.095 -3086.9 -60.29 3.051 x 10-2 

R-4 -40.25 -522.0 13.54 4.150 x 10-3 

R-5 -76.985 -1506.4 31.25 -3.110 x 10-2 



limits. The initial porosity of the domain is 0.05, and the 
fluid phase contains silicic acid in equilibrium with quartz 
at the appropriate temperature. Dispersivity is 0.1 m, and 
the diffusion coefficient is 1 x 10-9 m2/s. Silicic acid in 
equilibrium with quartz at 90°C flows into the domain at 
x = 0; the initial Darcy flux is 1 x 10-5 mls. Quartz is more 
soluble at 90°C than at lower temperatures, and as the 
influent solution progresses down the gradient of 
temperature, quartz precipitates. The simulations consider 
the case in which deposition of quartz reduces porosity and 
the case in which porosity and Darcy flux are held constant. 

With passage of time, significant quantities of quartz 
are deposited, as shown in Figure 1 for x = 0.497 m. In the 
constant-porosity case, the quantity of precipitated quartz 
(which in this case is assumed to have zero molar volume) 
increases without limit and eventually exceeds the 
theoretical volumetric capacity of the pore space, a 
physically unacceptable result. In the variable-porosity 
case, precipitation of quartz (with nonzero molar volume) 
causes reduction of inflow of hot silicic acid solution, and 
the amount of deposited quartz asymptotically approaches 
the pore capacity. In this case, ftlling of pore space causes 
significant reductions of hydraulic conductivity, as shown 
in Figure 2, and of Darcy flux, as shown in Figure 3. 

An analytical solution for the quantity of quartz 
deposited per unit volume of porous matrix, P(x,t), in the 
constant-porosity case can be derived by considering that,. 
at equilibrium with quartz, the concentration of silicic acid 
must be invariant in time. Using the known dependencies 
of silicic acid concentration on temperature from Eq. (1) 
and Table 1 and of temperature on x, P(x,t) can be 
calculated analytically from: 

P(x,t) = Po(x) + [(efDd+ qa)B"(x) -qB'(x)] t, (2) 
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Figure 1. Deposition of quartz VS. time at 0.497 m, constant VT. 
[XBL 923-335] 
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Figure 2. Hydraulic conductivity vs. distance at various times, 
constant VT. [XBL 923-336] 

where x is simulated distance, t is simulated time, P o(x) is 
an initial value, e f is porosity, D d is the diffusion 
coefficient, q is Darcy flux, a is dispersivity, and B'(x) and 
B"(x) are respectively the first and second space derivatives 
of B(x), the silicic acid concentration. Values of P(x,t) for 
x = 0.497 m obtained from the analytical solution are 
shown in Figure 1. 

Transient Temperature Field 

A solution of silicic acid in equilibrium with quartz at 
90°C flows into a domain of length 10m. The spatial 
domain has initial porosity of 0.05, filled with silicic acid 
solution in eqUilibrium with quartz at the initially unifonn 
temperature of 30°C. The initial Darcy flux is 1 x 10-5 

mls. The rate of progress of the 60°C isothenn is 1/6 of the 
pore fluid velocity (2 x 10-4 m/s) due to transfer of heat 
from the fluid to the solid matrix. Examination of results 
shown in Figure 4 reveals that deposition of quartz occurs 
only during passage of the thennal "front" and diminishes 
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Figure 3. Darcy flux vs. time, constant VT. [XBL 923-337] 



10-2 r---------------., 
- quartz concentrations 
- - _. temperatures 

90 

.. 
10-3 • : 80 . 

" . 
E 
'" e 

"e 
"0 ... 

70 ... 

___ -f::;:::::====:3 ~ 

~ 10-' 

!l ... 
'" " cr 

'" Q) 

-0 
::>l 

10-6 
r-~~~--~--~--~ 

...... t 

.' 
.......... -:::: .. --_ ... - ........ --::: ..... - .... 

Time, S 

'" 60 iil c-
~ 

50 n 

40 

1.05 m 

30 

Figure 4. Quartz deposition and temperature vs. time, transient 
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with increasing distance from the inlet. The quantities of 
quartz deposited are too small to affect hydraulic 
conductivity and fluid flow. At steady state, the largest 
deposition is at x = 0 and corresponds to a volume fraction 
of - 3 x 10-5; at other distances the volume fractions of 
precipitate are an order of magnitude smaller. 

SIMULATIONS OF THERMAL EFFECTS ON 
CALCITE 

The precipitation-dissolution behavior of calcite is 
complicated by the pH dependence of its solubility and of 
the distribution of solution species in eqUilibrium with the 
solid. For this reason, simulations of precipitation­
dissolution of calcite under transient thermal conditions 
were compared with isothermal simulations. In both cases, 
a solution of nominally 1 x 10-3 molar CaClz in 
equilibrium with calcite at pOH equal to 5 flows into a 
spatial domain of porosity - 0.05 occupied by an aqueous 
phase in equilibrium with calcite at 30°C with pOH equal 
to 7 (pH - 6.8). In the isothermal case, the influent solution 
has a concentration of Caz+ equal to 1.07 x 10-3 molar and 
pH of 8.8. In the case of transient temperature, the influent 
solution at 90°C has a Caz+ concentration of 1.19 x 10-3 

molar and pH of 7.4. In both cases, the initial Caz+ 
concentration in the spatial domain is 5.7 x 10-3 molar, dis­
persivity is 0.1 m, and the diffusion coefficient is 1 x 10-9 

mZ/s. Under these conditions, the influent solution is 
expected to dissolve calcite in the spatial domain. 
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Figures 5-8 show that the effects of variable 
temperature and pH are interactive. Larger quantities of 
calcite are dissolved in the transient case than in the 
isothermal case. This behavior is attributed largely to 
depression of the pH caused by the temperature dependence 
of reaction (R-5), dissociation of water. The equilibrium 
constant for (R-5) increases by a factor of - 25 from 30°C 
to 90°C, whereas the equilibrium constant for reaction (R-
2), hydrolytic dissolution of calcite, increases by a factor of 
only - 3.5 over the same range. The effect of temperature 
to decrease pH is clearly visible in Figure 8; Figures 5 and 
6 show that lower pH levels dissolve more calcite. In both 
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cases, the amounts of calcite dissolved are too small to 
affect fluid flow; they represent increases of porosity of no 
more than - 2 x 10-6. 
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Figure 8. pH and temperature vs. time at 0.49 m. [XBL 923-342] 
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CONCLUSIONS 

In the simulations presented here, it is evident that 
changes of porosity, hydraulic conductivity, and fluid flow 
occurred only in the presence of a gradient of temperature . 
In the cases involving transient changes of temperature 
during advection and mixing of fluids with different initial 
temperatures, the gradients ",!ere not present for times 
sufficient to produce significant changes of porosity. Only 
in the case of quartz deposition in the presence of a 
constant, strong gradient of temperature (60°C/m) did this 
occur. The methods used in the THCVP simulator provide 
a tool for assessment of possible changes of fluid flow due 
to thermally induced, heterogeneous chemical reactions. 
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Radioelements and Their Occurrence with Secondary Minerals in Heated and 
Unheated Tuff at the Nevada Test Site 

S. Flexser and H. A. Wollenberg 

An understanding of the chemical;and physical 
effects of heating on repository rock is important for 
understanding and predicting the behavior of rock media 
after emplacement of high-level waste. In this regard, we 
have been examining samples of devitrified welded tuff 
from the unsaturated zone in G-tunnel, Nevada Test Site, 
that were heated in situ to expected repository temperature. 
The work summarized here is presented in gteater detail in 
Flexser and Wollenberg (1992). The mineralogical and 
physical properties of this tuff, the Grouse Canyon, are 
similar to those of the Topopah Spring welded tuff, the 
potential repository medium (Connolly et aI., 1983). By 
the close of the heater test, temperatures reached 240°C at 
the heater edge, with a dried zone exteriding - 0.7 m 
radially into the tuff (Ramirez et aI., 1990). Tuff was 
obtained from a corehole drilled back through the rock 
following the heater test, with sample locations ranging 
from centimeters to > 3 m from the heater edge. Adjacent 
samples of unheated tuff were also obtained from core 
drilled prior to heating. Whole-rock concentrations of 
uranium and thorium were determined by gamma 
spectrometry, and the microscopic distribution of U was 
studied by fission-track radiography of polished thin 
sections. Sites of U concentration and secondary 
mineralization were also examined by scanning electron 
microscope with energy-dispersive x-ray analysis. 

This study has focused on effects on the rock of 
heating and interaction with hot water, as reflected in the 
distribution of U and changes in oxygen isotope ratios in 
the tuff. We have looked closely at secondary minerals, 
both because U would likely be most accessible to 
mobilization from these sites and because of the abundance 
in the tuff of U-bearing secondary manganese minerals. 
Many of the common manganese minerals are potentially 
important for waste isolation because of their open tunnel­
like structures and capacity for sorption of actinide 
elements, and manganese minerals are also present in the 
Topopah Spring welded tuffs and underlying Calico Hills 
and Crater Flat tuffs (Carlos, 1985, 1987; Carlos et aI., 
1990). 

DISTRIBUTION OF URANIUM IN tHE TUFF 

Uranium and thorium concentrations in the heated 
tuff are shown in Figure 1, along with mean U and Th of 
nine samples of unheated core taken frqm locations 
between 50 and 650 cm from the heater position. From the 
figure, it can be seen that both U and Th concentrations 
within 30 cm of the heater are low relative to samples more 
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Figure 1. Whole-rock uranium (A) and thorium (D) abundances 
in welded tuff within 300 em of the heater, determined by gamma 
spectrometry. Mean whole-rock U and Th from nine analyses of 
unheated tuff from comparable distances away from the heater 
also shown (crosses) with standard deviations (brackets). 
Maximum rock temperatures during the course of the heater test 
(after Ramirez et aI., 1990) also plotted (C). [XBL 923-343] 

distant from the heater. It is unclear from these whole-rock 
data alone whether this is due to proximity to the heater or, 
in the case of U, whether it is within the normal range of 
variability of the tuff as suggested by the analyses of the 
unheated rock. (In the case of Th, all of the drillback 
samples appear to be higher than the average for the 
unheated tuff.) It was necessary to examine 



microscopically the U loci in the tuff to help resolve this 
question. 

In the groundmass of the tuff, U is distributed rather 
uniformly between 2 and 3 ppm, whereas it occurs at much 
higher concentrations in opaque primary and secondary 
minerals and in primary accessory minerals. In primary 
opaque minerals, U is present mainly in magnetite 
(typically 30 to 80 ppm U) but is nearly absent from 
ilmenite and titanomagnetite. Of the secondary opaques, 
the most abundant are Mn minerals in vermicular clusters 
and fine fractures in the groundmass, which commonly 
contain up to 15 to 40 ppm U. Other secondary opaques 
comprise complex intergrowths, in most cases probably 
altered mafic phenocrysts, which vary widely in U 
concentrations but are typically in the range of 30 to 100 
ppm U. Uranium-bearing accessory minerals, most 
commonly zircon, contain the highest U concentrations in 
the tuff, but they are largely unaltered and their contained U 
is probably not subject to mobilization by hot water. 

Table 1 summarizes the U and Th whole-rock data, as 
well as U abundances in opaque sites in the tuff determined 
by counting associated fission tracks and comparing track 
densities with those of standards. The fission-track data are 
plotted in Figure 2, with primary and composite opaques 
grouped together for simplicity, and they suggest that mean 
U abundances are fairly uniform in the Mn minerals. No 
effect of proximity to the heater is evident at these 
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Figure 2. Plot of uranium concentrations shown in Table 1. 
Crosses are secondary Mn minerals, and dots are averages of other 
opaque sites, including primary, composite, and altered mafic 
grains. [XBL 923-344] 

secondary sites, although the U data are averages over sites 
that, by the nature of the fission-track method, are 
somewhat weighted toward the upper range of U 
concentrations, and so changes in U content in less­
uraniferous Mn-sites could go undetected by this method. 
Other opaques plotted in Figure 2 show greater variation in 
U contents, but that variation is not large given the very 
high standard deviations of much of those data. 

At 300 em from the heater, anomalously high U 
concentrations were observed in all types of opaque sites. 
The whole-rock data from this sample (Figure lA) also 

Table 1. Whole-rock U and Th and average U concentrations of secondary and primary opaque minerals in thin sections 
spanning a range of distances from the edge of the heater. Number of secondary sites averaged are shown to left of 
concentrations; parentheses show standard deviations. 

Distance 
from Secondary Simple primary Composite opaques & Whole rock 

heater Mnminerals opaques altered mafic grains U Th 
(cm) (#) (ppm) (#) (ppm) (#) (ppm) (ppm) 

4 27(6.3) 1 53 1 33 

1.8 6 25(6.3) 3 25(2) 2 61(26) 

3 12 22(8.2) 6 62(18) 6 49(22) 3.33 16.47 

5.5 5 29(4.3) 1 42 1 80 

8 3 29(8.0) 1 76 3 67(26) 

10 10 25(8.5) 2 52(27) 3 72(24) 3.51 16.21 

17 4 26(3.9) 1 18 73 3.49 16.61 

24 6 24(5.6) 3 35(16) 1 41 3.45 16.60 

30 6 22(8.2) 1 61 2 49(1) 3.38 16.65 

37 3 25(5.2) 2 38(9) 4.42 20.70 

56 5 25(3.3) 4 40(12) 3 28(14) 3.87 19.60 
163 9 30(11) 1 35 1 43 4.64 20.40 
300 10 52(12) 4 71(41) 3 194(31) 5.26 20.00 

Overall 83 28(12) 30 49(23) 27 69(50) 3.93 18.14 

(0.69) (1.96) 
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show high U abundance. This anomaly is very unlikely to 
have been caused by the heater test, both because of the 
distance of this sample from the heater and because primary 
as well as secondary opaques show high levels of U that are 
distributed uniformly rather than preferentially at grain 
margins. We also examined this sample by means of 
whole-rock high-resolution gamma spectrometry for 
evidence of U-series disequilibrium. The apparent lack of 
disequilibrium is another strong suggestion that any 
redistribution of U in this sample could not have been 
recent. 

SECONDARY MINERALS IN 
THETUFF 

The most common sites of secondary U in the tuff are 
Mn minerals, usually occurring as small dark stains in the 
groundmass or as alteration haloes around primary opaque 
or mafic grains, and with U concentrations as indicated in 
Table 1. They are typically intergrown tightly with the 
collapsed pumice comprising most of the groundmass or 
matrix of the tuff, and in thin section they appear as sieve­
textured clusters of micron-sized irregular lobes, as well as 
very fine fracture fillings within clusters and as coatings in 
micropores (Figure 3A). They are often intermixed with 
fine hematite, especially where red staining is pronounced 
in the groundmass because of disseminated hematite. 

Analyses of energy-dispersive x-ray spectra (EDS) 
indicate that the secondary Mn clusters are quite complex 
and variable in composition, with abundant FeO and often 
TiOz, although analyses of pure phases are difficult to 
obtain because of their finely intermixed nature. In an 
attempt to determine compositions of distinct phases, 
several samples were also studied in the analytical 
transmission electron microscope (A TEM) using a very 
narrow beam (-150 A); averages of several analyses within 
a Mn-rich cluster are given in Table 2, column A. X-ray 

Figure 3. (A) Back-scattered electron image of typical secondary 
Mn-rich sites in groundmass clusters and in fine fracture. Sample 
is of tuff 6 cm from heater. Bar represents 100 )lm. (B) Scanning 
electron image of acicular secondary Mn mineral in pores, in tuff 
3 cm from heater. Bar represents 10 )lm. [A, XBB 910-10126; B, 
XBB 910-10127] 

Table 2. Semiquantitative energy-dispersive analyses of Mn-rich secondary sites in the tuff. Analyses performed 
on scanning electron microscope or analytical transmission electron microscope (asterisks). A: common 
groundmass secondary clusters. B,C: fine pore-lining needles. D: dense high-Mn minerals. 

*A B *C D 
(4) (5) (4) (4) 

MgO 2.7 (1.) 2.2 (.7) 

Al203 <1 <1 
Si02 22.0 (2.5) 6.6 (3.8) 2.5 (.3) 2.2 (.1) 

K20 1.5 (.1) 0.5 (.3) 0.4 (.4) 3.4 (.5) 

CaO 2.3 (.6) 2.6 (.1) 1.6 (.3) 2.6 (.2) 

Ti02 11.2 (.4) 7.2 (1.7) 11.3 (4.9) 3.2 (.7) 
MnO 28.3 (1.8) 55.3 (3.0) 54.9 (4.9) 83.0 (3.0) 

FeO 34.0 (.6) 24.2 (1.4) 27.2 (1.6) 5.0 (1.9) 
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diffraction by TEM reveals that the material comprising the 
analyses in column A is largely amorphous, with degree of 
crystallinity correlating with higher Mn and lower Si 
contents. Cerium is also a common component of the Mn­
rich clusters, with typical concentrations of several percent 
Ce02, and> 10% Ce~ in a number of cases. The presence 
of Ce may have implications for the distribution of Th in 
the tuff, as Ce and Th can follow similar geochemical paths 
in weathering processes (e.g., Lei et al., 1986). 

Denser accumulations of secondary Mn minerals are 
also present in the tuff but at much lower abundance than 
the groundmass clusters. In one localized zone in the tuff 
in which a great deal of secondary Mn and Fe is present, 
Mn minerals occur in pores as dense linings and late-stage 
fine acicular crystals (Figure 3B), as well as in fractures 
and groundmass clusters. These pore-filling Mn minerals 
also contain high Ti and Fe, with considerable variability in 
composition (Table 2, columns B, C). They contain much 
less U than the groundmass Mn sites, with values close to 
groundmass "background" levels, and much less Ce as 
well. Occasional more-Mn-rich secondary minerals are 
also observed, and their high Mn contents are offset by 
lower Ti and, especially, Fe, than in other secondary Mn 
sites (Table 2, column D). Potassium is also significantly 
higher, and small amounts of Pb and possibly Ba are 
sometimes present as well, suggesting a mineral of the 
cryptomelane-hollandite-coronadite grqup. Concentrations 
of - 30-40 ppm U are often associated with these Mn 
minerals, and Ce is generally sparse or absent. 

The common Mn minerals in the Grouse Canyon tuff 
differ in composition, especially with respect to Fe and Ti, 
from Mn minerals in tuffs elsewhere at the NTS. In the 
Crater Flat Tuff, Mn minerals are mainly of the 
cryptomelane-hollandite group (Carlos, 1987; Carlos et al., 
1990). In two samples of devitrified Topopah Spring 
welded tuff examined in this study, Mn minerals were less 
abundant than in the Grouse Canyon and were confined to 
fine fractures. They typically contained Pb and Ba 
(probably cryptomelane-hollandite) along with substantial 
Al (lithiophorite), in agreement with observations of Carlos 
(1987). They also showed no clear association with U 
above groundmass levels. 

The abundance of Fe in most secondary Mn sites in 
the Grouse Canyon tuff, especially in groundmass clusters, 
may result from incorporation of earlier-deposited 
disseminated hematite or other Fe-oxides. At other 
secondary sites, compositional and textural evidence points 
to complex interaction between Fe and Mn during solution 
and deposition. In some cases, Fe and Mn were probably 
transported and deposited together from solution, and in 
other (probably most) cases, they were separated during 
deposition, with Mn carried much farther in solution than 
Fe. Still other cases suggest that Fe in disseminated 
hematite was reduced and dissolved as Mn was precipitated 
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from solution, in much the same way as reduction of many 
Mn minerals can immobilize other oxidizable cations such 
as actinides (Carlos et al., 1990). This variety of modes of 
behavior of Fe and Mn during solution and deposition (with 
more than one type often observed in a single sample) 
suggests that deposition of the Mn minerals in the tuff was 
probably a complex process involving different generations 
of fluids. 

OXYGEN ISOTOPE RATIOS 

The oxygen isotope ratios of nine samples were 
measured, ranging in distance from 3 to 300 cm from the 
edge of the heater hole. The results are plotted in Figure 4, 
which shows markedly low values of 0180 close to the 
heater hole, where temperatures were near 200°C, relatively 
high values at 20-100 cm, then lower ratios at 160 and 
300 cm. The steep gradient in 5180 over the first 20 cm 
suggests significant interaction between the tuff and water 
in this zone of heating, similar on a very small scale to the 
variation of 0180 and temperature in rock encompassed by 
an active hydrothermal system. 

To estimate the amount of water that could have 
interacted with the tuff to produce this 5180 anomaly 
adjacent to the heater, we first used an equation relating the 
difference in 0180 between water and a coexisting mineral 
phase to the temperature (K) at which the mineral 
equilibrated oxygen with the water (Faure, 1986): 
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Figure 4. (A) Oxygen isotope ratios of the tuff from different 
distances from the heater. Analytical uncertainty of isotopic ratios 
is approximately ±O.2 per mil. (B) Temperature plot as in Fig. l. 
[XBL 923-345] 



(I) 

where Om and Ow are 0180 values for the mineral and water, 
respectively, and A and B are constants that depend on the 
mineral. The value from (1) was then entered into an 
equation relating ratios of exchangeable molar amounts of 
oxygen in water and rock (WIR) to their isotopic 
compositions (Henley et al., 1984): 

where OJ and of are initial and final isotopic ratios, 
respectively. We used Of,rock= 8.1, OJ,rock= 9, and OJ,water = 

-13 (from Russell et aI., 1988, for water in Rainier Mesa 
tuff), and T = 200 to 240°C for conditions adjacent to the 
heater. Using a quartz-feldspar mineralogy to represent the 
tuff, and substituting the appropriate values of A and B for 
these minerals in Eq. (1) yields ~ between 7.2 and 9.4 and 
(2) yields a molar water-rock ratio between 0.07 and 0.08. 
Accounting for the difference in oxygen content between 
water and the Grouse Canyon tuff (Connolly et aI., 1983) 
results in a water/rock mass ratio of 0.035 to 0.04 or, at a 
rock density of 2.5, a volume ratio of 0.09 to 0.1. This is 
quite similar to the volume ratio of interstitial water to rock, 
as the average porosity of the tuff is - 0.1 (L.R. Myer, pers. 
comm.) and saturation in the tuff ranges from 60 to 100% 
(Russell et aI., 1988). 

Isotopic exchange between the tuff and interstitial 
pore water can therefore reasonably account for the 
observed depletion in 180 in rock adjacent to the heater. 
Nonetheless, the above calculation is only a first 
approximation, as a number of other factors could have a 
large influence on the inferred water-rock ratio. The 
assumed quartz-feldspar mineralogy, for example, would 
need revision if there was significant interaction of hot 
water with non silicate phases, specifically Mn or Fe 
minerals, as the oxygen exchange behavior of these 
minerals is quite different from that of quartz or feldspar. 
Moreover, more complex rock-water interactions than 
simple exchange between rock and pore water may well 
have played a role, given the complicated effects of 
heating, presence of a vapor phase, drying, partial re­
wetting of the tuff following heater turn-off, and fracture 
flow, as described by Ramirez et al. (1990). Further 
measurements of heated and unheated tuff are required to 
resolve these questions, as well as to better determine the 
"baseline" oxygen isotope ratios of the tuff so as to verify 
whether the low ratios very close to the heater are indeed 
anomalous. 
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Radionuclides in Hydrothermal Systems as Indicators of Repository Conditions 

H. A. Wollenberg, S. Flexser, and A. R. Smith 

Hydrogeochemical processes must be understood if 
the movement of radionuclides away from a breached 
radioactive waste canister is to be modeled and predicted. 
Hydrothermal systems in tuffaceous and underlying 
sedimentary rocks-in settings that are somewhat 
analogous to the candidate repository site at Yucca 
Mountain, Nevada--contain evidence of the interaction of 
radionuclides in fluids with materials that line fractures. 
Earlier studies (Brookins et at, 1983; Wollenberg and 
Flexser, 1986) encompassed the occurrences ofU and Th in 
a "fossil" hydrothermal system in tuffaceous andesitic rock 
of the San Juan Mountains volcanic field, Colorado. At this 
site, where a regional hydrothermal system occurred in 
response to intrusion of monzonite into andesitic tuff, U 
and Th were confined to accessory minerals and thus were 
essentially unaffected by hydrothermal alteration or by 
intense heating at the monzonite-tuff contact. More recent 
and ongoing studies examine active hydrothermal systems 
at the Long Valley caldera, California, and the Valles 
caldera, New Mexico. In these studies high-resolution 
gamma spectrometry and fission-track radiography are 
coupled with observations of alteration mineralogy, stable­
isotope ratio measurements, and thermal profiles to deduce 
the evidence of, or potential for movement of, U and Th in 
response to the thermal regimes (Wollenberg et al., 1990). 

LONG V ALLEY CALDERA 

Samples of core were examined from a 730-m-deep 
hole in rhyolitic tuff' of the active hydrothermal system of 
the Long Valley caldera (Wollenberg et at, 1987). The 
hole penetrates a thermal regime that exceeds 200°C at 
depth (Figures 1 and 2). Evidence of disequilibrium in the 
U decay series was observed in calcite-cemented breccia of 
a fracture zone at - 150°C in a region of rapidly increasing 
temperature with depth where oxygen isotope ratios 
concomitantly decrease from +3 to -2. Illite is the principal 
clay mineral in this zone (Flexser, 1991). Fission-track 
radiography shows that U associated with Fe-rich mineral 
phases in the breccia is concentrated to 30-50 ppm, 
compared with 11-13 ppm in the calcite and - 6 ppm in 
unbrecciated tuff. Thorium in the high-U zone is also 
somewhat elevated, - 24 ppm, compared with a local 
background of - 20 ppm. The U/Th ratio in this zone, - 1, 
is anomalously high, compared with - 0.3 in the rest of the 
core. High-resolution gamma spectrometry indicates that 
the U in the breccia zone is not in secular equilibrium with 
its daughter elements (in some cases Ra is in excess with 
respect to U; in others, U daughters appear depleted), 
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Figure 1. Thermal and lithologic diagram of a hole cored in tuff 
of the Long Valley caldera. Projected temperatures are from 
bottomhole measurements made during coring. [XBL 868-10961] 

suggesting localized mobilization/deposition of parent U 
and/or its daughters in the hydrothermal environment. 

VALLES CALDERA 

In quartz-rich welded rhyolitic tuff of the Valles 
caldera, a core hole - 530 m deep intersected the vapor 
zone (at temperatures of - 100°C) that caps the active fluid­
saturated hydrothermal system (Goff et aI., 1987). 
Relatively high concentrations of V (9-16 ppm) are 
observed in this zone (Figure 3); they are nearly equal to Th 
concentrations (Musgrave et al., 1989). The high-U zone 
also contains relatively high concentrations of Mo (in the 
form of poorly crystalline molybdenite), suggesting that it 
was deposited in an earlier saturated regime at - 200°C 
(Hulen et aI., 1987). The presence of an earlier saturated 
regime is substantiated by the decrease in whole-rock 
oxygen isotope ratios over the upper - 100 m of the hole 
(Figure 3). Gamma-spectrometric evidence of equilibrium 
in the V-decay series in these high-V samples suggests that 
there has been little if any mobility of U over the life of the 
vapor-dominated system. In the underlying saturated zone, 
where temperature rapidly increases with depth (Figure 3), 
U concentrations drop to 6-8 ppm whereas Th continues to 
rise with depth. However, in the saturated zone the pattern 
ofU distribution generally follows that ofTh. Fission-track 
radiography discloses the mineral associations of U in the 
tuff of the vapor-dominated and saturated zones. As an 
example, x-ray spectra (Figure 4) of high-track density 
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Figure 3. Radioelement, temperature, and O-isotope diagrams for hole VC 2A in rhyolitic tuff of the Valles caldera 
(data from Musgrave et al., 1989). [XBL 903-1097] 

zones show a strong association of U with bladed grains of 
a Ti-Nb-Y-rare earth mineral (possibly ilmenorutile or a 
mineral of the pyrochlore group) at a depth of - 100 m. 

In the outflow zone of the caldera's hydrothermal 
system (Goff et aI., 1988), Ra in anomalously high 
concentrations occurs at sites in the Paleozoic calcareous 
Abo shale (80°C), which underlies the Quaternary volcanic 
rocks. At these sites, Ra is unsupported by parent U, 
suggesting preferential removal of U or addition of Ra by 
hydrothermal fluids (Wollenberg et aI., 1985). Uranium 
concentrations of several tenths of a percent are associated 
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with carbonaceous material in the underlying Madera 
limestone (at - 120°C). 

Observations to date suggest that U is mobile in 
hydrothermal systems but that localized reducing 
environments provided by Fe-rich minerals and/or 
carbonaceous material concentrate U and thus attenuate its 
migration. The Valles and Long Valley studies thus 
provide evidence for at least localized mobility of U and its 
daughters in tuff and underlying sedimentary rocks at 
temperatures comparable to those expected in a repository 
environment. 
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Figure 4. X-ray spectra of uraniferous bladed grains at a depth of 
lO4 m in hole VC 2A Valles caldera. [Top, XBL 9011-4776; 
bottom, XBL 9011-4777] 
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Paleosalinity and Paleoclimate Record in San Francisco Bay Using Strontium 
Isotopic Composition of Estuarine Sediments 

B. L. Ingram, D. Sloan, and D. J. DePaolo 

We have developed a geochemical method of 
determining paleosalinity of estuarine waters from San 
Francisco Bay. The strontium isotopic compositions of 
carbonate fossils contained in sediments deposited during 
oxygen isotope substage 5e of the last interglacial (ca 
120,000 years before present) were used to evaluate salinity 
variations caused by changes in freshwater inflow into San 
Francisco Bay. San Francisco Bay receives fresh water 
from 40% of the surface area of the state of California 
(162,000 km2) by way of the Sacramento River (80%) and 
San Joaquin River (15%) and local streams (5%) (Figure 1) 
(Conomos et aI., 1979), thus salinity variations in the 
geologic record provide a proxy for precipitation and runoff 
from a large continental area. The salinity record in the 
sediments is effectively averaged over a time period of at 
least several decades because of smearing by bioturbation 
in the sediment. 

To relate the 87Sr/86Sr variations measured in the 
fossil materials to salinity in San Francisco Bay, the Sr 
isotopic ratio and Sr concentration of seawater and river 
water entering the Bay were measured. We collected water 
from the major rivers draining into San Francisco Bay and 
measured 87Sr/86Sr and Sr concentrations (Figure 1 and 
Table 1) using standard techniques. River water was 
collected in l-L teflon bottles and immediately acidified 
with 4 N nitric acid. 100 to 500 ml of water was brought to 
dryness under a heat lamp, and K, Rb, and Sr 

Table 1. Sr and Rb concentrations and Sr isotopic 
compositions of rivers draining into San Francisco 
Bay through the Sacramento-San Joaquin Delta. 
Locations of the samples plotted as ~87Sr values are 
shown in Figure 1. River waters were collected July 
through September, 1990. 

Rb Sr 87Sr/86Sr 
River (ppb) (Ppb) ± 2 sigma ~87Sr 

Sacramento 2.2 56.9 0.704856 ±30 -433 
9.7 118.6 0.706257 ±40 -293 

Feather 2.9 56.4 0.705663 ±24 -353 

Merced 1.9 27.2 0.707407 ±13 -178 
3.4 49.4 0.707618 ±16 -157 

0.707724 ±8 -146 
0.706939 ±8 -225 

Tuolumne 3.9 18.9 0.707851 ±8 -134 

San Joaquin 176.5 0.707315 ±24 -187 
1.4 10.9 0.707369 ±18 -182 
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Figure 1. Map of California showing drainage area and major 
rivers emptying into San Francisco Bay. Collection sites of river 
water samples and their measured ~87Sr values are plotted. [XBL 
923-346] 

concentrations were measured using isotopic dilution. For 
isotopic analyses, 100 ng of Sr in nitric acid, followed by 
2 ~ of a Ta oxide-phosphoric acid slurry, was evaporated 
onto a Re filament, which was then heated until red hot. 
The 87Sr/86Sr ratios were measured on a va Sector 354 
multicollector mass spectrometer in dynamic multi­
collection mode. The 87Sr/86Sr ratios of Sacramento and 
San Joaquin river waters near the mouth in the Delta were 
0.7062 and 0.7073, respectively. The riverine Sr 
concentrations varied between 19 ppb and 176 ppb. 

The calculated and measured relation between the Sr 
isotopic composition and salinity for the San Francisco Bay 
estuarine water is plotted in Figure 2. We converted the 
87Sr/86Sr ratios to .187Sr values to allow inter-laboratory 
comparison: 
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Fi~ure 2. (a) Calculated mixing curve between seawater (with a 
~8 Sr of 0 and salinity of 35 per mil) and river water. The curve 
was calculated using river water Sr concentration and ~87Sr as 
measured today (0.13 ppm and -280) and seawater Sr 
concentration of 7.9 ppm. This curve was used to calculate 
salinity from Sr isotopic data. Measured Sr isotopic ratios and 
salinities (see Table 2) are also plotted. (b) ~87Sr data from 0 to 
-25, showing typical analytical uncertainty of a measurement 
(±1~ unit). [XBL 923-348] 

The 87Sr/86Sr used for seawater was 0.70919. For river 
water, we used an average 87Srj86Sr value of 0.7065 and a 
Sr conc.entration of 0.13 ppm, assuming that 80% of the 
water discharged into the Bay is from the Sacramento River 
and the remainder from the San Joaquin River. We also 
analyzed surface water samples collected from the modern 
estuarine system, where the salinity ranges from 320/00 to 
0.150/00. The measured 87Sr/86Sr ratios plot close to the 
calculated mixing relation (Figure 2). 

For the 120,OOO-year-old sediments from San 
Francisco Bay, well-preserved microfossils (foraminifera) 
were chosen from five boreholes drilled under the Bay 
along a transect from Alameda to south San Francisco [the 
once-proposed "Southern Crossing" bridge site (Figure 3)]. 
The estuarine unit, informally named the "Yerba Buena 
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Table 2. Salinity, Sr concentration, and Sr isotopic composition 
of San Francisco Bay surface water samples (collection 
sites for the samples are plotted in Figure 3 by sample 
number). Samples were collected March 11, 1991, by 
the U.S. Geological Survey. 

Sample 
number 

66 

69 

73 

74 

75 

76 

77 

78 

79 

80 

81 

82 

83 

18 

Salinity 
(per mil) 

27.3 

29.5 

29.2 

27.9 

24.4 

22.2 

18.4 

16.9 

12.6 

6.7 

3.6 

0.9 

0.15 

31.2 

Sr 
(ppm) 

6.71 

6.57 

6.4 

6.14 

5.62 

5.01 

4.52 

3.75 

2.6 

87sr(d6Sr 
±2sigma 

0.709160 

0.709165 
0.709173 

0.709189 
0.709177 

±6 

±6 
±7 

±6 
±6 

0.709167 ±6 
0.709163 ±6 

0.709169 ±6 
0.709173 ±6 

0.709153 ±6 
0.709160 ±7 

0.709129 ±6 
0.709134 ±7 

0.709130 ±6 
0.709130 ±7 

0.709084 ±6 

1.56 0.708949 ±6 

1.04 0.708773 ±6 

0.272 0.707885 ±6 

0.104 0.706189 ±6 

7.55 0.709168 ±6 

-2.9 

-2.4 
-1.6 

0.0 
-1.2 

-2.2 
-2.6 

-2.0 
-1.6 

-3.6 
-2.9 

-6.0 
-5.5 

-5.9 
-5.9 

-10.5 

-24.0 

-41.6 

-130.4 

-300.0 

-2.1 

mud" (Sloan, 1981), is the youngest pre-Holocene estuarine 
deposit in a sequence of estuarine-fluvial cycles during late 
Pleistocene (Atwater et aI., 1979). On the basis of 
ecological studies of foraminifers and sand-sized diatoms in 
the Yerba Buena mud (Sloan, 1980, 1992), the depositional 
environments ranged from brackish marsh and shallow 
subtidal near the base to marine intertidal and subtidal at 
the top. 

We measured 87Sr/86Sr ratios and Sr concentrations 
from carbonate foraminifers from the Yerba Buena mud. 
87Srj86Sr ratios were measured on 0.5- to 2-mg samples of 
carbonate foraminifera shells. The samples were cleaned 
ultrasonically with nanopure water, dried, dissolved in 
weak acetic acid (to minimize contamination from 
noncarbonate phases such as clays), and then centrifuged. 
The samples were correlated by depth below mean sea 
level. In general, a trend of increasing and then decreasing 
~87Sr values with depth is seen in the data (Figure 4a). 

The Sr data were converted to salinity (Figure 4b) 
using the mixing relation shown in Figure 2. The general 
trend represents the large salinity variation in San Francisco 



Figure 3. Map of San Francisco Bay, showing surface water 
sample localities and the once-proposed "Southern Crossing," 
along which boreholes used in this study were taken. [XBL 923-
347] 

Bay brought about by the rising and falling of sea level 
(Figure 4b). We have also plotted the pre-1850 average 
salinity value (24 per mil) at Alameda, the closest salinity 
monitoring site to our core location sites. Superimposed on 
the average longer-term trend of rising and falling salinity 
were periods of higher and lower values that appear to be of 
a cyclical nature. 

The salinity data can be used to estimate Delta 
outflow during the last interglacial, using the modern 
empirically derived relation between salinity and river 
discharge for Alameda (peterson et aI., 1989): 

S(Q) = So e -O.~ , 

where S(Q) is the salinity for a given river discharge Q, SO 
is the salinity at zero river discharge, and e -O.2~ is an 
exponential decay term relating salinity with Delta outflow 
(Figure 4c). The Delta outflow and salinity data show that 
there were times when the salinity and Delta outflow were 
higher and lower than the modern mean. The important 
aspect of this data set that needs further documentation, 
piuticularly for the Holocene record (10,000 years to the 
present), is that the salinity and river discharge fluctuations 
appear to be cyclical, with periods of hundreds of years. 
This result implies a climatic forcing factor with a period 
comparable to that seen in tree-ring width records in 
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Figure 4. (a) ~87Sr measured in foraminifera from the Yerba 
Buena mud plotted versus core depth. Sea level highstand for 
oxygen isotope substage 5e is shaded. (b) The salinity (per mil), 
determined from Sr isotopic composition of the samples using the 
mixing curve in Figure 2, plotted versus depth. The estimated 
pre-1850 average salinity at Alameda (24 per mil) is plotted for 
comparison. (c) Mean Delta outflow (in 1000 m3/sec), 
determined using the salinity-Delta flow relation (Peterson et al., 
1989), is plotted versus depth for the sea level highstand. The pre-
1850 mean Delta flow is estimated to be almost twice today's 
Delta flow (after Nichols et al., 1986). [XBL 923-349] 

California (Fritts, 1965; Fritts et al., 1979) and has 
important implications for water resource assessment and in 
the establishment of minimum Delta outflow and salinity 
standards in San Francisco Bay (Nichols et aI., 1986; 
Ingram and Sloan, 1992). 
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Effect of Chemical Weathering on the Oxygen Isotopic 
Composition of Cretaceous Great Valley Sedimentary Rocks 

A. M. Linn and D. J. DePaolo 

The isotopic and geochemical compositIOn of 
sedimentary rocks provides a record of the tectonic and 
climatic history of sediment sources. The oxygen isotopic 
composition, expressed as 8180, is particularly sensitive to 
low-temperature water-rock interactions that occur during 
weathering. In soil profiles, the uppermost horizons are 
most weathered and are most enriched in 8180; lowermost 
horizons, which contain fragments of the parent rock, are 
more likely to retain the oxygen isotopic composition of the 
source (Lawrence and Taylor, 1971). Consequently, the 
oxygen isotopic composition of sedimentary rocks depends 
on the relative fractions of detrital and authigenic material 
and on the conditions of clay formation. In sedimentary 
rocks 8180 thus provides a measure of the weathering 
history of the source and yields valuable information 
regarding the global oxygen isotope budget. 

RESULTS AND DISCUSSION 

In this study, whole-rock Cretaceous Great Valley 
volcaniclastic sandstones and shales were measured in 
order to determine the preservation of the oxygen isotopic 
composition of the Sierra Nevada arc source. The Great 
Valley Group has been well studied with regard to the Nd­
Sr isotopic, major and trace element, and petrologic 
composition (e.g., Dickinson and Rich, 1972; Ingersoll, 
1983; Linn et al., 1992); thus it is possible to evaluate the 
effects of source and alteration on the 8180 composition. 
Great Valley sedimentary rocks decrease in 8180 from +20 
to +9 in 150- to 75-Myr-old strata. Plutonic rocks in the 
probable sedimentary source areas have values of 8180 
between +7 and +8 (Masi et al., 1981); volcanic sources for 
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the Great Valley Group probably had values of about +6 to 
+7 %0. The high 8180 values of the sandstones relative to 
arc sources is somewhat surprising because the Nd-Sr 
isotopic composition and correlation with major and trace 
element abundances suggests that Great Valley sedimentary 
rocks otherwise preserve the isotopic and chemical 
composition of their source rocks in the Sierra Nevada arc 
(Linn et aI., 1992). The enrichment in 8180 partly reflects 
the contribution of pre-arc metasedimentary sources to the 
forearc basin. As the fraction of recycled sedimentary (Ls) 
and metasedimentary (Lsm) components increases, 8180 in 
the sandstones increases (Figure 1). The sedimentary 
component, which includes significant amounts of chert, 
has the largest effect on the oxygen isotopic composition. 
Figure 1 also illustrates that sandstones derived from 
plutonic sources (circles) are more likely to preserve the 
oxygen isotopic composition of the arc source than 
sandstones derived from volcanic sources (triangles). 

The enrichment in 8180 of the volcanic-derived 
sandstones indicates that the whole-rock composition is a 
result of both source and alteration effects. The degree of 
alteration (A) can be estimated by comparing the measured 
and calculated isotopic compositions of the sandstones. 
The isotopic compositions are calculated from the lithic 
modes, as determined by sandstone petrography, and from 
estimates of 8 180 in the volcanic/plutonic (+7), 
metasedimentary (+15), and sedimentary (+25) sources. 
The calculated compositions are nearly uniform (except for 
the chert-rich samples), thus alteration increases with 
increasing depth of burial. This is consistent with a change 
from volcanic sources, which are relatively susceptible to 
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Figure 1. Control of sedimentary (Ls) and metasedimentary 
(Lsm) fractions on 1)180 composition of the sandstones. Fields are 
formations defined by petrology; symbols denote volcanic 
(triangles), plutonic (circles), or hypabyssal (squares) parent rock. 
[XBL 923-350] 

weathering, to relatively resistant plutonic sources during 
Cretaceous time. 

The major element composition of sedimentary rocks 
provides a measure of the degree of alteration of source 
rocks during sedimentary processes. The degree of 
weathering of feldspar to clay is expressed as the chemical 
index of alteration (CIA): 

CIA - x 100 
( 

AIZ03 ) 
- Alz03 + CaO + NazO + KzO . 

CIA varies between 50 for unweathered rocks and 100 for 
severely weathered rocks (Taylor and McLennan, 1985); it 
is less than 60 in most Great Valley sandstones (Figure 2), 
which suggests that the major element chemistry of the 
sandstone source has not been significantly modified by 
chemical weathering. Because weathering products are 
concentrated in the fine fraction during deposition, CIA in 
shales is higher than in corresponding sandstones (Figure 
2). CIA in Great Valley shales is 60 to 65, which is 
significantly lower than the average for shales (Taylor and 
McLennan, 1985); this suggests that Great Valley shales 
contain a significant fraction of unaltered detrital material. 
However, 8180 is enriched by as much as 10%0 in the 
sandstones relative to the source rocks (Figure 2) and is 
enriched by up to 7%0 in shales relative to sandstones 
(Figure 3). This observation indicates that the isotopic 
composition of the sedimentary rocks is controlled by the 
authigenic fraction. The variation in 8 18 0 is large 
compared with the range in CIA observed in Great Valley 
strata; this suggests that the oxygen isotopic composition is 
a more sensitive indicator of weathering than even mobile 
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Figure 2. Correlation between weathering index (CIA) and 1)180 
in the sandstones (open boxes) and shales (filled boxes). Shaded 
region indicates range of compositions expected in unweathered to 
moderately weathered rocks. [XBL 923-351] 

major elements. The 8180 data further suggest that high 
erosion rates of tectonically active sources do not preclude 
substantial chemical weathering. 

In general, it is possible that the observed 8180 of 
sedimentary rocks reflects both pre- and post-depositional 
processes. Post-depositional modifications mask the effects 
of weathering on the source rocks and must be evaluated. 
We evaluate the effects of burial metamorphism on 8180 
using two end-member models (Figure 4). In an open 
system (left), an infinite reservoir of seawater with fixed 
8180 fluxes through the entire sedimentary section and 
reacts with the rocks, shifting the isotopic composition of 
the sandstone so that it is in equilibrium with the fluid. The 
calculated isotopic compositions of the sandstones (vertical 

D···· .... 
80 D···· 0'" • • 

01 
OD~ ...... •• DO· .......• 

~. • 0 • 100 
0 .. 

Age 0 • 
(Myr) 0 .l' 

120 

o sandstone 
140 • shale 

o • 

I I I J I 

8 10 12 14 16 18 20 Z2 

Figure 3. Comparison of 1) 180 in associated sandstones and 
shales as a function of stratigraphic age. [XBL 923-352] 
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Figure 4. Model illustrating the effect of burial metamorphism on the whole-rock oxygen isotopic composition of 
sandstones in open and closed systems. Chlorite and illite curves from Eslinger and Savin (1973), Longstaffe (1983), 
and Suchecki and Land (1983). Stratigraphic depth and geothermal gradient from Dumitru (1988). Arrows show 
magnitude and direction of /)180 modification in sandstone with 30% chlorite in an open system. [XBL 923-353] 

bar) shift toward higher 8illO values at low temperatures 
but shift toward lower 8180 values at high temperatures. 
The magnitude of the displacement depends on the fraction 
and mineralogy of the clay and on the temperature gradient, 
because the clay-water fractionation decreases with 
increasing temperature. Great Valley sandstones that 
contain 30% authigenic chlorite should decrease from about 
11 to 7%0 with increasing depth of burial. This is opposite 
to the trend observed in the sandstones (boxes), which 
increase in 8180 with increasing depth of burial (Figure 4). 

Because the Great Valley Group is nearly 15 km 
thick, the sediments have undergone substantial compaction 
and porosity reduction (e.g., Dumitru, 1988). Consequently 
the water/rock ratios are very low, and the sedimentary 
rocks are more likely to behave as a closed system. In a 
closed system (Figure 4, right), the isotopic compositions of 
the pore fluids, rather than the clay minerals, are modified. 
As a result, increasing burial metamorphism could not 
significantly alter the whole-rock values. This leads to the 
conclusion that pre-depositional chemical weathering 
controls the oxygen isotopic composition of the Great 
Valley sedimentary rocks. 
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Equation of State Valid Continuously from Zero to Extremely 
High Pressures: H20 

K. S. Pitzer and S. M. Sterner 

Considerable information is now available 
concerning the properties of simple fluids such as argon 
and other important fluids such as H20 and C02 at 
pressures extending to tens and even hundreds of kilobars. 
It would be desirable to incorporate this information with 
that for lower pressures into a single equation of state for an 
extended range. The properties of fluid mixtures are also of 
interest; hence the equation should have a form that is 
readily extended to a multicomponent system. This report 
presents an equation with these characteristics that 
represents the properties of H20 with sufficient accuracy 
for geological and most other applications. Work is now in 
progress for C02 and for the H20-C02 mixture. 

Available equations for H20 at very high pressures 
(above 10 kbar and up to 250 kbar or more) are of two 
types. The first includes the extended Benedict-Webb­
Rubin equations with many terms, of which the 58-
coefficient equation of Saul and Wagner (1989) is an 
excellent example. For pure H20 it is quite satisfactory, 
but it is not readily employed for a mixed system. A 
second, much simpler type of equation suffices to represent 
only the high-pressure range; an example is the six­
coefficient equation of Belonoshko and Saxena (1991), 
which is valid only above 5 kbar. It can be used for mixed 
systems but is inconvenient because additional equations 
must be used for lower pressures and for the relationships 
to standard state properties. Moreover, complications arise 
for derivative properties in the boundary region between the 
high-pressure and low-pressure equations. 

A new term was found that, when added to a very 
simple high-pressure term, yields a reasonably accurate 
expression for all densities. Another new (or rarely used) 
type of term provides small adjustments in the moderate 
density range without affecting either the high-pressure 
behavior or the perfect-gas limit at low pressure. The full 
equation as selected for H20 expresses the residual 
(nonideal) Helmholtz energy at a given temperature as 
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(A res/nRT) = ctP + C2 [1/(1 + C3P + C4P2 + csp3) - 1] 

+ C6 [exp(-qp) - 1] + Cg [exp(-c9P) - 1] 

+ CIO [exp(-cllP)- 1] . 

Here, p is the density, and the first term on the right is the 
dominant term at high density. The second term provides 
the major effect at all intermediate densities, and the last 
three terms of the same form provide fine adjustments in 
the region of low and near-critical densities. For the 
pressure, differentiation yields 

P/nRT = P + Clr 
+ C2P [(C3 + 2C4P + 3cSp2)/(l + C3P + C4r + csp3)2] 

- C6C7r exp(- C7P) + cgc9rr- exp(- C9P) 

+ ClQCllrr- exp(- ClIP) . 

All of the coefficients in the exponentials are independent 
of temperature, whereas the other coefficients have very 
simple, usually linear, temperature dependencies. 

One important aspect is that only low powers of 
density are involved. Thus, for a mixed system, the 
quantities cjf) in the pressure equation must have the simple 
mixing behavior 

where ex and J3 designate the components and x is the mole 
fraction. Thus there are no new parameters for the mixture 
in this category. For the terms of the type Cjr, the mixing 
rules allow quadratic behavior: 



Here the parameters c r:/3 are new for the mixture, but there 
is only one per term 'Cjp2. There is only the single term 
csp3 with more complex behavior, and it is limited to cubic 
dependency on mole fraction: 

Thus the maximum complexity possible for a mixed system 
involves only seven parameters in addition to those for the 
pure components. In practice, it is expected that fewer 
mixing parameters will be needed because the estimate 
ctf3 = (ct + c~)/2 will suffice for many cases (with a 
sImilar simplification for cs). A recent treatment of many 
mixed fluids gives useful experience concerning the 
behavior of the mixing terms for an equation of similar 
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character but different in exact form (Anderko and Pitzer, 
1991). 

For the very thoroughly studied system H20, the 58-
coefficient equation of Saul and Wagner (1989) was 
accepted as an "experimental" basis. The resulting fits for 
two temperatures are shown in Figure 1. It is evident that 
the agreement is nearly perfect to a reduced density of 4.5, 
which implies a pressure of about 40 kbar. Above that 
density, the values of Saul and Wagner show improbable 
variations, whereas the new equation gives a very plausible 
smooth curve; the absolute accuracy in this range is less 
certain, however. 

Currently, work nears completion for pure C02, for 
which no comprehensive master equation is available, and 
is in progress for the CO2-H20 mixed fluid. 
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Figure 1. The compression factor z = PlnRTp for H20 for two temperatures and two ranges of reduced density 
Pr = pIPe- The heavy curve is for the new equation, with the dots showing the values from Saul and Wagner (1989) for 
comparison. The thin solid line shows the term cIP,., the dot-dash line shows the term in crc5, and the other thin lines 
show the small effects of the remaining terms. [XBL 923-354] 
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Releases from Exotic Waste Packages from Partitioning and 
Transmutation 

W. w.-L. Lee 

Partitioning the actinides in light-water reactor 
(LWR) spent fuel and transmuting them in actinide-burning 
liquid-metal reactors has been proposed as a potential 
method of reducing the public risks from geologic disposal 
of nuclear waste. To quantify the benefits for waste 
disposal of actinide burning, we calculate the release rates 
of key radionuclides from waste packages resulting from 
actinide burning and compare them with release rates from 
L WR spent fuel destined for disposal at the potential 
repository at Yucca Mountain. 

Spent nuclear fuel can be reprocessed, and the waste 
can be partitioned or separated into elemental fractions that 
can then be transmuted into stable or short-lived isotopes 
by bombardment with neutrons. Partitioning involves 
chemical processes and can be done in a reprocessing 
facility. Transmutation can be accomplished in accelerators 
or reactors. Actinide burning is the concept of using the 
transuranics in L WR spent fuel in a liquid-metal fast 
reactor to generate electricity as well as perform 
transmutation (Thompson, 1990). 
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We compare the reference case of spent-fuel disposal 
at Yucca Mountain with two variants of transmutation on 
the basis of equal amounts of energy produced. The 
schemes being compared are shown in Figure 1. Scheme 1 
is disposal of L WR spent fuel. In scheme 2, the geologic 
repository receives waste from the reprocessing of LWR 
and the reprocessing of advanced liquid-metal reactor 
(ALMR) fuel. In scheme 2a (Figure 2), the L WR spent fuel 
is reprocessed with pyrochemical processes and the ALMR 
fuel recycled using pyrochemical processes. In scheme 2b, 
the L WR spent fuel is reprocessed with aqueous processes 
and the ALMR fuel processed with pyrochemical 
processes. In scheme 1 the waste packages consist of spent 
fuel inside containers. The waste packages used for 
partitioning and transmutation may contain hardware, 
zeolites, solidified radioactive gas, borosilicate glass, or 
waste in a copper matrix. 

We assume that waste from L WR and ALMR cycles 
will be placed in the potential repository at Yucca 
Mountain. Current design calls for vertical emplacement of 

A1 Pyro Bl Aqueous 

LWR 
U storage 
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PROCESSING waste 
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Figure 1. Equal-energy production comparison. [XBL 923-355] 
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Figure 2. Waste packages from the equal-energy production schemes. [XBL 923-356] 

waste containers and for the containers to be surrounded by 
an air gap. We calculate release rates for the selected 
radionuclides using analytic solutions (Sadeghi et aI., 1990) 
for the wet-drip bathtub water-contact mode for solubility­
limited species, such as the actinides; species released 
congruent with solid-solid alteration of the waste matrix, 
such as Tc-99; and readily soluble species, such as the 
fission-product isotopes. Because there are no data on the 
dissolution behavior of radionuclides from partitioning and 
transmutation waste, we assume that the methods and 
parameter values used for spent fuel apply. That is, we use 
the wet-drip bathtub water-contact mode, and for the 
solubility-limited species, we use the same solubilities used 
for those species in spent fuel. The full results appear 
elsewhere (Lee and Choi, 1991). 

160 

Figure 3 shows the release of Cs-135 from single 
containers, in Ci/a, from all reprocessing wastes, as well as 
from LWR spent fuel. The release rates of Cs-135 from 
reprocessed packages are generally lower than for L WR 
spent fuel, but the release rates of several reprocessed 
packages are above the U.S. Nuclear Regulatory 
Commission limit of 5 x 10-5 for Cs-135. We can calculate 
the aggregate release from entire repositories, represented 
by the schemes in Figure 2. An equal amount of nuclides 
released from either scheme should result in the same dose 
at the point of discharge. Once radionuclides are released 
from waste, the buffering capacity of the rock controls the 
chemical form of the species and its transport properties. 

Figure 4 shows the composite release rates of the 
plutonium isotopes from L WR spent fuel and reprocessing 
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Figure 3. Release rates of Cs-135 from LWR spent fuel and 
reprocessed wastes. [XBL 923-357] 

wastes. The combined release from L WR spent fuel is 
usually higher but within a factor of 10. Within the 
accuracy of the parameter values, these release rates can be 
considered equal. 

We are beginning to evaluate the benefits for waste 
disposal of transmutation. Release rates have been 
calculated for the wet-drip water-contact mode relevant to 
Yucca Mountain. For key radionuclides that are likely to 
reach the accessible environment, the release rates from 
reprocessed waste packages are shown to be approximately 
the same as the release rate from L WR spent fuel. 
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Figure 4. Release rates of Pu isotopes from Schemes 1, 2a, and 
2b. [XBL 923-358] 
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Analysis of Evaporation in Nuclear Waste Boreholes in Unsaturated Rock 

W. Zhou, W. W.-L. Lee, and T. H. Pigford 

We have analyzed evaporation in high-level waste 
emplacement boreholes in unsaturated rock. Water 
dripping onto waste packages is assumed to form a thin 
film on the container surface. Evaporation will occur as a 
result of the heat produced by decay and the difference in 
vapor pressure between water in a flat film and water held 
in rock pores with curved interfaces. 
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We study evaporation in still air in the one­
dimensional system shown in Figure 1. The liquid film 
thickness is L\., and the space between waste and borehole 
wall is L + L\.. We assume motionless liquid-gas interfaces, 
ideal gases, constant total gas pressure, no gravitational 
effects, and local thermodynamic equilibrium between 
water liquid and vapor. Vapor pressure on the interface is 
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Figure 1. Schematic diagram for the model of evaporation of 
water through still air in a nuclear waste borehole. The space 
between waste and rock is 3 cm. The liquid film thickness 0 
ranges from 10-9 to 10-3 m. [XBL 923-359] 

the saturation pressure at the water temperature. Vapor 
pressure in rock pores is described by Kelvin's equation. 
Given heat flux from the waste and the temperature at the 
borehole wall, we solve the coupled energy (conduction in 
liquid and conduction and convection in gas) and mass 
(vapor-air binary diffusion) transport equations for quasi­
steady state to obtain the evaporative flux as a function of 
time. 

Using temperature predictions given in the Site 
Characterization Plan (DOE, 1988) and the decay heat 
history for a 1.5 mg U spent-fuel waste package (DOE, 
1987), we calculate the evaporative flux for different 
ambient liquid saturations after 2000 years, at which time 
the borehole temperature is below boiling. The generally 
available water and tuff characteristics (Vargaftik, 1975; 
Peters et al., 1984) are used. 

Evaporative flux is determined from 

l-Yi(1) =exp{- rRv fLT(X'Ddx) ' 
1 - Yb (S~) DvaPg Jo (1) 

where r is the evaporative flux, Rv is the gas constant for 
vapor, Dva is vapor-air binary diffusivity, So<> is the ambient 
liquid saturation, Pg is the total gas pressure, Yb(So<» is the 
mole fraction at borehole wall, and Y i(r) is the mole 
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fraction at the interface. Both Y i(r) and T(x,r) are 
dependent on the evaporative flux r. 

The evaporative flux is computed for a 0.03-m gas 
space and foutid to be insensitive to water film thickness 0 
ranging from 10-9 to 10-3 m. Figure 2 shows the 
evaporative flux along with the decay heat rate history for a 
PWR waste package. Evaporative flux decreases with the 
decrease in heat of decay. The evaporative flux is smaller 
for higher ambient liquid saturations. 

Even if we conservatively neglect drainage of water 
from the surface, the thickness of a water film on a flat 
horizontal surface is controlled by the drip rate on the 
surface and the evaporation rate. Infiltration rate v d as a 
function of saturation So<> is computed by Darcy's law 
assuming uniform liquid saturation. Hydrologic properties 
are taken from Peters et al. (1984). For ambient saturation 
So<> values of 0.65, 0.87, and 0.99, the infiltration rates 
resulted from Darcy's law are 0.01, 0.1, and 0.4 mm/yr 
respectively. Then, for a given So<>, the film thickness of 
water is 

(2) 

where t is the time after emplacement, tl = 2000 yr, and Pt 
is water density. For these values of Soo, Eq. (2) shows that 
no water film can exist on the heated surface because the 
evaporation rate is always greater than the infiltration rate. 
However, the surface may be subject to intermittent water 
contact. 

We are beginning to analyze the influence of the 
unsaturated tuff in controlling evaporation in a nuclear 
waste borehole. It may be that such evaporation will keep 
waste containers dry for extended periods. 

105~------------------------------~1~ 

.............. 
.............. ..........-

.......... Decay Heat Rate .... / ' . 
.............. 

'. 

Time after Emplacement, years 

Figure 2. Evaporative flux as a function of time for different 
ambient liquid saturations and decay heat rate history for a PWR 
waste package. [XBL 923-360] 
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Modeling of Reactive Chemical Transport of Leachates from a Utility 
Fly-Ash Disposal Site 

J. A. Apps, M. Zhu, P. K. Kitanidis, * D. L. Freyberg, * A. D. Ronan, * and S. Itagaki* 

Coal-burning power plants produce large quantities 
of fly ash, which is usually disposed of in impoundments or 
landfills adjacent to the power plants, where it may leach 
and release hazardous inorganic constituents to underlying 
aquifers and to contiguous streams. The impact of the 
hazardous waste releases on the environment depends on 
the nature of the fly ash and other wastes from the plants, as 
well as the site geology and hydrology. 

For technical and regulatory reasons, it is 
advantageous to use mathematical simulators to predict the 
behavior and transport of leachates. The Electric Power 
Research Institute has sponsored the development of a 
proprietary simulator, FASTCHEM (EPRI, 1988-1989). 
The code permits two-dimensional modeling of steady-state 
groundwater flow through the saturated and the vadose 
zones with simultaneous chemical reactions between 
groundwater and the soil. Precipitation, dissolution, ion 
exchange, and adsorption of dissolved chemical species 
may be modeled. 

FASTCHEM's modular structure and overall 
organization are shown in Figure 1. EFLOW implements 
the Galerkin finite-element method on two-dimensional 
domains using rectangular and/or triangular elements. The 
flow in a vertical cross section may be saturated or 
unsaturated. EFLOW can accommodate specified head 
and flux boundary conditions, recharge, potential 
infiltration/evaporation, seepage, and transpiration. The 
ETUBE module utilizes the hydraulic head computed by 
EFLOW to construct streamtubes along pathlines. 
Streamtubes consist of series of equal-volume "bins" used 
for geochemical equilibrium calculations in EICM. 

*Department of Civil Engineering, Stanford University, Stanford, 
California 94305. 
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Figure 1. FASTCHEM's modular structure. [XBL 923-361] 

Chemical processes are incorporated through ECHEM and 
EICM. ECHEM is used to set up the chemical conditions 
in the soils and the chemical composition of bounding 
influxes from groundwater, atmospheric precipitation, and 
leaching fly ash. EICM simulates reactive chemical 
transport of aqueous solutions through the sequence of bins 
in the streamtube, keeping track over time of the chemical 
components in the aqueous phase and monitored species. 

This work summarizes the results· of a study on a 
representative site, located in the southeastern United 
States. The fly-ash pond at this site is constructed adjacent 
to an alluvium-filled stream channel and rests partly on this 
alluvium and on saprolite. Figure 2 depicts a vertical cross 
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Figure 2. Geological cross section. [XBL 923-362] 

section of the· pond and the underlying formations 
approximately along the direction of flow. 

OVERVIEW OF GEOHYDROLOGY 

The fly-ash pond has been in operation for about 16 
years and has been the subject of field studies and 
monitoring. We have been furnished with limited site data 
determined from these field studies. In-situ materials are 
saprolite, alluvium, and a partially weathered bedrock, all 
underlain by an unweathered bedrock. A 5- to to-m-thick 
ash layer has been formed in the pond. The hydraulic 
conductivities used in modeling are shown in Figure 2; the 
underlying bedrock is treated as impermeable. 

The subsurface flow in this vertical cross section was 
modeled using prescribed-head boundary conditions at the 
upgradient and down gradient (river) boundaries, an 
impermeable base, and prescribed head in the pond. 
Surface infiltration and evaporation were deemed negligible 
outside of the leachate pond. Potential seepage surfaces 
were specified along both saprolite faces, and the observed 
seepage surfaces were successfully modeled. About 96% 
of the . outflow occurs at seepage surfaces at the 
downgradient face of the saprolite dam. The finite-element 
grid consists of 947 triangular elements and 547 nodes. 
This relatively dense discretization is needed to ensure 
smooth p"athline tracking in ETUBE. 

Representative pathlines and travel times, obtained 
through ETUBE, are shown in Figure 3. Pathlines 1 and 2 
are forced to the surface by the hydraulic barrier created by 
the leachate pond. Pathline 3 exits the domain at the river. 
Pathlines 4 and 5 pass through the saprolite dam, exiting at 
the seepage surface. 
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Figure 3. Representative pathlines. [XBL 923-363] 

GEOCHEMISTRY 

1000 

Limited information is available regarding the 
mineralogical composition of the partially weathered 
bedrock, saprolite, and alluvium at the site. Soil samples 
and the accumulating ash were examined for clay content, 
cation exchange capacity and species on clay exchange 
sites, and hydroxylamine hydrochloride extractable iron 
content. Groundwater samples from all three soil horizons 
and the ash pore water had been recovered and their 
chemical composition determined. These data were 
employed in ECHEM to set up realistic initial geochemical 
conditions for EICM. 

For illustrative purposes, we present a simulation of 
reactive chemical transport processes along a representative 
stream tube. This stream tube begins at the base of the ash 
(near streamtube 3 in Figure 3), passes through saprolite 
and alluvium, and discharges in the adjacent river. The 
stream tube has a total length of about 360 m. The 
simulation was conducted over a period of 6 yr. EICM 
plots indicate that a modified ash pore water breaks through 
the end of the selected streamtube after about 4 yr. 

The changing concentrations of some of the aqueous 
chemical components as they emerge from the stream tube 
over time are illustrated in Figure 4. The components can 
be subdivided into two types: conservative and 
nonconservative. Conservative components are those 
whose concentrations are modified only by dispersion. In 
this particular simulation, the conservative components are 
Mn2+, Fe2+, Ni2+, Cu2+, CI-, and cd-. The remaining 
components are all affected to some extent by adsorption, 
ion exchange, and precipitation/dissolution reactions. 
These include H+, Na+, K+, Mg2+, Ca2+, Zn2+, Fe3+, and 
SO~-. H+, Ca2+, AI3+, and Si(OH)4 also participate in soil 
mineral dissolution reactions. Potassium jarosite is the only 
mineral that has the potential to form from leachate 
interactions with the soil. 
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Figure 4. Concentrations of some aqueous chemical components 
as a function of time. [XBL 923-364] 

The principal chemical interactions predicted by 
EICM involve ion exchange on clays and adsorption on 
hydrated ferric oxide (HFO). The distribution of species on 
clays is illustrated in Figure 5. The dominant species 
throughout the streamtube are CaX2, and MgXz. As the 
pore water advances through the soil, Caz+, K +, Znz+, and 
H+ displace Mgz+ and Na+. Only a small amount of Znz+ 
is adsorbed, the total ZnZ+ content in solution remaining 
close to that in the leachate. Chemical reactions on HFO­
sites are dominated by replacement of HFO-H by HFO­
HZS04 upon contact with the migrating acidic leachate. 
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Figure 5. Distribution of species ion.exchanged on clays, about 
two years after the ash leachate migrated into the soiL [XBL 923-
365] 

CONCLUSION 

The F ASTCHEM simulations predict that about 96% 
of the discharge from the fly-ash impoundment occurs 
through the saprolite dam and adjacent pond bottom to 
emerge as seepage at the foot of the dam face. Only 4% of 
the discharge passes through the accumulated ash into 
groundwater. Fez+, Mnz+, and small concentrations of Niz+ 
will leach from the accumulating fly ash and discharge to 
the groundwater and adjacent river. 
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Multiple-Species Reactive Chemical Transport in Groundwater: 
A Verification Exercise 

T. N. Narasimhan. 1. A Apps. and M. Zhu 

First-generation models capable of handling multiple­
species reactive chemical transport have begun to appear in 
the literature. The Electric Power Research Institute 
(EPRI) has sponsored the development of one such model, 
FASTCHEM (EPRI, 1988-1989), to permit the thermal 
power industry to evaluate potential groundwater 
contamination problems arising from fly-ash ponds. Before 
formally transferring this technology to the industry, EPR! 
charged a team of hydrogeologists and geochemists to 
apply FASTCHEM to the solution of problems typically of 
interest to the thermal power industry, verify the 
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applicability of the model, and evaluate its strengths and 
weaknesses. This article summarizes one facet of this 
evaluation exercise-namely, verification of FASTCHEM 
against an independently developed model, DYNAMIX 
(Liu and Narasimhan, 1989) with similar capabilities. 

We address two aspects of the reactive chemical 
transport problem. The first involves the ability of the two 
models to simulate the transport of a single chemical 
species by advection and longitudinal dispersion. In 
particular, we consider transport in a tube of nonuniform 
cross section, for which no analytical solutions are 



available for verification. The second involves the ability 
of the two models to handle multicomponent transport 
accompanied by fluid-solid reactions (including reduction 
and oxidation). Here we consider a uniform flow tube 
because of the focus on chemistry rather than on transport. 
The purpose here is to provide insights on the difficult and 
practical task of refining research tools to solve day-to-day 
problems of interest to the industry. 

ADVECTIVE-DISPERSIVE TRANSPORT 

The two models employ different philosophies to 
solve the dispersion process. FASTCHEM uses a short­
memory Markov model involving the transport of a 
multitude of particles, whereas DYNAMIX uses the 
conventional hydrodynamic dispersivity approach (Freeze 
and Cherry, 1979). For the simple case of a flow tube of 
uniform cross section, filled with a single homogeneous 
material with a steady water flux, the equivalence between 
dispersivity and the probability density function of the 
Markov process is well defined. Here, FASTCHEM and 
DYNAMIX agree very well with each other and with the 
equivalent analytical solution. 

Under heterogeneous conditions expected at field 
sites, flow tubes usually exhibit converging and diverging 
patterns characterized by a variable cross section. Because 
no analytical solutions are available for advective­
dispersive transport in nonuniform flow tubes, we solved 
this problem using both models and compared the results. 
We considered a 222-m-Iong flow tube with cross-sectional 
area varying from 0.222 to 1 m2. We assumed a linear 
variation of area between adjacent points, constant flux, 
Q = 185 m3/yr; porosity = 0.5; longitudinal dispersivity (XL 

spatially variable; initial concentration = 0 everywhere; and 
concentration of incoming fluid = 1. 

The FASTCHEM model is so set up that for flow 
tubes of nonuniform cross section, dispersivity must be 
provided as proportional to "bin length." As a result, actual 
dispersivities must vary from bin to bin. Moreover, to 
assure mass balance, these "bin-space dispersivities" must 
meet certain numerical constraints. A consequence is that 
the dispersivities must be fairly small, as is typical of 
advection-dominated systems. We therefore let the 
dispersivities be spatially variable in the DYNAMIX 
simulations and used harmonic mean dispersion 
coefficients between adjoining elemental volumes. The 
results from FASTCHEM and DYNAMIX are compared in 
Figure 1. Both solutions agree fairly well except that 
F ASTCHEM is sharper and less diffuse. 

For flow tubes of about 200 m, dispersivities should 
be expected to be at least a meter or so. However, 
FASTCHEM constraints restrict the dispersivities to be 
considerably smaller, 0.04 to 0.18 m. With a more realistic 
dispersivity of 1 m, DYNAMIX produces a profile shown 
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Figure 1. Advective-dispersive transport in a nonuniform tube: 
Comparison of FASTCHEM and DYNAMIX for t'; 19.7 and 
39.4 days. [XBL 923-366] 

by the dashed curve in Figure 1. This suggests that in 
systems with large dispersivities resulting from 
heterogeneities, FASTCHEM may force the prediction of 
sharper and later breakthroughs. 

REDOX-CONTROLLED CHEMICAL 
TRANSPORT 

DYNAMIX and FASTCHEM have different 
geochemical data bases. The two codes therefore yield 
somewhat different aqueous concentrations for identical 
mineral assemblages under assumed equilibrium. Yet this 
does not critically influence the modest insights we seek. 
DYNAMIX permits redox reactions whereas FASTCHEM 
at present does not possess such a capability. Therefore, 
the major question we address in this work is whether 
coupled redox reactions could give rise to significant 
differences in aqueous concentrations of affected species. 
In other words, how reasonable is it to ignore redox in 
transport simulations as is done in F ASTCHEM? 

We considered the transport of 12 chemical species 
through a saturated lO-m flow tube of uniform cross 
section, filled with a homogeneous porous medium. 
Initially, the pore water in the porous medium is in 
equilibrium with gibbsite, quartz, hematite, and calcite 
under Eh = 10 mV and pH = 7.5. At t = 0, a more oxidizing 
acidic sulfate leachate (Eh = 300 mY, pH = 4.1, S04 = 
1300 ppm) continuously enters the tube at one end. This 
leachate also contains 185 ppm of Fe2 + and 20 ppm of 
CU2. The simulation problem is to predict the chemical 
evolution within the tube over time. 

In Figures 2, 3, and 4 the results of the two models 
are compared. Figure 2 illustrates pH and Eh along the 
stream tube after 5 yr. FASTCHEM arbitrarily calculates 
Eh from the Fe3+ /Fe2+ redox pair while ignoring redox 
reactions, whereas with DYNAMIX Eh falls gradually from 
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the influent value. Moreover, with DYNAMIX, some of 
the Fe2+ brought in by the influent fluid is oxidized to Fe3+ 
and then precipitated as hematite, producing H+. 
DYNAMIX thus predicts a lower pH for the transition 
zone. This also results in significant differences in the 
dissolution of calcite as the acid invades the soil (Figure 3). 
By considering only initial and boundary conditions, 
FASTCHEM fails to identify gypsum and copper metal as 
potential mineral precipitates. As a result, it overestimates 
the sulfate concentration in solution. In DYNAMIX, the 
oxidation of the initially reducing soil causes transient 
precipitation and re-dissolution of copper, accompanied by 
precipitation of hematite; and gypsum precipitates as a 
result of calcite dissolution and sulfate intrusion (Figure 4). 
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Figure 3. Redox-driven chemical transport: Comparison of 
FASTCHEM and DYNAMIX for major ions at t = 5 yr. [XBL 
923-368] 
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Figure 4. Redox-driven chemical transport: Evolution of mineral 
phases at x = 0.2 m, obtained with DYNAMIX. [XBL 923-369] 

CONCLUSIONS 

Comparison between FASTCHEM and DYNAMIX 
indicates the following: 

• The particle transport philosophy in FASTCHEM 
renders it cumbersome to handle relatively large 
dispersivity values expe~ted of heterogeneous 
groundwater systems in the field. 
In order to achieve a rational tradeoff between 
computational intensity and ease of use by utility 
personnel, F ASTCHEM avoids redox calculations in 
the transport phase (EICM). The comparative results 
presented suggest that ignoring redox processes in the 
transport phase may, under certain conditions, predict 
higher mobilities for some contaminants. In the 
context of continuing developments in reactive 
chemical transport modeling, the present exercise 
suggests that the issue of tradeoff between 
computational effort and acceptability of model 
outputs may merit reconsideration. 
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The Complexation Behavior of Transactinium Elements with Synthetic Organics 

H. Nitsche, K. Becraft, and K. Roberts 

The U.S. Department of Energy (DOE) has initiated 
efforts to identify, assess, prevent, and remediate possible 
environmental impacts of wastes at DOE operated nuclear 
production sites (Watkins, 1989; DOE, 1989). The 
inventories are large, and the wastes generated come from 
the large-scale production of plutonium, which includes 
fabrication, irridiation, and subsequent chemical processing 
of nuclear fuel. 

The wastes generated by these processes and 
associated operations, such as decontamination and 
decommissioning, were discharged into disposal pits and 
ponds or directly into the soil (soil column technique). 
Furthermore, decommissioned equipment was disposed of 
in landfills, and numerous decommissioned contaminated 
buildings exist. 

The chemical nature of the waste is manifold and 
consists of synthetic inorganic and organic materials. They 
include both nonradioactive and radioactive organic and 
inorganic compounds in liquid or solid form. The wastes 
present in the subsurface represent a large source for 
potential environmental release via groundwater transport. 
There is a great need to identify, assess, prevent, and 
remediate possible environmental impacts. The 
contaminant migration rate through the subsurface is 
controlled by many physical and chemical processes. 
Profound knowledge of many thermochemical parameters, 
such as solubility, complexation, and speciation of possible 
waste compounds, is essential to predict accurately their 
concentrations and release rates for risk assessment and 
remedial action studies. Existing thermodynamic data 
bases that are being used as input for predictive transport 
modeling are either incomplete or completely lack data on 
most mixed organic-radionuclide waste complexes and 
compounds. 

PROJECT ORIENTATION 

We initiated a study to provide fundamental 
knowledge on the basic chemical processes that occur 
between radionuclides and synthetic organics present in 
mixed organic-radionuclide wastes at DOE sites. This 
knowledge will increase understanding and allow more 
accurate predictions of the processes that control 
contaminant mobilization and movement in the subsurface. 

We are studying thermodynamic complexation 
constants, solution speciation, and the solubility of 
complexes and compounds that can form between 
radionuclides and organic constituents of mixed organic 
radionuclide wastes. The study focuses on the reactions of 
neptunium and plutonium with organic facilitators. 
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Facilitators are organic compounds that interact with the 
radionuclides and modify their geochemical behavior; for 
example, aliphatic and aromatic organic acids, chelating 
agents and fragments, solvents, and diluents (Wobber, 
1990). Chelator fragments are generated in the waste by 
degradation of the chelating agents, which can degrade 
through radiolytic, thermal, or chemical influence. The 
fragments may be as important in complexing and 
mobilizing waste radionuclides of mixed organic wastes as 
the chelating agents themselves. Because many of the 
wastes were stored over long times (up to 45 years), the 
concentration of the degradation products can exceed the 
concentration of the initially present chelating agents. 

Very little information is available in the literature on 
the thermodynamic solution properties of actinide ions with 
organic facilitators. Table 1 lists a survey of available 
complexation data for the most prominent ions of 
neptunium and plutonium with the chelators nitrilotriacetic 
acid (NT A) and ethylenediaminetetraacetic acid (EDT A), 
the chelator fragment iminodiacetic acid (IDA), the 
aliphatic organic glycolic acid, and the aromatic organic 
benzoic acid (Sillen and Martell, 1971; Cauchetier and 
Guichard, 1973, 1975; Anderegg, 1977, 1982). The data 
are given as complex stability constants ~n. Three 
important facts can be concluded from Table 1. 

First, no data whatsoever are available for many of 
the listed actinide-organic complexes. This clearly shows 
the urgency to produce these data in order to increase our 
understanding and predictive capabilities for these metal 
organic contaminant systems. 

_ Second, the available data given in Table 1 are 
inconsistent for several complexes. For example, two 
different values of 10-25.6 and 10-17.66 are given for the 
stability constant of the 1:1 Pu4+-EDTA complex. The 
difference between these two values of about eight orders 
of magnitude is very significant and unacceptable, because 
no meaningful predictions about the solution behavior of 
plutonium-EDT A complexes can be made from such 
uncertain data. Even a ¥.luch smaller discrepancy of data, 
as it exists for the Pu02+-EDTA complex (log ~1(0.1) = 
14.6 and 16.4), still presents a significant and unacceptable 
uncertainty, representing a factor of 63 in complexing 
strength. 

This article summarizes first efforts to determine the 
complex formation constants of NpO;, Pu4+, and PuO~+ 
with nitrilotriacetic acid (Nitsche and Becraft, 1992). The 
spectrophotometric measurements are conducted as a 
function of pH and ionic strength, ranging from 1 to 7 and 
from 0.5 M to 3 M, respectively. 



Table 1. Survey of available complex formation constants for selected actinide-organic species. 

+ 
NpC}z Pu4+ PuO; 

z+ 
PuOz 

NTA ~1 (.1) = 6.80 N/A ~1 (.1) = 6.31 N/A 

~1 (1.) = 5.85 

~z(1.) = 6.77 

IDA ~1 (.1) = 6.27 N/A ~1 (.1) = 6.18 N/A 

~1 (1.) = 5.50 

~z(.I) = 6.79 

EDTA ~(O) = ID.77 ~1 (.1) = 25.6 ~1 (0) = 10.89 ~1 (.1) = 14.6 

~1 (.05) = 9.70 ~1 (.1) = 17.66 ~1 (0.5) = ID.17 ~1 (.1) = 16.4 

~1 (.1) = 7.33 ~1 (.1) = 12.9 

Glycolic Acid ~1 (0) = 1.90 N/A N/A ~1 (.1) = 2.43 

~1 (.1) = 1.51 ~2(.1) = 3.79 

~1 (.2) = 1.60 

~1 (1.) = 1.39 

~2(1.) = 1.68 

Benzoic Acid ~1 (1.) = 0.80 N/A N/A N/A 

~2(1.) = 0.17 

~1 (.1) = 5.85 means log ~, at 0.1 M ionic strength. 

Sources: Sillen and Martell, 1971; Cauchetier and Guichard, 1973, 1975; Anderegg, 1977, 1982. 

EXPERIMENTAL APPROACH 

The spectrophotometric investigations are based on 
the fact that the neptunium and plutonium ions show 
relatively strong light absorption in the wavelength range 
from 400 to 1000 nm. The formation of actinide-organic 
complexes causes gradual shifts of the absorption maxima 
to higher wavelengths. At sufficiently small concentrations 
of organic complexing agent, the shifted absorption peak(s) 
consist(s) of two absorption bands: one from the 
uncomplexed actinide ion and (at least) one second band 
from the organic-actinide complex. We study the peak 
shifts as a function of the concentration of the organic ion 
and determine the formation constants using the peak­
fitting prograrri SQUAD (Legett, 1985). SQUAD 
calculates the best values for the stability constants and 
molar absorptivities of the assumed model by using a 
nonlinear least-squares approach. 
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RESULTS AND DISCUSSION 

Neptunium(V) 
+ The absorption band of uncomplexed Np02 

possesses a well-established maximum at 980.0 nm with a 
molar absorptivity of 395 M-l cm-1 (Hagan and Cleveland, 
1966). The addition of NT A and the gradual increase in pH 
from about 1 to 9 resulted in a decrease of the 980 nm band, 
and a new band appears at 990.2, coming from the 
neptunyl(V)-NTA complex formation. Figure 1 shows 
thirteen spectra of neptunium(V) (each 3.4 x 10-3 M) with 
different NTA3- concentrations (0-3 X 10-6 M). The 
analytical NTA concentration was 5.8 x 10-3 M; the change 
in NT A 3- concentration was obtained by varying the pH 
from 2.37 to 6.79. The ionic strength was held constant at 
2 M. The spectra are representative for the results from 
additional measurements at ionic strengths of 0.5, 1.0, and 



.8 

~ .6 

'" .a ... 
o 
~ .4 
-< 

. 2 

970 

960.0 

[NpO;J = 3.4 x 10-' M 

[NTAl = 5.6 x 10-' M 

1= 2.0 M 

T = 25 C 

980 990 1000 1010 
Wavelength / nrn. 

Figu,:e 1. Absorption spectra of neptunium(V)-NT A solutions; 
[NpOi] = 3.4 x10-3 M, [NTA] = 5.8 x 10-3 M, pH = 2.37-6.79, 
/ = 2 M. [XBL 923-370] 

3.0 M. The data analysis using the nonlinear least-squares 
fitting routine SQUAD requires the assumption of an 
equilibrium model to calculate the best values for the 
stability constants. The calculated standard deviation in the 
absorbance data provides an overall measure of the fit of 
the model to the data. The data were analyzed using either 
NT A 3- or HNT A 2- or H2NT A-as the complexing ligand 
that can form a 1:1 complex with NpO~. The isosbestic 
point of the spectra indicates that only two independent 
species are involved in the equilibrium: free and 
complexed neptunium(V). This assumes, however, that no 
higher complexes (e.g., 1:2) have the same molar 
absorptivities as the 1:1 complex. The NTA protonation 
constants used with the fitting routine (Table 2) were 
determined in an associated study (Nitsche et aI., 1992). 
Excellent fits were obtained with NT A 3- for all four 
different ionic strength solutions. Using HNTA2- as the 

+ 

ligand, the fits were poor for the I, 2, and 3 M solutions 
with standard deviations up to a hundred times higher than 
those for NTA3- calculations. No convergence was 
reached for the 0.5 M solution. The fitting did not improve 
when only the data in the more acidic range from pH 2.4 to 
5 were used, where the HNTA2- species is prevalent. We 
also did not obtain convergence with the H2NTA­
complexation model. From these results we conclude that 
NT A 3- is the complexing ion . 

The l/cr2 weighted regression lines for the S.I.T. plots 
(Bnlmsted, 1922; Scatchard, 1936; Guggenheim, 1955; 
Ciavatta, 1980) yield log ~?OI = 6.93 ± 0.01, with ~e = -
0.22 ± 0.01. The interaction parameter e(Np02NTA2-, 
Na+) = 0.02 ± 0.14 was calculated from ~e and published 
values for e(Npo;, CIO:;) = 0.25 ± 0.05 (OECD, 1988), and 
e(NTA-, Na+) = -0.01 ± 0.05 (OECD, 1988). 

Several literature values are available for the stability 
constants of the neptunium(V)-NT A system at 0.1, 0.5, and 
1.0 .M ionic strengths. They are summarized in Table 2. 
Our value at I = 1.0 is somewhat larger than the value 
derived by StOber (1972). The value of Rizkalla et al. 
(1990) appears too high in light of our results at 1= 0.1 M 
and 0.5 M and of those obtained by Eberle and Wede 
(1970) at I = 0.1 M. The good agreement of our 
extrapolated stability constant at infinite dilution, log ~?OI = 
6.93 ± 0.01, with Eberle and Wede's value at I = 0.1 M, 
log 13101 = 6.80 ± 0.10, lends confidence to the validity of 
the S.I.T. approximation for this system. Including the 
additional literature values at I = 0.1 M and 1.0 M in the 
S.I.T. treatment gives log ~?OI = 6.91 ± O.oI (R = 0.9846). 

All authors agree that the complex formed is 
Np02NTA2-. Eberle and Wede and Rizkalla et al. also 
report the existence of a Np02HNTA- complex, but they 
show no conclusive evidence for the coexistence of this 
species with Np02NT A 2-. 

Table 2. Stability constants for Np02 complexation with NT A. 

Method /(M) log ~101 log ~111 Reference 

Spectrophotometry 0 6.91±O.0 This work 

0.5 5.95±0.01 

1.0 5.97±0.01 

2.0 6.00±0.01 

3.0 6.18±0.01 

Spectrophotometry 0.1 6.80±0.1O 1.77±0.37 Eberle and Wede (1970) 

Spectrophotometry 1.0 S.8S±0.01 Stober (1972) 

pH titration O.S 7.Sl±O.03 13.46±O.OS RizkaIla et aI. (1990) 
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Plutonium 

We performed preliminar~ scoping studies of NT A 
complexation with Pu4+ and Puot. 

Plutonium (IV) 

The plutonium(IV)-NTA complexation was 
determined by examining absorption spectra of Pu4+ (each 
1.5 x 10-3 M) with different NT A3- concentrations (0 - 3.1 
x 10-14) at 0.1 M ionic strength. The NTA concentration 
was gradually varied from 0 to 9.1 X 10-4 M while the pH 
was held constant at 1.1. Measurements cannot be 
performed at higher pH because the Pu4+ ion will form 
Pu(IV) colloids and Pu(IV) polymer precipitate. Pu4+ 
hydrolysis was considered in the calculation using the 
published value for the first hydrolysis constant (Pu4+ + 
H20 = PuOH3+ + H+, log Ql1 = -1.53) (Baes and Mesmer, 
1976). Nonlinear least-squares fitting of the spectra yielded 
good fits for PuNTA+ and PuHNTA2+ with log ~101 = 
12.86 ± 0.03 and log ~1l1 = 13.83 ± 0.04, respectively. No 
convergence was reached with higher protonated ligands. 
No data on Pu4+ -NTA complexation are available from the 
literature. Data on the oxidation state analogue Th4+ show 
the formation of ThNTA + and not ThHNTA2+. The 
published values for log ~101 are (1) 12.4 (I = 0.1 M KN~, 
20°C) (Courtney et al., 1958), (2) 13.15 (I = 0.1 M NaCI04, 
25°C) (Skorik et aI., 1967), and (3) 16.9 (I = 0.1 M 
NaCI04, 20°C) (Bottari and Anderegg, 1967). Our value 
agrees well with the values of Courtney et ai. and of Skorik 
et ai. In light of these results, Bottari and Anderegg's 
value, determined from potentiometric measurements, 
appears to be too high. We are currently studying the Pu4+ 
complexation with NT A as a function of ionic strength, 
varying from 0.5 to 3.0 M. 

Plutonium(VI) 

We studied Puoi+ complexation with NTA at 1.0 M 
ionic strength in the pH range from about i to 6. The 
PuO~+ and the analytical NT A concentrations were held 
constant for all experiments at 1.5 x 10-3 M and 2.5 x 10-3 

M, respectively. Depending on the pH, different results 
were obtained. 

From pH 1.92 to 2.55, the PuO~+ absorption band at 
830 nm decreased with increasing NT A concentration and 
an absorption band at 842 nm increased. The data 
treatment by SQUAD indicated that complexation by either 
NTA3- or HNTA2- may have occurred. The data fitted the 
model for PU02NTA- or Pu02HNTA complexing to give 
the stability constants log ~101 = 9.84 ± 0.02 or log ~1l1 = 
11.76 ± 0.01, respectively. S~ary and Pnisilova (1961) 
report for the analogous U02+ the formation of the 
U02NTA- complex. They derived log ~101 = 9.56 ± 0.03 
and 9.41 ± 0.04 from extraction and ion-exchange data, 
respectively. No evidence was found for the formation of 
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Figure 2. Absorptio2\ spectra of plutonium(VI)-NT A as a 
function of time; [PuQi+] = 1.5 X 10-3 M, [NT A] = 2.5 X 10-3 M, 
pH = 3.25 and 5.95, 1= 1.0 M. [XBL 923-371] 

the protonated complex. We therefore propose Pu02NTA­
as the predominant complex in our solution. 

At pH 3.25, three absorption bands wr.re present: one 
at 830.0 nm from the u:r.complexed Pu02 , a second at 
840.6 nm indicating PU02 + -NT A complexation, and a third 
at 5~.0 nm representing uncomplexed PuO;. Part of the 
PU02 + was reduced by NT A to Pu~. Figure 2 shows the 
spectra of the same solution after 15, 30, 45, 60, and 75 
minutes. Both peaks decreased with time, and the PuO; 
peak at 569 nm increased (not shown). The pH also 
increased with time, from pH 3.25 to pH 3.47 after 75 
minutes. When we changed the pH from 3.4Tt~~H 5.95, 
the band at 830 nm disappeared, the PuO 2 - NT A 
complexation peak increased significantly, and the PuO; 
peak showed no further change. We are continuing to 
study this phenomenon in order to determine the 
conditions, kinetics, and mechanisms for the reduction of 

2+ 
PU02 byNTA. 
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Environmental Co-Contaminant Chemistry: The Synthesis and 
Structure of Bis(2-2' -Bipyridyl) Copper(ll) Nitrate Hydrate 

D. L. Perry and L. A. Feliu* 

In the last several years, much added emphasis has 
been placed on understanding the detailed chemistry of 
heavy metals with organic molecules. Several such 
combinations of molecules form the basis of co­
"contaminant" toxic waste that is found at a number of 

... Universidad Metropolitana, Rio Piedras, Puerto Rico 00928. 
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Department of Energy laboratory sites. For purposes of 
codes, models, and databases involving these chemical 
mixtures, it is imperative that the chemical species present 
be rigorously identified. 

The types of heavy metals and organic compounds 
found in these co-contaminant mixtures are quite diverse. 
In the case of the heavy metals, for example, the waste 



includes radioactive ions such as americium and plutonium 
as well as more commonly found metals such as copper. 
The organic compounds are represented by both aliphatic 
alkanes such as kerosene and coordinating aromatic 
heterocyclics such as pyridine. 

The present study details the single-crystal structural 
study of one of the members of the copper(II)-2,2'­
bipyridine co-contaminant complexes that can be formed in 
aqueous reactions. Previous heavy-metal co-contaminant 
systems that have been reported in the literature include 
those of uranium-imidazole (perry, 1982), tin-di-2-pyridyl 
ketone (Perry et aI., 1985), and uranium-urea (perry and 
Brittain, 1984). 

The structure of the complex under study consists of 
molecules of composition [Cu(bipyhN03]+ packed in the 
unit cell together with their N03 counterions and one water 
of solvation per copper. There are two crystallographically 
independent copper atoms in the structure. Figure 1 shows 
a view of the entire asymmetric unit as it appears in the cell 
and shows the near-translational symmetry between the two 
molecules. It also shows a portion of the hydrogen bond 
network between the water molecules and the nitrate 
counterions. 

Figure 1. Structure of the [Cu(bipyhN03]+ coordination core of 
the complex [Cu(bipyhN03]+ N03·H20. The "bipy" organic 
molecule in the complex is 2,2' -bipyridine. [XBL 921-107] 
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The two molecules are to a good approximation 
chemically identical. Most differences in bond distances 
and angles between the two molecules are statistically 
insignificant. There are some statistically significant 
differences in the coordination geometry, but they are of the 
magnitude that can be caused by packing forces and are 
probably not chemically significant. 

In each molecule the copper atom is coordinated by 
two 2,2'-bipyridine ligands and by a nitrate acting as a 
ligand. The mode of coordination is such that one could 
describe the copper atom as being 5-1/2 coordinate. Two 
nitrogens are axially coordinated with linear N-Cu-N 
angles. One oxygen of the nitrate is clearly coordinated to 
the copper at a distance of 2.12 (2.18) A, whereas the other 
one is much more distant at 2.82 (2.72) A. The 
"equatorial" N-Cu-N angles are 125.5° and 130.1°, which 
would seem to indicate a trigonal bipyramidal coordination 
except for the fact that the adjacent equatorial N-Cu-O 
angle is about 90° in both molecules. It is clear that the 
distal oxygen is indeed involved in the coordination and 
that it occupies a coordination site without being fully 
bonded. The equatorial Cu-N bonds are longer than the 
axial Cu-N bonds, and the equatorial Cu-N bond proximal 
to the short Cu-O bond is longer than the other equatorial 
Cu-N distance, indicating that there are strong electronic 
effects on the bonding. 

Distances and angles in the 2,2' -bipyridine ligands 
and the nitrates appear normal. The hydrogen bonding 
scheme and the location of the water molecules in the cell 
are a significant part of the symmetry-breaking, which 
results in two independent complexes in the crystal 
structure. However, the hydrogen bonding is not 
particularly noteworthy other than that. 
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Ahn, J., Kim, C.-L., Chambre, P.L., Pigford, T.H., and Lee, W.W.-L., 
1991. Intermediate-field transport of contaminants: Multiple areal 
sources in fractured rock and point sources in porous rock. Waste 
Management, v. 11, p. 11-18 (LBL-30324). 

The authors show exact analytic solutions for hydrogeologic transport 
of contaminants from an array of point sources in a waste disposal site, 
and contaminants released from finite areal sources into a planar fracture. 
For dispersion from an array of sources, dispersion may be isotropic or 
anisotropic, and equilibrium sorption and radioactive decay are 
considered. For contaminant released into a fracture, the solution includes 
the effects of advection in the fracture, transverse disp~rsion and surface 
sorption, as well as diffusion into and sorption in the rock matrix. We 
illustrate the solutions through numerical and graphical displays of the 
spatial and temporal distribution of the contaminant. The numerical 
illustrations show that at a certain distance away from the sources, 
indicated by a distance parameter, equivalent single-source solutions give 
acceptable approximations. 

AuDZo, Z., Laky, C., Steingrimsson, B., Bodvarsson, G.S., Lippmann, 
M..J., Truesdell, A.H., Escobar, C., Quintanilla, A., and Cuellar, G., 
1991. Pre-exploitation state of the Ahuachapan geothermal field, EI 
Salvador. Geothermics, v. 20, no. 1/2, p. 1-22 (LBL-27704). 

The lithology and structural features of the Ahuachapan geothermal 
area and their impact on the movement of cold and hot fluids within the 
system are described, as well as the development and evaluation of the 
natural state model of the field. Four major lithologic units are present in 
Ahuachapan and three major aquifers have been identified; flow patterns 
and zones of fluid mixing were located on the basis of temperature and 
geochemical data from wells and surface manifestations. Geologic 
structures control the heat and fluid recharge and the flow within the 
reservoir. Modeling studies suggest, in agreement with field data, an 
overall average transmissivity of 25-35 darcy-meters, and indicate that the 
system is recharged by waters with temperatures greater than 250°C. The 
total thermal throughflow for the Ahuachapan reservoir in the unexploited 
state is estimated to be about 250 MWt. 

Benson, S.M., White, A.F., Halfman, S., Flexser, S.; and Alavi, M., 
1991. Groundwater contamination at the Kesterson Reservoir, 
California. 1. Hydrogeologic setting and conservative solute 
transport. Water Resour. Res., v. 27, no. 6, p. 1071-1084 (LBL-
29901). 

Shallow groundwater under Kesterson Reservoir, Merced County, 
Califomia, was contaminated over a period of 6 years while the reservoir 
was used for disposal of brackish subsurface agricultural drainage water 
from farmlands in the San Joaquin Valley. Drainage water contained an 
average of 10,000 mg/L total dissolved solids (I'DS), high concentrations 
of selenium (300 I1g/L), nitrate (37 mg/L as nitrogen), boron (15 mg/L), 
and lesser amounts of mercury, chromium, and molybdenum. Infiltration 
and lateral migration of this water created a 20-m-deep flume of high­
TDS, boron-rich water covering an area of about 5 km. Transport of 
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selenium and nitrate was inhibited by biogeochemical reactions in the 
pond bottom sediments, so that migration of these two constituents into 
the aquifer was limited. This paper focuses on physical parameters 
affecting seepage and lateral migration of nonreactive solutes and on 
hydrogeological factors associated with selenium breakthrough into the 
shallow aquifer. An accompanying paper describes biogeochemical 
processes that limit nitrate and selenium migration (White et aI., this 
issue). The regional hydrogeologic system at Kesterson Reservoir is 
dominated by the presence of four lithostratigraphic units. These are, in 
order of increasing depth, a fine-grained surficallayer extending to depths 
of as much as 8 m, a semiconfined sandy aquifer extending to 60 m, a 
widespread lacustrine clay confining layer, and a confined sandy aquifer. 
Within each of these units, order of magnitude variations in the hydrologic 
properties of the sediments occur ubiquitously over lateral distances of 
tens of meters and vertical distances of a fraction of a meter. Seepage 
rates from the ponds into the underlying aquifer are dominated by local 
hydrogeologic properties and thickness of the fine-grained surface layer. 
Selenium migrated into the aquifer in an area where the fine-grained 
surface layer was thin or absent. Once in the aquifer, local rates of 
migration are controlled by the small-scale structure and hydrogeologic 
properties of the sediments. The aquifer is composed of a heterogeneous 
mixture of sands, silts, and clays. Individual sand beds, which average 
about 0.3 m thick, do not appear to extend over lateral distances of more 
than 30 m. The large range of velocities combined with a limited lateral 
extent of individual layers are expected to create a broadly dispersed 
plume of solutes migrating downgradient from Kesterson. A noninvasive 
electromagnetic survey of electrical conductivity distributions in the 
shallow aqnifer appears to confirm this conceptual model for transport in 
the shallow aquifer. 

Bidaux, P., and Tsang, C.F., 1991. Fluid flow patterns around a well 
bore or an underground drift with complex skin effects. Water 
Resour. Res., v. 27, no. 11, p. 2993-3008 (LBL-28072). 

A semianalytic solution is given for steady state flow around a well 
bore or a drift with a complex skin. The hydraulic conductivity of the skin 
may vary continuously as a function of the radial distance from the well 
(or drift) and may also be radially anisotropic. Such configurations can be 
found around damaged or acidized well bores or around a drift near which 
the stress redistribution induces changes in hydraulic conductivity. Purely 
radial flow, regional flow around an open or cemented hole without 
pumping or injection, and combined regional and radial flow are 
considered. Variations of hydraulic potential and Darcy velocity in 
various radial directions are studied for several cases and are found to be 
strongly affected by a complex skin. It is shown that the convergence of 
the streamlines toward the borehole, which is used in applications 
involving the point dilution method of measuring regional flow velocity, is 
significantly enhanced by a complex negative skin. Negative skin values 
may also reduce the size of the capture zone of a withdrawal well. Head 
distribution and tracer transport in combined radial and regional flow 
around a drift have also been modeled. It is demonstrated that tracer 
breakthrough curves from an experiment of tracer transport from an 
injection zone in the rock to the drift can be significantly affected by the 
fluid flow pattern around the drift, so the commonly used radial pattern 
may lead to erroneous results for tracer dispersivity. 



Bodvarsson, G.S., Bjornsson, S., Gunnarsson, A., Gunnlaugsson, E., 
Sigurdsson, 0., Stefansson, V., and Steingrimsson, B., 1991. The 
Nesjavellir geothermal field, Iceland. 2. Evaluation of the generating 
capacity of the system. Geoth. Sci. & Technol., v. 2, no. 4, p. 229-261 
(LBL-28761). 

I 

Numerical and analytical studies of the behavior of the Nesjavellir 
reservoir under exploitation are conducted. These studies indicate that the 
reservoir is capable of providing hot fluids for a 300 MWt power plant. It 
is estimated that this development will require a total of 23 wells for a 30-
year production period. The average enthalpy of the produced fluids will 
vary from 1400 to 2000 kJ/kg, with higher enthalpies at first due to the 
expanding two-phase zone and then decreasing enthalpies with time as 
cooler recharge fluids enter the wellfield. The proper well density at 
Nesjavellir is estimated to be 6-8 wells per km2• Reinjection of the 
produced fluids will help reduce the pressure drawdown and decrease the 
number of make-up wells needed. However, reservoir cooling from 
returns of reinjected fluids and from natural recharge is a potential 
reservoir problem, especially since fluid recharge to the wellfield may 
occur through several major faults and fractures. 

Borg, S.G., and DePaolo, D.J., 1991. A tectonic model of the Antarctic 
Gondwana margin with implications for southeastern Australia: 
Isotopic and geochemical evidence. Tectonophysics, v. 196, p. 339-358 
(LBL-29236). 

Geochemical studies of Paleozoic granites in northern Victoria Land 
(NVL) and the central Transantarctic Mountains (CTM) are integrated 
with structural and lithologic studies into a model for the tectonic 
development of the Antarctic-southeast Australian Gondwana margin in 
the late Precambrian-middle Paleozoic time. Isotropic data (Nd, Sr. 0) are 
used to define crustal basement age boundaries and subduction polarity 
and thus help identify suspect terranes. In the CTM, three basement age­
blocks are recognized: The outboard two provinces are inferred to be 
allochthonous, with accretion to the Gondwana margin occurring between 
"" 750 and"" 500 Ma. This tectonic scenario is inferred to apply also to 
NVL and southeastern Australia (SEA). In the ClM and NVL, chemical 
and isotopic polarity of ca. 500 Ma granitoids indicate a craton ward­
dipping subduction zone. In NVL, terranes outboard of the belt of ca. 
500 Ma granites contain Devonian (ca. 400 Ma) I-type granites with 
chemical and isotopic polarity opposed to that of the ca. 500 Ma granites. 
In the furthest outboard position, S -type granites emplaced at ca. 600 and 
525 Ma occur with ca. 400 Ma granites and indicate the presence of early 
Proterozoic basement. This NVL terrane collage is allochthonous; it was 
assembled, intruded by Devonian granites, and then tectonically accreted 
to the Gondwana margin between latest Devonian and Permian time. 
Terrane correlations with SEA imply that much of the latter was accreted 
to the Gondwana margin after Devonian time. Other fragments of this 
allochthonous continental collage are probably in Marie Byrd Lane (West 
Antarctica) and New Zealand (including the Campbell Plateau). 

DePaolo, D.J., and Finger, K.L., 1991. High-resolution strontium­
isotope stratigraphy and biostratigraphy of the Miocene Monterey 
Formation, central California. Geol. Soc. Am. Bull. v. 103, p. 112-124 
(LBL-2924S). 

Detailed biostratigraphic and Sr-isotope studies on two outcrop 
sections of the Miocene Monterey Formation of California demonstrate 
the applicability of the Sr-isotope method for detailed chronostratigraphic 
correlation. Multidisciplinary biostratigrar-hic :;.es generally agree with 
Sr isotopic ages determined by correlating 7Sr/ Sr ratios with a standard 
87Srf!6Sr versus age curve constructed of data from Deep Sea Drilling 
Project Sites 575 and 590. Diagenetic modification of Sr isotopic ratios of 
the Monterey Formation was negligible. Strontium isotopes provide age 
resolutions of 0.1 to 0.2 Ma in the lower Miocene. Small faults and slump 
structures are identified as reversals within a general trend of increasing 
87Sr/,6Sr. Biostratigraphy yields the more definitive age assignments in 
the younger siliceous rocks where diatoms in particular have more utility 
than the corresponding flat and poly tonal portion of the isotopic curve. 
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Strontium isotopic correlation of the basal Monterey Formation with Deep 
Sea Drilling Project Site 575 indicates that Monterey deposition 
commenced at 17.85 ± 0.10 Ma (within planktic foraminiferal zone N6 
and calcareous nanno-fossil zone CN2), concomitant with an increase in 
slope of the sea water 87Srf!6Sr versus age curve. This event dates 
0.35 ± 0.10 m.y. before the be~inning ofthe pronounced shift of al3c, and 
1.4 m.y. before the shift of a1 0, observed at Site 575. It is evident that 
Sr-isotope stratigraphy is a valuable supplement to biostratigraphy; the 
techniques are complementary in refining chronostratigraphic 
interpretations. 

DePaolo, D.J., Linn, A.M., and Schubert, G., 1991. The continental 
crustal age distribution: Methods of determining mantle separation 
ages from Sm-Nd Isotopic data and application to the southwestern 
United States. J. Geophys. Res., v. 96, no. B2, p. 2071-2088 (LBL-
29560). 

Samarium-neodymium isotope systematics provide a means of 
determining the age of the continental crust, where "age" refers to the 
amount of time the crustal rock material has been isolated from the 
convecting mantle. This age is referred to as the Sm-Nd model age or the 
mantle separation age. Systematic analysis of rocks from the continents 
can be used to determine the age distribution by mass in the continents; 
this is a unique record of the thermal and chemical evolution of Eart,h over 
almost 4 b. y. The establishment of mantle separation ages for crustal rock 
reservoirs requires precise geochronological information typically 
provided by U-Pb isotopic measurements of zircon, plus models for (1) Nd 
isotopic evolution in the mantle source of continental crust, (2) Nd 
isotopic evolution of crustal reservoirs 'subsequent ·to formation, (3) 
petrogenesis of certain types of granitic rocks in the crust, (4) the 
mechanisms of formation of hybrid crust (mixtures of material newly 
differentiated from the mantle with material derived from older crust), and 
(5) the evolution of the lower parts of the continental crust during 
continental margin magmatism and intracontinental extension. Methods 
are presented for treating isotopic data on continental rock materials to 
obtain meaningful mantle separation ages. The greatest uncertainties 
come from a lack of adequate information on lower crustal processes and 
composition. The methods are applied to the Precambrian and Mesozoic 
rocks of the southwestern United States to produce a mass-age distribution 
for the region, which represents 1 % of the global continental mass. The 
results suggest episodic crustal growth, with short growth periods at circa 
2.8, 1.8, and 0.1 Ga. About 90% of the crust was formed by 1.8 Ga, the 
remaining 10% was added in the Phanerozoic. The mean age of this 
section of continent is determined to be 1.84 Ga. Almost all of the 
Phanerozoic additions occur in areas where there was no preexisting 
continental basement; Mesozoic magmatic additions account for only 
about 2% of the crustal mass in the area underlain by Precambrian 
basement. In the region of post-Precambrian continental growth, the 
regions farthest from the Precambrian continental edge are composed of 
mostly (>85%) of material newly differentiated from the mantle. Adjacent 
to the Precambrian continental edge the new crust is typically composed 
about 50% of material newly differentiated from the mantle and 50% of 
old crustal material. There is no correlation between crustal thickness and 
the crust formation age in the area studied; the age-area and age-mass 
curves are nearly identical. 

Dorgarten, H.-W., and Tsang, C.F., 1991. Modeling the denslty­
driven movement of liquid wastes in deep sloping aquifers. Ground 
Water, v. 29, no. 5, p. 655--662 (LBL-30209). 

One method for the disposal of hazardous liquid wastes is by injection 
into deep aquifers. Although these aquifers may be separated from 
underground sources of drinking water by thick formations of low 
permeability, their mobility due to different migration mechanisms has to 
be studied carefully, since the injected wastes remain toxic over periods of 
thousands of years. One possible mechanism for waste movement is 
density-driven flow and transport, due to density differences between the 
waste and the surrounding water in the injection zone. In the present 
paper the importance of this phenomenon is studied mathematically by 



means of analytical and numerical calculations for typical deep injection 
conditions. The analytical estimates reveal that density-driven movement 
of liquid wastes in sloping aquifers can be much stronger than plume 
migration due to natural hydraulic gradients. This finding is emphasized 
by the results of a two-dimensional vertical fmite element model, which is 
applied for detailed numerical simulations. Results show that during the 
initial stage, waste can be expected to spread into all directions due to 
density-induced stratification effects. Later on, it mainly moves laterally 
along the slope of either aquifer top or aquifer bottom, depending on the 
waste density. If regional ground-water flow is directed the same way, 
transport is accelerated. If regional ground-water flow is in the opposite 
direction, on the other hand, transport to both sides must be expected to 
occur. Thus, the aquifer slope and regional hydraulic gradient may be 
equally significant factors in estimating potential migration of disposed 
liquid wastes. 

Fisher, A.T., and Narasimhan, T.N., 1991. Numerical simulations of 
hydrothermal circulation resulting from basalt intrusions in a buried 
spreading center. Earth & Plan. Sci. Lett., v. 103, p. 100-115 (LBL-
29940. 

A two-dimensional, one by two-kilometer section through the seafloor 
was simulated with a numerical model to investigate coupled fluid and 
heat flow resulting from basalt intrusions in a buried spreading center. 
Boundary and initial conditions and physical properties of both sediments 
and basalt were constrained by field surveys and drilling in the Guaymas 
Basin, central Gulf of California. Parametric variations in these studies 
included sediment and basalt permeability, anisotropy in sediment 
permeability, and the size of heat sources. Faults were introduced through 
new intrusions both before and after cooling. 

Background heat input caused fluid convection at velocities ~ 3 em a-I 
through shallow sediments. Eighty to ninety percent of the heat 
introduced at the base of the simulations exited through the upper, 
horizontal surface, even when the vertical boundaries were made 
permeable to fluid flow. The simulated injection of a 25-50 m thick basalt 
intrusion at a depth of 250 m resulted in about 10 yr of pore-fluid 
expulsion through the sea-floor in aU cases, leaving the sediments above 
the intrusions strongly underpressured. A longer period of fluid recharge 
followed, sometimes accompanied by reductions in total seafloor heat 
output of 10% in comparison to pre-intrusion values. Additional 
discharge-recharge events were dispersed chaotically through the duration 
of the cooling period. These cycles in heat and fluid flow resulted from 
the response of the simulated system to a thermodynamic shock, the 
sudden emplacement of a large heat source, and not from mechanical 
displacement of sediments and pore fluids, which was not simulated. 

Water/rock mass ratios calculated from numerical simulations are in 
good agreement with geochemical estimates from materials recovered 
from the Gua~as Basin, assuming a bulk basalt permeability value of at 
least 10-17 m (10-2 mD). The addition of faults through intrusions and 
sediments in these simulations did not facilitate continuous, rapid venting. 
Increased heat input at the base of the faults resulted in temporarily greater 
fluid discharge, but the flow could not be sustained because the modeled 
system could not recharge cold fluid quickly enough to remove sufficient 
heat through the vents. 

Flexser, S., 1991. Hydrothermal alteration and past and present 
thermal regimes in the western moat of Long Valley caldera. J. 
Volcanol. & Geotherm. Res., v. 48, p. 303-318 (LBL-31730). 

Hydrothermal alteration in caldera-fill Early Rhyolite and Moat 
Rhyolite was investigated in six western moat drill cores in Long Valley 
caldera, with an emphasis on clay mineralogy. In two of the cores 
examined, a complete sequence was observed in argillic alteration of 
tuffaceous rocks, progressing from smectite (often with kaolinite) to 
mixed-layer illite-smectite (lIS) to illite with increasing depth. Portions of 
this sequence were observed in the other four drill cores. Lower-
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permeability myolitic lavas typically showed much sparser clay alteration 
than tuffs. In cores where alteration progressed through smectite to liS or 
illite, the distribution of the clay minerals, and of compositional and 
structural variation in the liS phases, allowed estimation of pre-existing 
alteration temperatures and thermal gradients. 

JJS (and illite) occurred at the shallowest depths and highest elevations 
in the Shady Rest (SR) core, and comparable alteration occurred at 
progressively deeper levels in PLV-l and INYO-4. Presently observed 
temperatures are well below pre-existing temperatures at comparable 
depths in these three holes, with the exception of the deeper portion of SR. 
Paleotemperatures in the zone of I/S alteration of the SR hold (-200-
250 m depth) were ~ 65°C higher than at present, with a thermal gradient 
at least twice the steep gradient existing there now. In PLV-l, 
temperatures near the base of the hole have declined even further than in 
SR, despite the steep gradient currently observed. In INYO-4, 
hydrothermal circulation, somewhat cooler than that in SR and PLV-l, 
occurred at one time in the deeper portion of the hole, and the steep 
thermal gradient currently observed at shallower levels in INYO-4 may be 
the truncated remnant of a gradient that once continued to greater depth. 
In MLGRAP-l, hydrothermal circulation occurred previously near the 
base of the hole, but at temperatures probably not far above present ones. 
No evidence of high-temperature alteration was observed in cores from 
MLGRAP-2 or PL V -2. 

Goff, F., Wollenberg, H.A., Brookins, D.G., and Kistler, R.W., 1991. 
A Sr-isotope comparison between thermal waters, rocks, and 
hydrothermal calcites, Long Valley caldera, California. J. Volcanol. 
& Geotherm. Res., v. 48, no. 4, p. 265-281 (LA-UR 90-666). 

The 87Sr/86Sr values of thermal waters and hydrothermal calcites of 
the Long Valley caldera geothermal system are more radiogenic than those 
of young intracaldera volcanic rocks. Five thermal waters display 
87Srt86Sr of 0.708...{).7078 but show systematically lighter values from 
west to east in the direction of lateral flow. We believe the decrease in 
ratio from west to east signifies increased interaction of deeply circulating 
thermal water with relatively fresh volcanic rocks filling the caldera 
depression. All types of pre-, syn-, and post-caldera volcanic rocks in the 
west and central caldera have (87Sr/86Sr)m between about 0.7060 and 
0.7072 and values for Sierra Nevada granodiorites adjacent to the caldera 
are similar. Sierran pre-intrusive metavolcanic and metasedimentary rocks 
can have considerably higher Sr-isotope ratios (0.7061-0.7246 and 
0.709Q...{).7250, respective~). Hydrothermally altered volcanic rocks 
inside the caldera have (8 Srt86Sr)m slightly heavier than their fresh 
volcanic equivalents and hydrothermal calcites (0.7068...{).7105) occupy a 
rnid-range of values between the volcanic/plutonic rocks and the Sierran 
metamorphic rocks. These data indicate that the Long Valley geothermal 
reservoir is first equilibrated in a basement complex that contains at least 
some metasedimentary rocks. Reequilibration of Sr-isotope ratios to 
lower values occurs in thermal waters as convecting geothermal fluids 
flow through the isotopically lighter volcanic rocks of the caldera fill. 

Kumar, S., Zimmerman, R.W., and Bodvarsson, G.S., 1991. 
Permeability of a fracture with cylindrical asperities. Fluid Dynamics 
Res., v. 7, p. 131-137 (LBL-27626). 

The permeability of a rock fracture that is modeled as two smooth, 
parallel faces propped open by randomly located, uniformly sized 
cylindrical asperities, is investigated. The viscous resistance due to the 
asperities is accounted for by an in-plane permeability coefficient, and a 
Brinkman -type equation is used to find the velocity distribution across the 
thickness of the fracture. The resulting simple closed-form expression for 
the permeability of the fracture reduces to the known result for flow 
between parallel plates as the concentration of asperities approaches zero, 
and reduces to the known result for long, parallel cylinders as the distance 
between the plates goes to infinity. The results also compare very well 
with experimental results from the literature, obtained from a mechanical 
model with the same parallel-plate and cylindrical-post geometry. 



Linn, A.M., DePaolo, DJ., and Ingersoll, R.V., 1991. Nd-Sr isotopic 
provenance analysis of Upper Cretaceous Great Valley fore-arc 
sandstones. Geology, v.19, p. 80~06 (LBL-30848). 

The provenance of fore-arc sandstones of the Upper Cretaceous Great 
Valley Group was investigated by using measurements of Sm-Nd and Rb­
Sr isotope ratios and major and trace element concentrations. The 
objective was to elucidate the erosional history of the adjacent Sierra 
Nevada arc and its relation to magmatism and fore-arc sedimentation. 
Relatively detailed provenance information is obtainable because the 
currently exposed plutonic rocks of the arc (and, by inference, the 
Cretaceous volcanic rocks) have large geographic gradients in isotopic 
composition, mainly from west to east across the arc. The relation of ENd 
to ESr and to major trace elements in Great Valley sandstones is the same 
as in the plutonic rocks of the Sierra Nevada; this observation confirms 
that the arc was the primary source of sediment and that the chemistry of 
the detritus was not significantly disturbed by sedimentary processes. 
With decreasing ENd, there is an increase in K20, Rb, Pb, Ba, La, and U, 
and MgO, Ni, and Cr decrease. The ENd of standstones decreases with 
decreasing depositional age from ~.7 to -5.0 in 97 to 73 Ma strata. The 
ENd and age of the sandstones closely match those of the plutonic rocks of 
the Sierra Nevada. This observation indicates that the location of the 
mean sandstone source and the active volcanic front were nearly 
coincident in time and space; thus, the isotopic compositions of the 
sandstones directly record the temporal and geographic variations in arc 
magmatism. The volcanic "roof' of the Sierra Nevada arc was evidently 
chemically and isotopically equivalent to its plutonic roots. Prearc 
metasedimentary rocks did not significantly contribute to the isotopic or 
geochemical composition of the fore-arc sandstones. 

Lippmann, MJ., Truesdell, A.H., Halfman-Dooley, S.E., and Manon 
M., A., 1991. A review of the hydrogeologic-geochemical model for 
Cerro Prieto. Geothermics, v. 20, no. V2, p. 39-52 (LBL-30182). 

With continued exploitation of the Cerro Prieto, Mexico, geothermal 
field, there is increasing evidence that the hydrogeologic model developed 
by Halfman and co-workers presents the basic features controlling the 
movement of geothermal fluids in the system. In mid-1987 the total 
installed capacity at Cerro Prieto reached 620 MW e' requiring a large rate 
of fluid production (more than 10,500 tonnes/hr of a brine-steam mixture; 
August 1988). This significant mass extraction has led to changes in 
reservoir thermodynamic conditions and in the chemistry of the produced 
fluids. Pressure drawdown has caused an increase in cold water recharge 
in the southem and western edges of the field, and lOCal and general 
reservoir boiling in parts of the geothermal system. 

Mter reviewing the hydrogeologic and geochemical models of Cerro 
Prieto, the exploitation-induced cold water recharge and reservoir boiling 
(and plugging) observed in different areas of the field, are discussed and 
interpreted on the basis of these models and schematic flow models that 
describe the hydrogeology. 

Long, J.C.s., Karasakl, K., Davey, A., Peterson, J., Landsfeld, M., 
Kemeny, J., and Martel, S., 1991. An inverse approach to the 
construction of fracture hydrology models conditioned by geophysical 
data-An example from the validation exercises at the Stripa mine. 
Int. J. Rock Mech. & Min. Sci., v. 28, no. 2/3, p. UI-142 (LBL-29381). 

One approach for the construction of fracture flow models is to collect 
statistical data about the geometry and hydraulic apertures of the fractures 
and use this data to construct statistically identical realizations of the 
fracture network for fluid flow analysis. We have found that this approach 
has two major problems. One is that an extremely small percentage of 
visible fractures may be hydrologically active. The other is that on any 
scale you are interested in characterizing usually a small number of large 
features dominate the behaviour ([1] Transport Processes in Porous Media. 
Kluwer Academic, The Netherlands, 1989). To overcome these problems 
we are proposing an approach in which the model is strongly conditioned 
by geology and geophysics. Tomography is used to identify the large 
features. The hydraulic behaviour of these features is then obtained using 
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an inverse techni4ue called "simulated annealing." The first application of 
this approach has been at the Stripa mine in Sweden as part of the Stripa 
Project. Within this effort, we built a model to predict the inflow to the 
Simulated Drift Experiment (SDE), i.e. inflow to six parallel, closely­
spaced holes (twocholes), using a preliminary set of data collected in five 
other holes, the N- and W-holes. We predict a mean total flow of approx. 
3.1 (lImin) into the six holes (two-holes) with a coefficient of variation 
near unity and a p.rediction error of about 4.6 Ilmin. The actual measured 
inflow is close to 2 l/min. 

Mangold, D.C., and Tsang, C.F., 1991. A summary of subsurface 
hydrological and hydrochemical models. Rev. Geophys., v. 29, no. 1, 
p. 51-79 (LBL-30483). 

Numerical simulation in space and time is an established method in 
fluid flow and solute transport studies. Similarly, the modeling of 
equilibrium chemistry of aqueous systems has been well developed. 
Coupling hydrologic transport models and aqueous chemical models is 
being actively pursued by a number of research groups. To provide a 
review for researchers as well as field practitioners who may need to select 
and use models of varying degrees of complexity, summaries of 56 major 
numerical codes are made in comparative tables with selected references 
for three broad classes of codes: hydrologic transport models, 
geochemical models, and hydrochemical models that combine the 
chemical and transport models. Criteria for code selection and 
explanations as to how their characteristics were compiled are described. 
The governing equations for hydrologic flow, solute transport, and 
chemical relations are briefly described and discussed in light of the 
assumptions made by the different codes that employ them. Limitations of 
current modeling conceptualization and practice and areas of present 
active research effort are noted. Some comments are also given on model 
validation, a topic of current concern for modeling. Experience in model 
applications for each code and available information regarding its 
verification and validation are given in the appendix. 

Martel, S.J., and Peterson, J.E., Jr., 1991. Interdisciplinary 
characterization of fracture systems at the US/BK site, Grlmsel 
Laboratory, Switzerland. Int. J. Rock Mech. Min. Sci. & Geomech. 
Abstr., v. 28, no. 4, p. 295-323 (LBL-29775). 

We have implemented a characterization methodology for fractured 
rock sites that combines geophysical and geologic information to aid 
hydrologic modeling. This approach concentrates on fracture zones, 
which commonly dominate the hydrologic behaviour of large rock masses. 
This approach cohtrasts with approaches that focus on individual fractures 
and are largely statistically-based. The general philosophy is to identify 
and locate the major fractures zones, and then establish the essential and 
recurring patterns in which fractures are organized with the zones. We 
make a concerted effort to use this information on fracture systematics to 
link site-specific geologic and geophysical information. The procedure 
generally is applied to a specific site in a four-step sequence. First, 
information on the region encompassing the site is assembled and a model 
of the geologic structure in the vicinity of the target site is prepared. The 
major structures that might intersect the site are identified in this stage. 
Second, detailed geologic mapping is conducted to define the structural 
systematics of the major fracture zones near the site and to gain insight 
into how fluid might flow along the zones. Third, a preliminary model of 
the major structures at the site is prepared using the regional information 
together with geologic mapping and borehole surveys along the target site 
perimeter. Finally, the model is refined based on geophysical techniques 
[such as vertical seismic profiling (VSP) and geophysical tomography] 
that can image a rock mass at distances of at least several tens of metres 
from a borehole. Results to date from the US/BK site at the Grirnsel Rock 
Laboratory in Switzerland indicate that this approach can contribute 
significantly to the hydrologic evaluation of a fractured rock mass. 

Martel, S.J., and Zimmerman, R. W., 1991. Comment on "Application 
of linear elastic fracture mechanics to the quantitative evaluation of 
fluid-inclusion decrepitation" by A. LacazeUe. Geology, June 1991, p. 
663-4i64(LBL-29745}. 



Michelini, A., and McEvilly, T.V., 1991. Seismological studies at 
Parkfield. I. Simultaneous Inversion for velocity structure and 
hypocenters using cubic B·spllnes parameterization. Bull. Selsmol. 
Soc. Am., v. 81, no. 2, p. 524-552 (LBL-28770). 

A model for the 3D P- and S-wave velocity structure at Parkfield has 
been developed by the systematic inversion of arrival times for 
microearthquakes and surface Vibroseis sources. recorded by nearby 
CALNET stations and by the local borehole-installed IO-station High­
Resolution Seismic Network there. A modification of the linear B-splines 
model parameterization method of Thurber (1983) to a cubic B-splines 
formulation. through tests inverting synthetic data sets for the Parkfield 
configuration. is found to produce smooth velocity distributions that still 
retain some small-scale features. Application of the method to 953 P­
wave and 288 S -wave arrivals from 111 microearthquakes and 8 Vibroseis 
locations throughout the study area yields a velocity structure having 
variable resolution. A low-velocity zone appears to coincide with the 
creeping segment of the San Andreas fault zone northwest of the 1966 
Parkfield earthquake epicenter. An increase of about 15 percent in seismic 
velocities is seen from the northeast to southwest across this segment of 
the fault zone. The higher velocities to the southwest apparently 
correspond to the granitic basement. The contrast across the fault is 
subdued to the southeast along the 1966 rupture zone. A high vptVs ratio 
of 1.9 is seen in a 2-km-wide volume near the location of the 1966 main 
shock hypocenter. presumably the nucleation zone for the expected M = 6 
Parkfield earthquake. 

Moreno, L., and Tsang, C.F., 1991. Multiple-peak response to tracer 
injection tests in single fractures: A numerical study. Water Resour. 
Res., v. 27, no. 8, p. 2143-2150 (LBL-30360). 

Under certain conditions. when pulse tracer lDJection tests are 
performed in a single fracture with a regional flow field. the breakthrough 
curves may display multiple peaks. Furthermore. the shape of these 
curves may change when the injection flow rate is varied. In this paper 
the conditions under which the breakthrough curve may present multiple 
peaks are analyzed numerically using stochastically generated fractures. 
The dispersivities of these peaks are also calculated. It is found that the 
dispersivity is small for each of the peaks and that the dispersivities of the 
different peaks in a breakthrough curve are quite similar. The results 
presented in this paper may be equally applied to tracer tests in a two­
dimensional strongly heterogeneous medium. 

Moreno, L., Tsang, Y.W., and Tsang, C.F., 1991. Reply to Comments 
by D.J. Goode and A. Shapiro on "Flow and tracer transport In a 
single fracture: A stochastic model and Its relation to some field 
observations" by Moreno et al. Water Resour. Res., v. 27, no. 1, p. 
133-134 (LBL-29858). 

Nitsche, H., 1991. Solubility stUdies of transuranlum elements for 
nuclear waste disposal: Principles and overview. Radlochimlca Acta, 
v. 52/53, p. 3-8 (LBL-27173). 

Data on radionuclide solubility can be important for the performance 
assessment of potential nuclear waste storage sites. Radionuclide 
solubility studies in ground waters from a repository region will provide 
limits on radionuclide concentrations in these waters. Meaningful 
thermodynamically defined solubility studies must satisfy four criteria: 
(1) solution equilibrium conditions. (2) effective and complete phase 
separation. (3) a well-defined solid phase. and (4) knowledge of the 
speciation/oxidation state of the soluble species at equilibrium. The four 
criteria are discussed and illustrated with examples. Results are presented 
for laboratory solubility studies of Pu4+. Npoi. and Am3 + in a 
groundwater from the Yucca Mountain region. Nevada. U.S.A. 
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O'Connell, D.R.H., and Johnson, L.R., 1991. Progressive Inversion 
for hypocenters and P wave and S wave velocity structure: 
Application to the Geysers, California, geothermal field. J. Geophys. 
Res., v. 96, no. B4, p. 6223-6236 (LBL-24663). 

Seismicity at The Geysers is induced by some aspects of steam 
production. Accurate earthquake locations. particularly hypocentral depth. 
are needed to determine the relationship between geothermal energy 
production and seismiciry. Progressive P and S wave velocity-hypocenter 
inversions were done using data from 39 microearthquakes at The Geysers 
to estimate microearthquake locations and determine if the geothermal 
field has a distinctive seismic signature. Comparable final V P' V s. and 
V P'Vs velocity models were obtained from four different starting velocity 
models. The elevation interval of maximum steam production coincides 
with minimum observed V p'Vs. and V P'Vs increases below the primary 
production zone, suggesting that reservoir rock becomes more fluid 
saturated with increasing depth. A V P'Vs peak at the condensation zone­
production zone elevation delineates the top oLthe stream reservoir. 
Earthquake locations are confined to two depth intervals. A zone of 
shallow seismicity occurs immediately below the condensation zone and 
above maximum depths of steam production. A more arealy restricted 
zone of seismicity is located below maximum production depths and is 
abruptly terminated at an elevation of -3.7 km. 

PersotT, P., Radke, C.J., Pruess, K., Benson, S.M., and Witherspoon, 
P.A., 1991. A laboratory Investigation of foam flow in sandstone at 
elevated pressure. SPE Res. Eng., v. 6, no. 3, p. 365~72 (LBL-30390). 

This paper describes a study made of the flow of foam through 
sandstone at elevated backpressures. Gamma ray .. Uenuation was used to 
measure local liquid saturations. Steady-state pressure gradients for foam 
were found to be essentially independent of gas velocity but nearly 
proportional to liquid velocity. This flow behavior of foam is explained in 
terms of changes in bubble texture. 

Peterson, J.E., Jr., and A. Davey, 1991. Crossvalidation method for 
crosswell seismic tomography. Geophysics, v. 56, no. 3, p. 385-389 
(LBL-29537). c 

Crosswell seismic tomography is used to determine the variation of 
elastic wave velocity or attenuation between two boreholes and. if 
possible. boreholes and the surface from which they are drilled. In a 
transmission tomographic survey, traveltimes or amplitudes are measured 
for many raypaths between the boreholes and the surface. The data are 
inverted for velocity and attenuation. respectively. In this paper we only 
discuss traveltimes. but the methods are equally applicable to amplitude 
inversions. 

Tomographic methods usually involve some sort of iterative algorithm 
to invert the traveltimes (Dines and Lytle, 1979; Peterson et aI., 1985). A 
problem with these iterative techniques is a tradeoff between resolution 
and stability of the solution. At some point, as one attempts to resolve 
smaller features. the inversion becomes unstable and velocity artifacts 
appear, usually seen as fluctuations of values between adjacent points or 
pixels and the smearing of anomalous zones. The optimal image can be 
found by adjusting the grid size and the number of iterations. The 
problem is to determine that iteration which gives the optimum image in 
terms of resolution and stability for a given grid. Too few iterations 
produce an image which lacks detail and thus does not yield the maximum 
possible resolution. After too many iterations the inversion process begins 
to overfit the data. producing an image with an abundance of artifacts. 

It is common practice either to stop the procedure when the traveltimes 
calculated from the image match the measured values to within the 
measurement error or stop it when no obvious improvements in the image 
occur. However. both these practices can lead to severe overfitting or 



underlitting of the data. These criteria are dependent upon the damping 
value used, the method of determining the measurement error, and the 
calcul~tion of the model residual. Herman et al. (1973) suggest using a 
fraction of the difference between successive variances to stop the 
inversion procedure. The procedure is stopped when 

I yq+l_ yq I <_I_yq 
100 

where V is the variance and q is the iteration number. However, this 
measure is also difficult to use, because the rate of change in variance is 
dependent upon the damping parameter, which is a parameter used to alter 
the rate of convergence. 

In this paper we discuss using a new criterion, based on the estimated 
prediction error. 

Pruess, K., 1991. Grid orientation and capillary pressure effects In 
the simulation of water Injection Into depleted vapor zones. 
Geothermics, v. 20, no. 5/6, p. 257-277 (LBL·30562). 

The spatial orientation of fmite difference computational grids can 
strongly influence numerical simulations of water injection into vapor 
zones. Robust numerical behavior is seen in two-dimensional areal 
models, while extreme sensitivity to grid orientation is found in vertical 
sections. Mathematical analysis of finite difference approximations 
provides insight into the nature and strength of grid effects and leads to the 
concept of "effective grid capillary pressure." The paper concludes with 
recommendations for how to avoid numerical pitfalls and achieve realistic 
results in the simulation of water injection into depleted vapor zones. 

Reiner, E.S., and Radke, C.J., 1991. Electrostatic Interactions in 
colloidal suspensions: Tests of pairwise additivity. AIChE J., v. 37, 
no. 6, p. 80~24 (LBL.30821). 

The electrical double-layer free energy is computed numerically for a 
model colloidal suspension of charged, hexagonally-packed monodisperse 
cylinders in a symmetric electrolyte solution using the Poisson-Boltzmann 
equations. Comparison is made to the energies estimated from sums of 
pair interactions and from two versions of a radially-symmetric cell 
model: one in which the outer boundary of the cylindrical cell is chosen to 
make the particle volume fraction ct» in the approximate model agree with 
that of the full lattice and the other in which the position of the outer 
boundary is chosen as half the nearest neighbor separation in the lattice. 
Calculations are performed for ranges of particle volume fractions from 
infmite dilution to 98% of closest packing, ionic strengths (in terms of the 
ratio of Debye length to particle radium ')../a) from 0.1 to 10.0, and 
dimensionless surface potentials and charge densities from 0.1 to 10.0. 

The pair approximation is valid only when typical interparticle 
spacings are greater than the Debye length. The first implementation of 
the cell model proves quite accurate, while the second is only qualitatively 
correct. The magnitude of particle surface charge density or potential has 
little effect on these conclusions. 

Rlpperda, M., Bodvarsson, G.s., Lippmann, M.J., Cuellar, G., and 
Escobar, C., 1991. An exploitation model and performance 
predictions for the Ahuachaplin geothermal field, EI Salvador. 
Geothermics, v. 20, no. 4, p. 181-196 (LBL-29879). 

The Ahuachapan geothermal field in El Salvador has been producing 
electrical power since 1975. The power plant currently generates at 
approximately 50 percent of its total installed capacity of 95 MW because 
of a substantial reservoir pressure drawdown and limited drilling ~f make­
up wells. The focus of this study is to develop means for increasing the 
power production over the next 30 years. One possible option is to devise 
an injection scheme to decrease the pressure decline and increase the 
energy recovery from the reservoir. Another possibility is to drill step-out 
wells to increase the size of the wellfield. 
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A three-dimensional numerical model of the field has been developed 
to determine the effects of injection and expanded fluid production. The 
model was used to predict the responses of the existing and proposed 
production wells for different levels of electrical power generation. The 
overall reservoir response to different exploitation and injection scenarios 
was also investigated. The model predicts that the geothermal system can 
provide steam to generate 90 MWe for no more than 20 y, even with 
reinjection and a large-scale drilling program. The results also indicate 
that the system can produce about 75 MWe for a 30-y period with 
significant reinjection and the drilling of about 20 new production wells. 

Rubin, Y., 1991. Prediction of tracer plume migration in disordered 
porous media by the method of conditional probabilities. Water 
Resour. Res., v. 27, no. 6, p. 1291-1308 (LBL-30284). 

The purpose of this study is to develop a method for predicting the 
spatial moments and concentration of a tracer plume conditional to locally 
measured data. We set this study in a probabilistic frame due to the 
inherent inability to characterize deterministically the flow domain. Our 
starting point is the Dagan (1984) conceptual model which relates the 
concentration to the translation of tagged elements of solute mass. Then, 
using Darcy's law and the flow equations, we describe that translation 
using a random function model for the velocity. Comparison with 
numerical simulations shows this model to be favorable for variances of 
the log conductivity as large as 2.56 (Dykstra-Parsons coefficient of 0.8). 
It is shown how this random function model is correlated with the 
hydraulic head and conductivity fields, and furthermore, how it can be 
made conditional to measured data. It is concluded that conditioning 
improves predictions of the spatial moments of the tracer plume by 
making a more comprehensive use of available data and has a potential for 
a large range of applications. 

Rubin, Y., 1991. Transport In heterogeneous porous media: 
Prediction and uncertainty. Water Resour. Res., v. 27, no. 7, p. 1723-
1738 (LBL-31109). 

This study presents a method for obtaining risk-qualified estimates of 
various statistics that characterize the migration of a nonreactive tracer in 
heterogeneous porous media. The steps required to get these estimates are 
as follows: (1) the solute body is assumed to be composed of a large 
number of imaginary solute particles; (2) a Lagrangian description of the 
migration of the solute particles in space is adopted; (3) the Lagrangian 
description is transformed into an Eulerian one by a quasi-linear method, 
whereby the translation of the particles in space is simulated through 
successive, spatially correlated displacements; (4) the plume's various 
statistics are obtained by averaging over the ensemble of simulated 
particles, and, lastly, (5) simultaneous simulation of the motion of two 
particles in space entails the spatial moments of the plume and their 
variances, and in addition, the concentration is obtained qualified by its 
variance. The model is compared with numerical simulations and is found 
to compare quite favorably even for log conductivity variances as large as 
2.6. This study shows that (1) after a certain travel time, the concentration 
variance becomes largest next to the plume center and gets smaller with 
distance from the plume center; (2) the concentration coefficient of 
variation grows with distance from the plume center and prediction of the 
low concentration on the periphery of the plume is subject to the largest 
uncertainty; (3) the concentration coefficient of variation grows with time 
while the concentration variance gets smaller with time; and (4) 
interpretation of field data depends on the interpolation method and in 
particular on the size of the averaging domain. 

Shamsai, A., and Narasimhan, T.N., 1991. A numerical Investigation 
of free surface-seepage face relationship under steady state flow 
conditions. Water Resour. Res., v. 27, no. 3, p. 409-421 (LBL-29491). 

The relationship between free surface and seepage face under steady 
conditions of flow has been analyzed for radial and planar flow 
configurations. The numerical studies, carried out with the saturated-



unsaturated flow model, included the simulation of a series of 
experimental observations documented by Hall (1955). The numerical 
analysis took into consideration effects of capillary fringe, model 
geometry, as well as converging and diverging patterns of flow. For the 
control series of three cases studied, discharge rates, free surface location, 
seepage face height and the spatial distribution of potentials closely 
matched the experimental observations. Additional parametric studies 
showed that converging patterns of flow favor more pronounced 
development of seepage face than divergent flows. In two-dimensional 
planar flow, larger drawdowns tend to favor relatively more pronounced 
development of seepage face. Comparison of the detailed simulation 
results (taking unsaturated flow into consideration) with results generated 
using Dupuit-Forchheimer assumptions suggest that the latter may provide 
discharge estimates that are in error by 12 to 20% both for radial and for 
two-dimensional planar flows. 

Smith, B.M., 1991. Geologic implications of the oxygen Isotope profile 
of the Toa Baja drill hole, Puerto Rico. Geophys. Res. Lett., v. 18, no. 
3, p. 549-552 (LBL.30286). 

The whole-rock O-isotopic compOSItions of volcanic and 
volcaniclastic samples from the Toa Baja drill hole demonstrate that low­
temperature «200°C) processes have strongly enriched the island arc 
materials in ISO. Subsequent to eruption, processes such as subaerial 
weathering, alteration during transport and deposition in volcaniclastic 
aprons, submarine weathering, burial diagenesis, and prograde regional 
metamorphism through the beginnin~ of the prehnite-pumpellyite facies 
have raised average whole-rock 01 0 values by - 4%0 for basalt and 
andesite lava flows, and by - So/oo for volcaniclastic sandstones. These 0-
isotopic disturbances were probably caused by oxygen exchange with 
regionally circulating seawater under rather high water/rock conditions. 
The processes associated with "ageing" of volcanic and volcaniclastic 
materials in the oceanic environment are probably more important to the 
global budgets of the oxygen isotopes than has been assumed in the past. 
Integration of these results into global models for the oxygen isotopes 
a waits analysis of more varied oceanic terranes, to determine the 
generality of the O-isotopic conclusions proferred here, and to more 
carefully evaluate the relative sizes of volcanic, volcaniclastic, and oceanic 
oxygen reservoirs and their variabilities in time. 

Smith, B.M., Reynolds, S.J., Day, H.W., and Bodnar, R.J., 1991. 
Deep.seated fluid involvement In ductile-brittle deformation and 
mineralization, South Mountains metamorphic core complex, 
Arizona. Geol. Soc. Am. Bull., v. 103, p. 559-569 (LBL-29496). 

In the South Mountains metamorphic core complex of central Arizona, 
a middle Tertiary pluton exhibits the entire spectrum of ductile-to-brittle 
structures characteristic of metamorphic core complexes. Apart from 
minor Cu-enrichments in brecciated samples, original major- and minor­
element abundances of the deformed igneous rocks are remarkably 
undisturbed, and there is little correspondence between chemical 
composition and deformational state. Similarly, biotite and feldspar 
behaved almost isochemically during deformation except in the most 
severely deformed samples, where plagioclase became somewhat more 
sodic and where biotite lost (Fe + Mg) relative to (AI + Ti) and was partly 
converted to vermiculite. 

The oxygen- and hydrogen-isotope compositions of the samples are 
also quite uniform and are typical for continental granitoid rocks. The 
range in whole-rock 01S0 values is extremely limited for the entire suite 
(S.30/00 to 9.90/00 versus V-SMOW), from undeformed /franodiorite to 
mylonite, green breccia, and microbreccia. Although 0 So values for 
quartz (9Ao/oo to 11.20/00) and feldspar (7.So/oo to 9.20/00) are similarly 
restricted, the highest values occur in the most strongly deformed samples. 
Variably vermiculitic biotite has mildly and apparently randomly 
disturbed 01S0 values (4.9'Y00 to 6.oroo), but 00 values (-75%0 ± 40/00) are 
remarkably uniform and are typical for "unaltered" plutonic rocks. The 
01S0 values of barren, ductilely deformed quartz veins (9.10/00 to 9.7%0) 
and of late, brittlely deformed gangue quartz from the Max Delta gold 
mine (12.10/00) are consistent with the persistent circulation of a single, 
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isotopically uniform fluid reservoir at temperatures from - 600°C (ductile 
deformation, barren quartz veins) to - 400°C (brittle deformation, min­
eralized quartz veins). The inferred fluid OISO (- +70/00) and 00 (- -35%0) 
values imply a deep-seated, igneous or high-T metamorphic origin for the 
fluids. 

Fluids present during the entire history of ductile-to-brittle 
deformation were apparently close to chemical and oxygen/hydrogen­
isotope equilibrium with rocks. The temporal association of deformation 
with Tertiary plutonism and the evidence for high-temperature fluid/rock 
near-equilibrium support the interpretation that the fluids were expelled 
from differentiated, late crystallizing portions of the South Mountains 
plutonic complex. 

Smith, B.M., and Suemnlcht, G.A., 1991. Oxygen Isotope evidence for 
past and present hydrothermal regimes of Long Valley caldera, 
California. J. Volcanol. Geotherm. Res., v. 48, p. 319-339 (LBL· 
32328). 

Whole-rock oxygen isotope compositions of cores and cuttings from 
Long Valley exploration wells show that the Bishop Tuff has been an 
important reservoir for both fossil and active geothermal systems within 
the caldera. The deep Oay Pit-I and Mammoth-I wells on the resurgent 
dome penetrate mildly to strongly altered Bishop Tuff with olsDwR values 
as low as -2.6% (vs V-SMOW). The IDFU 44-16 well intercepts a 
thinner Bishop Tuff section with OISOWR values of +0.4 to +2.30/00 in the 
western caldera moat, where milder and more sporadic ISO defletions 
occur in Tertiary volcanic rocks of the western caldera floor (01 OWR = 
+2.2 to +6.4%0). Bishop Tuff samples from deeper parts of the 715 m 
RDO-S (Shady Rest) well in the SW moat are also strongly depleted in 
ISO (0180WR = -1.5 to +0.60/00). Four shallow thermal gradient wells 
(469-715 m TO drilled in the western moat did not penetrate Bishop Tuff, 
but Early Rhyolites from two of these holes are depleted in ISO (olsDwR = 
-1.2 to +6.oroo in PLV-I + 4.6 to +5.30/00 in MLGRAP-I), compared to 
lithologic equivalents from the other two holes (0180WR = +6.3 to +S.O%o 
in PLV-2 and MLGRAP-2). 

Whole-rock oxygen isotope profiles for the resurgent dome wells are 
unlike profiles calculated assuming alkali feldspar-H 20 fractionation 
behavior and total O-isotopic equilibration with -14.30/00 fluids at 
measured temperatures. The sense of this divergence implies an earlier 
hydrothermal episode within the central caldera driven by one or more 
shallow intrusions. Geochemical similarities between an intrusive 
granophyre at the bottom of the Clay Pit-I well and a nearby Moat 
Rhyolite dome with a K/Ar cooling age of - 0.5 Ma suggest that vigorous 
hydrothermal activity beneath the central resurgent dome may have 
occurred as much as - 0.5 m.y. ago. Calculated and measured O-isotope 
profiles are similar for deep wells that penetrate the western moat of the 
caldera, where steep temperature gradients and low OISOWR values in 
Early Rhyolites from PL V -I are attributed to an active hydrothermal 
aquifer that has descended slightly from earlier, shallower elevations. 
Similarly, severe 180 depletions in Bishop Tuff samples from the IDFU 
44-16 and RDO-8 wells reflect active convection beneath the western 
moat, whereas milder 180 depletions in Early Rhyolites from MLGRAP-I 
were apparently caused by hydrothermal alteration at lower temperatures. 
The O-isotope profiles imply that surface discharge within and around the 
resurgent dome results from shallow, eastward-directed outflow from a 
zone of higher enthalpy hydrothermal upflow beneath the western caldera 
moat. Intrusive magmatic heat source(s) are inferred to exist beneath the 
western moat, pemaps beneath Mammoth Mountain. 

Stelngrlmsson, B., Aunzo, Z., Bodvarsson, GS., Truesdell, A., Cuellar, 
G., Escobar, C., and Quintanilla, A., 1991. Changes In 
thermodynamic conditions of the Ahuachapan reservoir due to 
production and Injection. Geothermics, v. 20, no. 1/2, p. 23-38 (LBL. 
27703). 

Since large-scale exploitation of the Ahuachapiin reservoir began in 
1975 large changes in the reservoir thermodynamic conditions have 
occurred. Drawdown of up to 15 bars and significant temperature changes 
have been observed in the wellfield. Temperatures have declined due to 



boiling in the reservoir in response to -the pressure drawdown; localized 
and minor cooling due to reinjection of spent geothermal fluids have also 
been observed. There are indications of cold fluid influx deep into the 
reservoir from the west and north. Reservoir temperatures show that a 
significant amount of hot fluid recharge comes to the wellfield from the 
southeast, and temperatures also indicate that the recharge rate has 
increased with time as pressure declines in the reservoir. Chemical 
analyses of the produced fluids show that most wells are fed by a mixture 
of geothermal fluids and oooler, less-saline waters. The cold water inflow 
has increased due to exploitation, as demonstrated by decreased salinity of 
the produced fluids. 

Sterner, S.M., and Bodnar, R.J., 1991. Synthetic fluid inclusions. X: 
Experimental determination of P-V-T-X properties In the C02-H20 
system to 6 kb and 700°C. Am. J. Sci., v. 291, p.I-54 (LBL-2945S). 

Pressure-volume-temperature-composition (P-V -T -X) relations in the 
CO2-H20 system have been experimentally determined from 2 to 6 kb and 
400° to 700°C for fluid compositions between 12.5 and 87.5 mole percent 
CO2 using the synthetic fluid inclusion technique. Molar volumes (MVs) 
of CO2-H20 mixtures (calculated from densities of fluid inclusions) are 
used in conjunction with the equations of state of Haar, Gallagher, and 
Kell (1984) for H20 and Shmonov and Shmulovich (1974) for CO2 to 
generate an empirical expression that predicts molar volumes of all CO2-
H20 compositions over this P-T range. 

From 2 to 6 kb and 400° to 700°C, CO2-H20 fluids display very 
limited departures from ideal mixing with maximum excess volume of 
+ 1.31 cm3/mole (4.3 percent) occurring at 6.0 kb, 500°C, and XC02 = 0.5. 
For all temperatures between 400° and 700°C, at any given composition, 
the smallest excess volumes are found along the 3.0 kb isobar and increase 
toward both higher and lower pressures. Molar volumes of CO2-H20 
mixtures determined using synthetic inclusions are in good general 
agreement with those at 400° and 500°C and P S 4 kb reported by 
Shmulovich and others (1980). Compared with molar volumes at 2 kb 
reported by Franck and TOdheide (1959), our equation predicts somewhat 
larger values-particularly at 700°C. 

At low pressure good agreement is found between the isochores 
predicted by various published equations of state and those derived from 
synthetic fluid inclusions. Below approx 3 kb maximum discrepancies are 
typically less than 300 bar. At higher pressures, isochores calculated by 
using the various formulations begin to diverge; our results generally 
predict the highest pressures. Maximum differences between isochores 
predicted by the various equations occur for equimolar or moderately 
C02~rich compositions at pressures above 3 kb where discrepancies as 
large as 600 to 700 bars are noted. 

We have determined the CO2-H20 solvus between approx 0.5 and 
3.0 kb for 0.125 S XC02 ~ 0.75 using total homogenization temperatures 
of synthetic fluid inclUSIOns. The results are in close agreement with the 
experimental determination of TOdheide and Franck (1963). Somewhat 
higher temperatures (approx 15° - 20°C) are recorded for CO2-poor (xcoz 
= 0.125) and CO2-rich <Xc02 = 0.75) compositions compared with theIr 
determination while considerably smaller (2° to lO°C) discrepancies are 
found for intermediate compositions. Compared with the experimental 
determination of Takenouchi and Kennedy (1964) our study indicates 
considerably higher solvus temperatures for C0z-rich compositions with 
maximum disagreement at about 1.5 kb (approx 40°C for Xco = 0.625; 
approx 90°C for XC02 = 0.75). According to our data, the saddfe point on 
the C0z-H20 solvus occurs at approx 2 kb and Xco = 0.37 and at a 
temperature of 269°C. This temperature is 3 ° to 4°C\igher than that 
predicted by the above studies. 

TOkunaga, T.K., Lipton, D.S., Benson, S.M., Yee, A.W., Oldfather, 
J.M., Duckart, E.C., Johannis, P.W., and Halvorsen, K.E., 1991. Soil 
selenium fractionation, depth profiles and time trends in a vegetated 
site at Kesterson Reservoir. Water, Air, & Soil Pollution, v. 57-58, p. 
31-41 (LBL-29049). 
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Kesterson Reservoir, in the San Joaquin Valley of California, was used 
for disposal of saline, seleniferous agricultural drain waters during the 
years of 1981-1986. The combined effects of infrequent drain water 
application, reduction and oxidation of Se, and evapotranspirative removal 
of soil water within the upper 1 m of the soil profiles appear to provide 
explanations for distribution patterns of Se in soils of upland sites. From 
1987 to 1990, an approximate doubling in average soil solution Se 
concentrations was observed. It is shown that currently only relatively 
insignificant quantities of Se have been transported into the Pond 11 soils 
from the shallow water table. Sequential extraction of these upland soils 
indicated that substantial inventories of Se were associated with soluble, 
adsorbed, carbonate, and soil organic matter fractions, while Se retained 
within refractory inorganic fractions were minor. The mobilization of Se 
from these potentially labile pools may account for the observed increases 
in soil solution concentrations of Se following the draining of Kesterson 
Reservoir. 

Tsang, C.F., 1991. Coupled hydromechanlcal-thermomechanlcal 
processes in rock fractures. Rev. Geophys., v. 29, no. 4, p. 537-551 
(LBL·31484). 

The behavior of rock fractures under various coupled processes is 
reviewed under seven broad categories: (1) hydromechanical processes, 
(2) thermohydrologic processes, (3) hydrochemical processes, (4) 
thermohydromechanical processes, (5) thermohydrochernical processes, 
(6) hydromechanical-chemical processes, and (7) thermomechanical­
hydrochemical processes. The-state-of-the-art and possible directions of 
further research in these coupled processes are discussed. Rock fracture 
behaviors considered include not only dilation, closure, shear, and joint 
propagation but also changes in flow permeability and chemical sorption 
and retardation capabilities. These properties are of critical concern in 
practical considerations of the rock mass as a medium to store and isolate 
chemical and radioactive wastes. Investigations of coupled processes in 
two-fracture systems and multifracture systems are identified as important 
areas for future research. The need to consider coupled processes in 
borehole testing procedures involving rock fractures is emphasized. 

Tsang, C.F., 1991. The modeling process and model validation. 
Ground Water, v. 29, no. 6, p. 825-831 (LBL-30293). 

The safety assessment of underground disposal of nuclear or toxic 
wastes requires the use of models. Such models need to be validated to 
ensure, as much as possible, that they are a good representation of the 
actual processes occurring in the real system. In this paper an attempt is 
made to take a broad view by reviewing step by step the modeling process 
and bringing out the need for validating every step of this process. Thus, 
model validation includes not only comparison of modeling results with 
data from selected experiments, but also evaluation of procedures for the 
construction of conceptual models and calculational models as well as 
methodologies for studying data and parameter correlation. The need for 
advancing basic scientific knowledge in related fields, for multiple 
assessment groups, and for presenting our modeling efforts in open 
literature for public scrutiny is also emphasized. 

Tsang, C.F., Tsang, Y.W., and Hale, F.V., 1991. Tracer transport In 
fractures: Analysis offield data based on a variable-aperture channel 
model. Water Resour. Res., v. 27, no. 12, p. 3095-3106 (LBL-29474). 

A variable-aperture channel model is used as the basis to interpret data 
from a 3-year tracer transport experiment in fractured rocks. The data 
corne from the so-called Stripa-3D experiment performed by Neretnieks 
and coworkers. Within the framework of the variable-aperture channel 
conceptual model, tracers are envisioned as traveling along a number of 
variable-aperture flow channels, whose properties are related to the mean 
b and standard deviation a of the fracture aperture distribution. Two 
methods are developed to address the presence of strong time variation of 



the tracer injection flow rate in this experiment. The first approximates 
the early part of the injection history by an exponential decay function and 
is applicable to the early time tracer breakthrough data. The second is a 
deconvolution method involving the use of Toeplitz matrices and is 
applicable over the complete period of variable injection of the tracers. 
Both methods give consistent results. These results include not only 
estimates of b and 0', but also the number of channels involved in the 
tracer transport and their Peclet numbers and dispersivities. An interesting 
and surprising observation is that the data indicate that for each channel 
the Peclet number increases with the mean travel time; i.e., dispersivity 
decreases with mean travel time. The meaning of this trend is discussed in 
terms of the strong heterogeneity of the flow system. 

Vasco, D.W., 1991. Bounding seismic velocities using a tomographic 
method. Geophysics, v. 56, no. 4, p. 472-482 (LBL-29607). 

Traveltime data are used to determine upper and lower bounds on 
velocity variations in the earth by an iterative method. In effect, the range 
of models is found which is consistent with the data, rather than a single 
model which is "best fitting" in some sense. The algorithm used, a variant 
of the row-action algorithms commonly applied to tomographic 
inversions, requires little in-core memory and has proven feasible for data 
sets of the order of hundreds of thousands to a million traveltimes. Any 
inequality constraint, such as that the velocity is always positive, may be 
incorporated into the formulation. Data errors can be included both 
locally (as strict constraints on each datum) and globally (as a constraint 
on a total error measure). The method may also be used to derive the 
velocity structure which results in the minimum II norm of the residual 
misfit. 

Data from the Grimsel crosshole experiment are used to map 
confidence bounds of 0.02 ms on 1521 traveltime residuals into upper and 
lower bounds on seismic velocities. There is great variation in the widths 
of these bounds as a function of subsurface position from 0.1 to 0.9 krn/s. 
The distributions of the bounds agree with the parameter resolution values 
found from a singular value decomposition (SVD) and suggest that a low­
velocity mylonitic zone, seen in tomographic inversions of the traveltime 
data, is adequately imaged. Though the data were corrected for seismic 
anisotropy, significant alternating positive and negative velocity 
perturbations in poorly constrained quadrants of the crosshole region 
suggest that some residual anisotropy effects are still present. 

Wang, J.S.Y., 1991. Flow and transport in fractured rocks. Rev. 
Geophys., Suppl., p. 254-262 (LBL-29896). 

Laboratory-scale studies of discrete fractures lead to better 
understanding of the relationship between flow properties and pore 
geometry. Field-scale studies of fracture networks test the validity of 
classical continuum approaches for transport processes in heterogeneous 
media. During 1987 to 1990, earth scientists have made significant 
advances in quantifying flow channeling and solute breakthrough in 
rough-walled fractures, analyzing transitions between fracture and matrix 
flows under multiphase conditions, and characterizing fracture networks 
with hydrological and geophysical studies. In this review, the effect of 
heterogeneity and the issue of scaling are discussed. Many common 
features and similar approaches can be identified in microcracks, discrete 
fractures, soil macropores, fractured rock masses, and heterogeneous 
reservoirs at different scales. 

White, A.F., Benson, S.M., Yee, A.W., Wollenberg, H.A. Jr., and 
Flexser, S., 1991. Groundwater contamination at the Kesterson 
Reservoir, California. 2. Geochemical parameters influencing 
selenium mobility. Water Resour. Res., v. 27, no. 6, p. 1085-1098 
(LBL-30385). 

Transport of selenium in groundwater at the Kesterson Reservoir in the 
Central Valley of California was strongly retarded because of chemical 
reduction and precipitation mediated by microbial activity. Under such 
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conditions, negative correlations were documented between aqueous Se 
and Fe2+, Mn, and H2S. Locally, the presence of oxidizing species, 
notably 02 and N03, suppressed this reduction, permitting Se mobilization 
in the shallow aquifer. Selenate, the dominant and most oxidized form of 
Se, was in electrochemical disequilibrium with subordinate concentrations 
of selenite. Normally slow inorganic reduction rates were accelerated by 
microbial activity which utilizes oxidized chemical species including 
selenate as electron donors during the oxidation of organic matter. Two 
stratified redox barriers to selenium migration were documented beneath 
Kesterson: an underlying shallow anoxic zone underlying most of the 
pond bottom, characterized by high organic content and sulfate reduction, 
and a deeper dynamic front established by localized 02 infiltration from 
the overlying ponds and Fe2+ release from aquifer materials. The reducing 
nature of this deeper aquifer ultimately precludes Se transport to regional 
groundwater. 

Wong, H., Morris, S., and Radke, C.J., 1991. Three-dimensional 
menisci in polygonal capillaries. J. Colloid & Interface Sci., v. 148, 
no. 1, p. 284-287 (LBL-30305). 

The shapes of gravity-free, three-dimensional menisci are computed 
from the augmented Young-Laplace equation. Incorporation of disjoining 
thin-film forces in the Young-Laplace relation eliminates the contact line, 
thereby eliminating the free boundary from the problem. To calculate a 
miniscus with finite contact angles, the conjoining/disjoining pressure 
isotherm must also contain an attractive, sharply varying, spike function. 
The width of this function, w, reflects the range of the thin-film forces. In 
the limit of w approaching zero, a solution of the Young-Laplace equation 
is recovered. The proposed calculation method is demonstrated for 
menisci in two different types of capillaries. In the first case, the capillary 
is regular-polygonal in cross section with either 3, 4, or 6 sides and with 
contact angles «I> ranging from 0 to 45. In the second case, the capillary is 
rectangular in section with aspect ratios ranging from 1.2 to 5 and with 
«I> = 0°, 15°, or 30°, Gas-liquid menisci inside a square glass capillary of 
0.5 mm inscribed radius are measured optically for air bubbles immersed 
in a solution of di on-butyl phthalate and mineral oil. This liquid mixture 
exhibits a zero contact angle with the wall and matches the refractive 
index of the glass capillary, permitting precise visual location of the 
interface. Excellent agreement is found with the numerical results which 
further demonstrates that the limiting process of the proposed method is 
valid. Because it avoids the issue of locating the contact line, solution of 
the augmented Young-Laplace equation is a simple and powerful method 
for the calculation of three-dimensional menisci. 

Wu, Y.-S., Pruess, K., and Witherspoon, P.A., 1991. Displacement of 
a Newtonian fluid by a non-Newtonian fluid in a porous medium. 
Transp. Porous Media, v. 6, p. 115-142 (LBL-27412). 

This paper presents an analytical Buckley-Leverett-type solution for 
one-dimensional immiscible displacement of a Newtonian fluid by a non­
Newtonian fluid in porous media. The non-Newtonian fluid viscosity is 
assumed to be a function of the flow potential gradient and the non­
Newtonian phase saturation. To apply this method to field problems a 
practical procedure has been developed which is based on the analytical 
solution and is similar to the graphic technique of Welge. Our solution 
can be regarded as an extension of the Buckley-Leverett method to Non­
Newtonian fluids. The analytical result reveals how the saturation profile 
and the displacement efficiency are controlled not only by the relative 
permeabilities, as in the Buckley-Leverett solution, but also by the 
inherent complexities of the non-Newtonian fluid. Two examples of the 
application of the solution are given .• One application is the verificatioiJ of 
a numerical model, which has been developed for simulation of flow of 
immiscible non-Newtonian and Newtonian fluids in porous media. 
Excellent agreement between the numerical and analytical results has been 
obtained using a power-law non-Newtonian fluid. Another application is 
to examine the effects of non-Newtonian behavior on immiscible 
displacement of a Newtonian fluid by a power-law non-Newtonian fluid. 



Zimmerman, R.W., 1991. Elastic moduli of a solid containing 
spherical inclusions. Mech. Materials, v.12, p. 17-24 (LBL-31007). 

The differential method is used to calculate the elastic moduli of a 
solid that contains a random distribution of spherical inclusions. Closed­
form solutions are obtained for the two limiting cases of rigid inclusions 
and vacuous pores. These solutions obey the Hashin-Shtrikman bounds, 
and reduce to the correct values as the inclusion concentration approaches 
o or 1. The predictions are compared with data from the literature, and are 
shown to be very accurate over wide ranges of the inclusion concentration. 

Zimmerman, R.W., and Bodvarsson, G.S., 1991. A simple 
apprOXimate solution for absorption in a Brooks-Corey medium. 
Transp. Porous Media, v. 6, p. 195-205 (LBL-27674). 

A simple approximate solution is derived for the problem of one­
dimensional absorption in a porous medium characterized by the Brooks­
Corey equations. A piecewise-linear saturation profile, which satisfies 
flux continuity at the edge of the tension-saturated zone as well as an 
integrated form of the Richards' equation, is assumed. The predicted 
sorptivity agrees very well with the results of numerical simulations. 

Zimmerman, R.W., and Bodvarsson, G.S., 1991. Reply to "Comment 
on 'An approximate solution for one-dimensional absorption in 
unsaturated porous media' by R.W. Zimmerman and G.S. 
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Bodvarsson" by Parlange et al. Water Resour. Res., v. 27, no. 8, p. 
2161-2162 (LBL-29912). 

Zimmerman, R.W., S. Kumar, and Bodvarsson, G.S., 1991. 
Lubrication theory analysis of the permeability of rough-walled 
fractures. Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., v. 28, no. 
4, p. 325-331 (LBL-30534). 

Lubrication theory is used to study the permeability of rough-walled 
rock fractures. In this approximation, which is valid for low Reynolds 
numbers and under certain restrictions on the magnitude of the roughness, 
the Navier-Stokes equations that govern fluid flow are reduced to the more 
tractable Reynolds equation. An idealized model of a fracture, in which 
the roughness follows a sinusoidal variation, is studied in detail. This 
fracture is considered to consist of a random mixture of elements in which 
the fluid flows either parallel or transverse to the sinusoidal bumps. The 
overall permeability is then found by a suitable averaging procedure. The 
results are similar to those found by other researchers from numerical 
analysis of the Reynolds equation, in that the ratio of the hydraulic 
aperture to the mean aperture correlates well with the ratio of the mean 
aperture to the standard deviation of the aperture. Higher-order 
approximations to the Navier-Stokes equations for flow between 
sinusoidal walls are then studied, and it is concluded that in order for the 
lubrication approximation to be valid, the fracture walls must be smooth 
over lengths on the order of one standard deviation of the aperture, which 
is much less restrictive a condition than had previously been thought to 
apply. 
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