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Abstract 

I develop a variational method for systematic numerical computation of 

physical quantities-bound state energies and scattering amplitudes-in quantum 

field theory. An infinite-volume, continuum theory is approximated by a theory on a 

finite spatial lattice, which is amenable to numerical computation. I present an al­

gorithm for computing approximate energy eigenvalues and eigenstates in the lattice 

theory and for bounding the resulting errors. I also show how to select basis states 

and choose variational parameters in order to minimize errors. The algorithm is 

based on the Rayleigh-Ritz principle and Kato's generalizations of Temple's formula. 

The algorithm could be adapted to systems such as atoms and molecules. I show 

how to compute Green's functions from energy eigenvalues and eigenstates in the 

lattice theory, and relate these to physical (renormalized) coupling constants, bound 

state energies and Green's functions. Thus one can compute approximate physical 

quantities in a lattice theory that approximates a quantum field theory with specified 

physical coupling constants. I discuss the errors in both approximations. In prin­

ciple, the errors can be made arbitrarily small by increasing the size of the lattice, 

decreasing the lattice spacing and computing sufficiently long. Unfortunately, I do not 

understand the infinite-volume and continuum limits well enough to quantify errors 

due to the lattice approximation. Thus the method is current.ly incomplete. I apply 

the method to real scalar field theories using a Fock basis of free particle states. All 

needed quantities can be calculated efficiently with this basis. The generalization to 

more complicated theories is str.Ughtforward. I describe a computer implementation 

of the method and present numerical results for simple quantum mechanical systems. 
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Introduction 

The Standard Model describes three of the four fundamental interactions­

the electromagnetic, weak and strong-in terms of quantum gauge fields. It success­

fully explains phenomena with only electromagnetic and weak interactions, for which 

high-accuracy calculations of physical quantities are routinely performed using per­

turbation theory. For example, Kinoshita and Lundquist calculated the anomalous 

magnetic moment of the electron to within 2 parts in 107 (KL81). But the Standard 

Model theory of strong interactions, quantum chromodynamics, is far less success­

ful. Quantum chromodynamics does correctly predict many qualitative features of 

systems with strong interactions. But the problem is that no one has been able to 

calculate from quantum chromodynamics quantitative features of such systems at 

low, that is typical, energies. For example, no one has satisfactorily calculated the 

mass of the proton in terms of its constituent quarks. 

Feynman remarked that " ... the solution of the Yang-Mills theory with col­

ored quarks (quantum chromodynamics) is a very, very important thing to achieve 

in a practical way with a reasonable accuracy." First, he stated, even though many 

people believe quantum chromodynamics is right, it would be good to be able to 

calculate its exact consequences. Second, if high-accuracy quantum chromodynamics 

calculations could be done and if small deviations were found between theoretical 

and experimental values, then the existence of a new quark, for example, might be 

discovered. Such an approach could be a practical alternative to building ever larger 

and more expensive particle accelerators. Third, he continued, if consequences of 

a theory like quantum chromodynamics could be calculated with reasonable accu­

racy, then the consequences of many proposed unified theories-such as SU(S) and 

superstrings-could be calculated, allowing them to be ruled out or confirmed (Fey87). 

ix 
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X INTRODUCTION 

Perturbation theory is useless for calculating in quantum cbromodynamics 

at low energies because it yields a divergent asymptotic series in the effective coupling 

con•tant, which is of order one. The accuracy of a perturbation calcu!ation actually 

decreases as additional terms are added. Unfortunately, in quantum chromodynamics 

the asymptotic series is not even Borel resummable, that is a correct finite result 

cannot be extracted from a knowledge of many terms in the divergent series ('tHo77J. 

Monte Carlo methods (lattice gauge theory) (Wil74] can, in principle, be 

used to calculate quantities in quantum chromodynamics to arbitrary accuracy. But, 

in practice, they have not been successful because the lattices obtainable with current 

computers are too small to give reasonably accurate results. Indeed, after eight years 

of fruitless research in lattice gauge theory, Wilson has abandoned the approach 

(Wil89). 

Variational methods have been a standard technique in quantum chemistry 

for sixty years [L0w89, Wil89] and have been successfully applied to many atomic 

and molecular systems. For example, a simple pencil-and-paper calculation gives 

the ground state energy of the helium atom to within 2%. Kinoshita improved the 

result to within 4 parts in 107 using 39 terms (Kin57]. James and Coolidge accurately 

solved the hydrogen molecule (JC33]. More recently, Dunning (Dun89) and Partridge 

[Par89J have obtained reasonably accurate results for the first three rows of atoms 

(lithium-neon, sodium-argon, potassium-krypton) using variational techniques with 

only a. few dozen gaussian basis states. 

Variational methods were first applied to quantum field theory in the sixties 

by Schiff [Sch63] and Rosen (Ros68). In the late sixties interest in variational methods 

declined because it was not known how to handle fermions nor how to extract physical 

information from variational quantum field theory calculations. In the early eighties 

the works of Barnes and Ghandour (BG80] and Stevenson (Ste84a, Ste84b, Ste85] 

on the gaussian effective potential renewed interest in variational methods, which 

were oftentimes combined with other techniques. Much of the subsequent research 

was presented in 1987 at the International Workshop on Variational Calculations in 

Quantum Field Theory [PP87]. In general, the application of variational methods to 

quantum field theory has been unsuccessful. Indeed, Feynman argued-more strongly 

than he believed-that the variational approach to quantum field theory is "no damn 

.. 
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good at all!" (Fey87] 

Many researchers (Sch63, BG80, Ste85, lng86, DHK87, Rit90] have worked in 

the continuum limit. This is problematic because the ground state energy is infinite, 

whereas excitations with respect to the ground state are finite. It is unclear what it 

means to minimize the infinite ground state energy. Moreover, quantum field theory in 

the continuum li~t has an infinite number of dynamical variables, hence the Hilbert 

space of states is exceedingly large. As I argue in Section 1.4, it is overly optimistic 

to hope that the ground state can be modeled to any reasonable accuracy with only 

a finite number of parameters. 

Other researchers (KDK86, Dun87] have worked with quantum field the­

ory on a finite lattice. Typically, they have used fewer than 50 variational pa­

rameters. They have calculated the lowest few energies, identifying these-perhaps 

erroneously-as bound state energies. They have not quantified errors. And they 

have not adequately addressed the problem of renormalization, that is how to relate 

their bare coupling constants to physical coupling constants. 

In general, physical results have been limited to the lowest few energies or to 

scaling behavior: The number of predicted quantities is barely more than the number 

of free parameters in the theory.' 

In this paper I surmount many of the difficulties faced by previous re­

searchers and develop a. variational method for systematic numerical computation 

of physical quantities-bound state energies and scattering amplitudes-in quantum 

field theory. My aim is not to solve quantum chromodynarnics, which is an exceed­

ingly difficult task, but rather to develop a method that could, in principle, produce 

arbitrarily accurate results in such a theory, and to test the method in practice by 

applying it to simple theories of a single real scalar field. I also address the difficult 

issues of putting limits on errors and of optimizing the method to get a desired level 

of accuracy with a minimum amount of computation. 

The main ingredients of my method are as follows: I use the hamiltonian 

formalism for quantum field theory; I use variational techniques; I choose free-particle 

states for a basis; I perform all calculations with a computer; I introduce a heuristic to 

1The effective potential approach of Stevenson (Ste84a, Ste84b, Ste85) and othera is promising, 
but here I do not pursue it. 
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minimize the error for a given level of computation; I calculate scattering amplitudes; 

and I establish a relation between bare and physical coupling constants. None of 

these ideas is particularly innovative, with the possible exceptions of my heuristic, 

my calculation of scattering amplitudes and my relating bare and physical coupling 

constants. But, to the best of my knowledge, this combination of ideas is new, and 

they form a promising approach to non-perturbative calculations in quantum field 

theory. The method is straightforward and has the added pedagogical benefit of 

presenting quantum field theory in a direct way. 

The paper is organized as follows: In Chapter 1 I develop the method for 

an arbitrary quantum mechanical system. In Chapter 2 I introduce the theories to 

which I apply the method. In Chapter 3 I extend the method to quantum field 

theory. Finally, in Appendix A I describe a computer program implementing parts 

of the method and in Appendix B I presents preliminary results obtained using that 

program. 

Acknowledgements 

I thank my advisor, Orlando Alvarez, for his support and encouragement 

and for the opportunity to learn from my own successes and failures. 

I am indebted to my research partner, Ivan Otero, for suggesting the topic 

of my dissertation research. He was ail insightful sounding board for my crazy ideas 

and a source of motivation when I faltered. 

My research was supported by the National Science Foundation under grant 

PHY85-15857, a Department of Education fellowship, and many appointments as a 

graduate student instructor in the physics department. I thank the University of 

California and Lawrence Berkeley Laboratory for their assistance. 

Mary Gorman, Betty Moura and Luanne Neumann assisted me with numer­

ous administrative tasks. 

I wish to thank many of my teachers, but especially Eugene Commins and 

Mahiko Suzuki, who showed great care and patience. I also thank Richard Morrow 

and Andrew Gleason, who long ago provided inspiration and helped me learn how to 

think. 

I thank many people who made my life at Berkeley better. In particular, 

Ken Miller, Anne Takizawa, Donna Sakima and Dana Greenberg were friendly faces 

of the University, helping me navigate the bureaucracy and offering treats. Richard 

Dalven gave constant encouragement and was a pleasure to teach with. 

I could not have completed graduate school without the support and friend­

ship of more classmates than I can list. I especially thank David Hammer, Mats 

Gustafsson and David Brahm for the times when we reinforced each other and be­

lieved we could do anything. Steve Weiss, Launey Thomas and Tim Pritchett pro­

vided invaluable wisdom on surviving graduate school. Karyn Apfeldorf, Tom Clune, 

xiii 



• 

xiv ACKNOWLEDGEMENTS 

Rick Goldstein and Mary Silber made my long hours in Birge Hall more enjoyable. 

Although they had no idea what I was studying, I thank all of the friendly 

people I met in Golden Gate Cyclists and American Youth Hostels. They helped me 

maintain balance and perspective while in school. 

Lastly, I give a big circle around the sun hug to Kayleen Hanna for her love 

and belief in me. 

Life is a. long road and graduate school but a. brief crossing. I came to 

Berkeley seeking the important truths. Along the wa.y I learned the questions were 

different than I ha.d thought a.nd found some partial answers. The important lessons 

did not come from a class room nor from a. textbook, and I do not share them in this 

dissertation. But the roa.d continues. I hope I will continue to learn and can share 

my discoveries with others. 

Thanksgiving 

Somehow I find myself far out of line from the ones I had drawn. 
Wasn't the best of paths, you could atest to that. .. but I'm keeping on. 

Would our paths if every great loss had turned out our gain? 
Would our paths cross if the pain it had cost us was paid in vain? 

There was no pot of gold, hardly a rainbow lighting my way. 
But I will be true to the red, black and blues that colored those days. 

I owe my soul to each fork in the road, each misleading sign, 
'Cause even in solitude, no bitter attitude can dissolve my sweetest find. 

Thanksgiving for every wrong move . .. 
That made it right, that made it right. 

Adam Sultan, and the rest of Poidom 
© 1990 Cow Skull Fish Cactus (BMI) 

.._ 

Chapter 1 

Variational Methods 

In quantum theory a. state of the system is described by a. vector in a. Hilbert 

space V, and the system is described by a. linear operator H, the hamiltonian, on V 

that is bounded below and hermitian (H' = H). An important problem is to find 

the energy eigenvalues Et, E2 , .. . and corresponding energy eigenvectors e1, e2, •.. of 

H that satisfy the time-independent Schodinger equation: 

Hlek) = e:kh). (1.1) 

In general, it is difficult to find the eigenvalues a.nd eigenvectors of H, since--even 

for simple quantum mechanical systems-Vis infinite-dimensional. 

In this chapter I develop a. general variational method for calculating ap­

proximate eigenvalues and eigenvectors of a. hermitian operator. In Section 1.1 I 

introduce the general method. In Section 1.2 I discuss the convergence of the method 

and describe how to estimate errors. In Section 1.3 I describe how the method can be 

optimized to minimize errors. Finally, in Section 1.4 I put the method in perspective 

and discuss the nature of variational methods. 

1.1 Rayleigh-Ritz Method 

In this section I introduce the Rayleigh-Ritz principle (1.26), which states 

that the eigenvalues of a hermitian operator restricted to a subspace are upper bounds 
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to the lowest eigenvalues of the operator. It is a practical way to find approximate 

eigenvalues and eigenvectors. I also introduce other related variational principles. 

1.1.1 Rayleigh Variational Principle 

My starting point is the more familiar Rayleigh variational principle. Let us 

label the eigenvalues of H in increasing order, 

El ~ E2 ~ •··, (1.2) 

and choose the corresponding eigenvectors to be orthonormal, 

(e;le;) = 6;;. (1.3) 

The Rayleigh variational principle characterizes the lowest eigenvalue E 1 of H as the 

minimum value of (H), 

E 1 =min (H)., 
vEV 

and the corresponding eigenvector e1 as a vector that minimizes (H). Here 

(H). = (viHiv) 
(vlv) 

(1.4) 

(1.5) 

is called the Rayleigh quotient or, in physics language, the expectation value of H in 

the state v. We call v a trial vector. Here and in what follows we assume v :f 0; 

ot.herwise (H). is undefined. 

If H were bounded above instead of below, then another form of the Rayleigh 

variational principle would similarly characterize the highest eigenvalue E00 of H as 

t.he maximum value of (H), 

Eoo = max (H) vEV .,, 
(1.6) 

and the corresponding eigenvector e00 as a vector that maximizes (H) .1 

1 If the lowest eigenvalue is l-fold degenerate, that is if € 1 = · · · = <t, then the corr.,.ponding 
eigenvectors e" ... , et are not uniquely determined. In this c&•e any v = II, e1 + · · · + lltet minimizes 
(H). Similarly if the highest eigenvalue is degenerate. 

4' 

1.1. RAYLEIGH-RITZ METHOD 3 

To demonstrate the Rayleigh variational principle, note that the eigenvectors 

of H form a complete orthonormal basis for V,2 thus a resolution of the identity 

operator on V is 

lv = 2: le;)(e;j. 

Since for any v in V 

(viHiv) = 2: (vle;)(e;IHie;)(e;lti) 

we conclude that 

If we choose v = e1 , then 

a; 

= 2: E;l(e;lv)ll 
i 

~ Et 2: l(e;lv)l2 

i 

= E.(vlv), 

. (viHiv) 
~~~ Tvl0" ~ El· 

min (viHiv) < (e1 1Hie1 ) = El· 

•EV (vlv) - (etle•) 

(1.7) 

(l.Sa) 

(l.Sb) 

(l.Sc) 

(l.Sd) 

(1.9) 

(1.10) 

Hence the Rayleigh variational principle (1.4) follows. The form of the Rayleigh 

variational principle for the highest eigenvalue can be similarly demonstrated. 

The Rayleigh variational principle states that any trial vector v provides an 

upper bound to Et: 

Et ~ (H) •. (1.11) 

In practice, one chooses an n-dimensional submanifold W of V parameterized by 

n parameters 61 , ••• ,6n: v = v(B., ... ,Bn)· Then the best upper bound within W 

is obtained by minimizing (H) with respect to 6., ... , Bn. A better (or at least no 

worse) upper bound can be obtained by considering a larger submanifold, that is by 

considering additional variational parameters. 

2Technically, this is only true if the spectrum of H is discrete. If the spectrum of H has a 
continuous part, then the corresponding eigenvectors are not in V since they have infinite norm. 
Such is the usual case, for example, with atomic hydrogen, which has a discrete spectrum of negative 
bound state energies and a continuous spectrum of positive unbound state energies. In what follows 
I will gloss over these mathematical subtleties and assume the spectrum of H is discrete. 

"' 
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1.1.2 Rayleigh Variational Principle Example 

For example, consider the 1-dimensional anharmonic oscillator described by 

the hamiltonian 

1 Jl 2 4 
H = --- + ~2q + ~4q 

2dq1 

in the configuration representation. Here I choose units such that 1i 

Consider the trial vector 

t/>{q) = e-lwq', 

where w is a variational parameter. Then 

(t/>lt/>) = J dqe-wq' = ~ 
and 

(t/>IHI.P) = dqe ,wq --- + -'1q + ~4q e-,wq J _l , ( 1 Jl 2 4) 1 , 
2dq2 

= E_ (~w + ~ ~1 + ~ ~4) _ v;:; 4 2 w 4w2 

Thus 
1 1 ~1 3 ~4 

(H) =-w+--+---
"' 4 2 w 4w1 

The minimum of (H) occurs for w satisfying 

d(H) 1 1 ~1 3 ~4 
0 = ~ = 4 - 2 w1 - 2 w3 · 

{1.12) 

m=l. 

(1.13) 

{1.14} 

( 1.15a.) 

(L15b) 

{1.16} 

(1.17) 

If we choose ,\2 = ~ and ,\4 = 1, then we find the minimum value of (H) is~ for w = 2. 

Thus E 1 'S 0.8125, which should be compared to the exact value ~ 1 = 0.803 770 65 .... 

1.1.3 Minimax Principle 

The Rayleigh variational principle provides upper bounds to the lowest 

eigenvalue ~., but what about higher eigenvalues? We can generalize the Rayleigh 

variational principle for the lowest eigenvalue, Equation (1.4}, by restricting the trial 

vector v to be in the (k- 1)-codimensional subspace of V orthogonal to e., ... , et_ 1: 

Ek = min (H)". 
v.le,, ... ,e,_ 1 

(1.18) 

"' .. 
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The proof is essentially the same, noting that (e1 lv) = · · · = (e•-•lv) = 0. But this 

principle is not useful since it requires a. knowledge of the exact lower eigenvectors 

e1,. •• , e._., which, in general, we do not have. 

A more fruitful approach is to generalize the Rayleigh variational principle 

for the highest eigenvalue, Equation (1.6), by restricting the trial vector v to be in 

the k-dimensional subspace of V spanned by e1, .•• , e1: 

~k = max (H) . 
vE•p{4!:1 , ..• ,e,} " 

{1.19} 

Again the proof is essentially the same, noting that (et+dv) = (et+llv) = · · · = 0. 

This principle is not directly useful either, since, in general, we do not know the exact 

eigenvectors e1 , .•• , e1. 

But consider a.n arbitrary k-dimensional subspace Vt of V. Since dim Vt = 
k > k - 1, Vt must contain some vector v orthogonal to e1 , ••• , e•-•- Then (e1lv) = 
· · · = (e•-•lv) = 0, hence (H)v ~ ~k· Thus we conclude that 

max(H)v ~ ~•-vev, 
(1.20} 

Since this is true for a.n arbitrary k-dimensional subspace Vt of V, 

min max (H) > ~k· 
V11CV vEV• " -

(1.21) 

But choosing V1 = sp{ e., ... , e1}, Equation (1.19) tells us 

minmax(H)v'S max (H)v=Et-v,cv ueV, vEsp(e 1 , .•• ,e,} 
(1.22) 

Thus we have demonstrated the minimax principle, sometimes called the Poincare 

principle: 

~k = min max (H)v­
v.cv vev. 

{1.23) 

The minimax principle is a. generalization of the Rayleigh variational prin­

ciple for the lowest eigenvalue, Equation {1.4). Since it characterizes eigenvalues 

without reference to exact eigenvectors, it does give a. reasonable method for finding 

an upper bound to ~•= One selects any k-dimensional subspace Vt of V, and the 

maximum value of (H) on Vt is an upper bound to ~k-
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1.1.4 Rayleigh-Ritz Principle 

The minimax principle is essentially the Rayleigh-Ritz principle. Dut the 

Rayleigh-Ritz principle replaces the computationally difficult problem of maximizing 

(H) on a k-dimensional subspace with the computationally easier problem of finding 

the k-th lowest eigenvalue of an operator on an n-dimensional subspace.3 In partic­

ular, let Vn be an n-dimensional subspace of V, n ;:: k. Let Pn be the orthogonal 

projection operator from V onto Vn. Note that Pn satisfies 

P;, = Pn, P~ = Pn, trPn = n. (1.24) 

The projection operator from V onto the orthogonal complement v; of V is P~ = 

l - P". In general, tr P~ is infinite, that is P~ projects onto the infinite-dimensional 

subspace v;. If v E Vn, then Pnlu) = lu), but P~[u) = 0. Similarly, if v .l Vn, then 

Pnlv) = 0 but, P~lu) = lu). 

Now define 

H" = PnHP". (1.25) 

Then Hn maps any t1 in Vn into Vn, hence we can treat Hn as an operator on Vn. Thus 

Hn has n eigenvalues t:1"1 ~ • • • ~ t:~"1 corresponding to n orthonormal eigenvectors 

e\"1, ... , e~") in Vn. If t1 is orthogonal to Vn, then Hnlv) = 0. Thus any t1 orthogonal 

to V" is an eigenvector of Hn with eigenvalue zero, but these are uninteresting. Think 

of Hn as ann X n submatrix of the, in general, infinite matrix H (Figure 1.1). 

The Rayleigh-Ritz principle states that the eigenvalues t:1"1 ~ · • · ~ t:~") of 

Hn are upper bounds to the corresponding lowest n eigenvalues t: 1 ~ • • • ~ t:n of H: 

f:t ~ f:~n)' k = l, ... 'n. (1.26) 

3 In gener..J, variational techniques &re not ~omputationally efficient for finding the ezact eigen­
values and eigenvectors of a finite matrix: Other non-variational algorithms are almost ..!ways used. 
In particular, finding the minimum of a function on an n-dimensionalspace requires O{n logn) gra­
dient evaluations. Evaluating the gradient of most functions related to H, including (H), requires 
at least O{n2) time. Thus finding the vector that minimizes (H), that is the eigenvector with the 
lowest eigenvalue, requires at least O{n3 1ogn) time. In comparison, we can reduce ann x n her­
mitian submatrix of H to tridiagonal form using the Householder algorithm and then find all n 
eigenvalues and eigeovecto111 of the eubmatrix using the QL algorithm with implicit shifts, a com­
putation that takes O(n3 ) time (PFTV88, Wil65). Note that it takes O{n3 ) time to merely verify 
by direct multiplication that n alleged eigenvalues and eigenvectors are, indeed, such. Nonetheless, 
we &re attempting to use variational techniques to find opprozimole eigenvalues and eigenvecto111 of 
an infinite mlltrix. There is no contr!ldiction here, since the efficient numerical algorithms for finite 
matrices cannot be applied directly to infinite matrices. 

(. 
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This follows immediately from the minimax principle: 

t:t = min max (H) 
v.cv .ev. • 

< . (uiHiu) 
mm max-­

- v.cv" •EV• (ulu) 
. (uiPnHPnlu) 

= mm max 
v.cv" •EV• (ulu) 

. (uiHnlu) (n) 
= rmn max---= f:t . 

v.cv" uev. (ulu) 
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(1.27a) 

(1.27b) 

(1.27c) 

(1.27d) 

It is clear that we get better upper bounds by taking a larger subspace: If k ~ n < n' 

and Vn C Vn•, then the minimax principle implies that 

f:t ~ f:tn') ~ f:tn). (1.28) 

In practice, the Rayleigh-Ritz method is as follows: Choose a complete basis 

{u;} for V, which for convenience we assume to be orthonormal: 

(u;lu;) = h;;. (1.29) 

Then the projection operator Pn from V onto then-dimensional subspace Vn spanned 

by the selected basis states u1 , •.• , Un is 

Pn = L (u;)(u;l (1.30) 
i=l 

and 
n 

Hn = L lu;)(u;IHiu;)(u;l. ( 1.31) 
i,j=l 

Thus with respect to the {u;} basis Hn restricted to Vn is represented by then x n 

matrix with elements (u;IHiu;) for i,j = 1, ... , n (Figure l.l). We can find the 

eigenvalues and eigenvectors of Hn by diagonalizing this matrix, a computation that 

takes O(n3 ) time (PFTV88, Wil65). The n eigenvalues of Hn are upper bounds to 

then lowest eigenvalues of H. Then we can redo the computation with a larger n to 

get better upper hounds. 

... 
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Pn P~ 

Pn I Hn = PnH Pn I PnH P~ 'l selected ba.~is states 

P~ I P~H Pn I P~H P~ I unselected basis states 

Figure 1.1: The hamiltonian H shown in block form relative to selected and unse­
lectcd basis states. 

1.1.5 Another Form of the Rayleigh-Ritz Principle 

Unlike the Rayleigh variational principle, the minimax principle and the 

Rayleigh-Ritz principle refer explicitly to a. finite-dimensional subspace of V. If we 

want to approximate, say, E1, the Rayleigh-lUtz principle requires us to find the second 

lowest eigenvalue E~n) of Hn on some n-dimensional subspace Vn. This calculation 

takes O(n3 ) time, which seems like a. lot if n is 100 or 1000. Can we find upper 

bounds to eigenvalues other than the lowest without having to consider such laxge 

matrices? The answer is yes, but with a catch. 

Suppose e\k), ... , etk) are k vectors such that 

(e!t 1 1e~k)) = (e!k 1 1Hie~t)) = 0 fori# j, (1.32) 

that is are orthogonal with respect to both the usual inner product and the H inner 

product. Let us label the vectors such that E~t) ~ · · · ~ Ett), where 

E!t) = (H).\•l· (1.33) 

Then each Elk) is an upper bound to the corresponding eigenvalue E; of H: 

E;~Elk)' i=l, ... ,k. (1.34) 

This is simply a restatement of the Rayleigh-Rjtz principle that does not refer explic­

itly to Vt. The proof follows by choosing Vt = sp{ e\t), ... , e1k)} and then showing 

that e~t), ... , etk) are, in fact, eigenvectors of Ht. 

It is easy to find vectors satisfying the orthogonality conditions {1.32) using 

a Gram-Schmidt process. Then <tk) is a.n upper bound to Et. We call e\k), ... , et~. 

•' 
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witness vectors, since they axe required to verify that E~k) is an upper bound to Et. 

They "prop up" E~k) and prevent it from falling below q. Thus if we can find k such 

vectors, we can put an upper bound on Et. 

The catch is this: It is easy to find k such vectors but haxd to find ones 

that give a strong upper bound to Et· We axe reduced to rummaging through the, 

in general, infinite-dimensional V for a good ett> (and witness vectors e~k), ... , et~1 ), 
which is like looking for a needle in a. haystack. As Footnote 3 above indicated, it is 

computationally more efficient to diagonalize a. lineax operator on a.n n-dimensional 

space than it is to minimize a. related function such as (H). We axe better off using 

the sta.ndaxd Rayleigh-Ritz method. 

I independently discovered this form of the Rayleigh-Ritz principle, although 

it is undoubta.bly known to other reseaxchers. 

1.1.6 Maximin Principle 

Note that there is also a. maximin principle: 

Et = max min (H) . v._. cv v..L v._. v 
(1.35) 

Its demonstration is similar to that for the minimax principle. It is a. generalization 

of the Rayleigh variational principle for the highest eigenvalue, Equation {1.6). It is 

tempting to use the maximin principle to find lower bounds to eigenvalues. Unfor­

tunately, doing so requires minimizing (H) over the, in general, infinite-dimensional 

subspace V[_ 1 orthogona.l to some (k-1}-dimensional subspace Vt-lo which is difficult 

to do. 

1.1.7 History and References 

The Rayleigh-lUtz method was discovered by Rayleigh [Ra.y45l and indepen­

dently by llitz lllit08, llit09). Some researchers [Wei34, Low65, DHK87) mistakenly 

state that the Rayleigh-Ritz method is practical for finding only the lowest eigen­

value, and incorrectly credit Hylleraas and Undheim [HU30] or MacDonald [Ma.c33] 

for the method applicable to any eigenvalue. My presentation above draws on Sta.k-
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gold !Sta68], which in turn draws on the standard works by Mikhlin !Mik64] and 

Gould !Gou66]. Griffe) !Gri81] is also a useful source. 

1.2 Convergence and Error Estimation 

We have seen that the Rayleigh-llitz method gives approximations to the 

eigenvalues and eigenvectors of a hermitian operator. In this section I define the 

eigenvalue and eigenvector errors; I explain that the Rayleigh-llitz method converges 

in the sense that errors can be made arbitrarily small by choosing the subspace 

dimension n to be sufficiently large; and I show how errors can be estimated. 

1.2.1 Eigenvalue and Eigenvector Errors 

I define the eigenvalue error 1'/t between an approximate eigenvalue 2k and 

the corresponding exact eigenvalue l!:k to be 

1'/i = 12k- Ekl· (1.36) 

When approximate eigenvalues are obtained with the Rayleigh-llitz method, the ab­

solute value is unnecessary since q $ Ek· 

The definition of the eigenvector error is more complicated. Note that eigen­

vectors are not uniquely defined: 1£ et is an eigenvector with eigenvalue Et, then so 

is 9et for any 9 :f 0. I assume any approximate eigenvector 4 is normalized to 

unity: (filet) = 1. Moreover, if the eigenvalue l!:t is i-fold degenerate, that is if 

Et = · · · = EHt-t, then for any 9t, ... , 9, not all zero 9tet + · · · + 9,ek+t-t is also 

an eigenvector with eigenvalue l!:t. Thus we are led to define the orthogonal projec­

tion operator Qk onto the subspace of eigenvectors with eigenvalue Ek. 1£ Et is t'-fold 

degenerate, then Qk projects onto an /-dimensional subspace. In particular, I define 

Q• = L le;)(e;l. (1.37) 
(i,.•=••l 

I define the (squared) eigenvector error (k between an approximate eigenvec­

tor 4 and the corresponding exact eigenvector(s) with eigenvalue Ek to be the squared 

• 
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norm of the part of 4 orthogonal to the space of eigenvectors with eigenvalue l!:i: 

(• = 11(1- Q•)lei)ll2 = 1 -l(e•I4W- ·· · -l(ew-tleiW (1.38) 

Recall that the norm llvll of a vector vis (vlv)1
'

2
. 

1.2.2 Convergence of Eigenvalues and Eigenvectors 

1£ the basis { u;} for Vis complete, then we can make the eigenvalue error 17!") 

between e~") and l!:i arbitrarily small by choosing the dimension n of the subspace Vn 

to be sufficiently large. That is for each k, l!:~n) converges to Ei as n -+ oo !Gri81, 

pp. 290-292], !Wei62, pp. 89-91]. On the other hand, if the basis {u;} is incomplete, 

that is if we exclude one or more basis vectors from the set, then, in general, 4") 
converges to a value larger than Ei as n -+ oo. 

I£ the basis {u;} for V is complete, then we can make the eigenvector er­

ror d") arbitrarily small by choosing n to be sufficiently large. That is for each k, 

e~") converges to some eigenvector with eigenvalue l!:i, though not necessarily ek, as 

n -+ oo !Wei62, pp. 127-131]. 

Thus the Rayleigh-llitz method is systematic: We can, in principle, calculate 

arbitrarily good approximations to eigenvalues and eigenvectors by choosing n to be 

sufficiently large. 

In contrast, perturbation expansions usually do not provide arbitrary ac­

curacy. In general, perturbation ex.pansions are divergent asymptotic expansions in 

some coupling constant.4 Typically, for a fixed coupling constant adding terms in a 

perturbation calculation increases the accuracy up to a point, but beyond that adding 

terms actually decreases the accuracy. For large coupling constants the most accurate 

perturbation calculation is often a o•h-order one, which is usually not very accurate at 

•suppose H = Ho + (Hp.rh where Ho ia a aolvable unperturbed hamiltonian and (Hp•ot ia a 
perturbation depending on aome parameter (. Then perturbation theory expr...., any quantity f 
as a power aeries in (: /(() = /o + /J( + J,(' + · · •. The radiua of convergence of the aeries ia 
the distance to the singularity of/(() cloaest to the origin in the complex (-plane. Uaually, H ia a 
physical hamiltonian for positive(, but is unbounded below, hence unphysical, for email negative 
(. Thus/(() is poorly defined for amaH negative(, atrongly auggesting that /(() has aome kind of 
singularity at ( = 0. In thia case, the radius of convergence of the aeries is zero: The aeries ia a 
divergent asymptotic expansion. 

.. 
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all. 5 This is probably the situation with quantum chromodynamics at low energies. 

In general, perturbation theory is not a systematic method for calculating physical 

quantities in quantum theory, in the sense that arbitrary accuracy is not obtai!lable. 

1.2.3 Error Estimation 

Although, in principle, we can achieve arbitrary accuracy by taking a suf­

ficiently large n, in practice, the size of n we use is limited by the speed of current 

computer technology. Thus it is important to estimate the errors in our approxima­

tions. The usual approach is to use the Rayleigh-Ritz method to place upper bounds 

on eigenvalues and some other method to place lower bounds. One then lowers the 

upper bounds and raises the lower bounds until the desired accuracy is achieved. 

I do not take this approach for a few reasons. First, note that lower bounds 

are intrinsically more difficult to calculate that upper honmls: We cannot find lower 

hounds by simply examining some restriction Hn of H to a finite-dimensional sub­

space Vn of V. Since one can calculate numerical results only on a finite-dimensional 

snbsp&ee, one 1\eeds some additional crude information about H outside of Vn to find 

lower bounds (Wei62, p. 110]. 

For example, the metl•od of intennediate problems, originally due to A. We­

instein and then modified by Aronszajn and later by Dazley and Fox, provides lower 

bounds to eigenvalues (Sta68, pp. 381-386], (Gou66]. Dut the method requires us to 

calculate then x n matrix with elements (u;jV-1 Iu;) for i,j = 1, ... , n. Here Vis a 

positive-definite piece of H, and u 1 , u,, ... are the known eigenvectors of H0 = H- V. 

In general, computation of each matrix element requires numerical evaluation of an 

integral-·a high-dimensional integral if we are working with quantum field theory 

5 Yamazaki (Yam84] uses & combin&tion of variational &nd perturbative methods to calculate 
th< eigenvalues of"" anharmonic oscillator, my example in Section 1.1. His method shares many 
•imil!uitieo with the one I present here. He uses a variational method to optimally separate out 
" piece Ho of H, which describes a eolvable harmonic oscillator. The separation depends in a 
romplic&ted w&y on both the coupling constAnts .X,, .x. and the eigenvalue number l:. He then uses 
perturbation theory to find the corrections to the eigenvalues of Ho due to H P••• = H - Ho. His 
method gives good results for all values of .x,, .X 4 and l:, at least up to 4'"-order in perturbation 
theory. Nonethele88, I think his method still gives a divergent series: Beyond a certain point adding 
terms in his perturbation series actually decreases the accuracy. Thus his method is not, in principle, 
systematic. In practice, his method may be good enough, and it deserves further study, although 
here I do not pursue this direction. 

.. ~ 
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on a finite but large lattice. Computational considerations discourage applying this 

method to quantum field theory. 

Second and more importantly, whereas in quantum mechanics eigenvalues of 

H are physically significant, their meaning in quantum field theory is less clear. For 

example, the ground state energy has no physical significance and is conventionally set 

to zero. We will see in Chapter 3 that we need to approximate eigenvectors and matrix 

elements between eigenvectors, as well as eigenvalues, to calculate physical quantities 

in quantum field theory. Thus placing lower and upper bounds on eigenvalues is, by 

itself, of little use in quantum field theory. 

Lastly, my emphasis is on developing a method for calculating physical quan­

tities in quantum field theory. There are conceptual obstacles to doing so unrelated 

to the technical issues of how we find approximate eigenvalues and eigenvectors. In 

order to address these conceptual obstacles as quickly as possible, I sacrifice the rigor 

of the method of intermediate problems and similar methods for techniques that I 

can get to work. 

In particular, my approach to errors follows that introduced by Temple 

(Tem28] and generalized by Kato (Kat49] and others (see references therein). Sup­

pose we know H has at most one nondegenerate eigenvalue q in the open interval 

(Pk-1 'Ok+J ): 

E:k-1 ~ Pk-1 < Ek < ok+l ~ Ek+J· (1.39) 

In other words, Pk-l is a rough upper bound to Ek-l and Ok+J is a rough lower bound 

to El:+t· Furthermore, suppose that for some vector ei 

(t.H)% < (li- P~:-t)(ok+l - 4), (1.40) 

where 4 = (H).,; and we define the variance 

(t.H)2 = ((H- (H))2
) = (H2

)- (H),. (1.41) 

Then Kato proves the interval (/3~:-t, ak+1 ) contains exactly one eigenvalue q, which 

satisfies 
_ (t.Hn I I _ (t.H>% 
Ck - = ak ~ Ek ~ Pk = f:k + ==-----a- · 

O'k+J - Ck Ck- 1-'k-1 
(1.42) 

Thus if we have a rough lower bound Ok+J to E:k+t and a sufficiently good approximate 

eigenvector e;;, then we obtain a good lower bound a~ to E"k· Similarly, a rough upper 
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hound f3t-1 to Ek-1 leads to a good upper bound (3~ to q. Note that the condition 

(1.40) impJjr.s that f3t-l < o~ a.nd /3~ < Ot+l· 

Fnrthr.rmorr., the eigenvector error (t between 4 and the eigenvector et with 

cig<'nvalue Et satisfies 

I" < lEi- Wh-1 + Ot+J w + (6H)2 ~k _ I k h(0 HI - /h-J}j2 
(1.43) 

If, in addition, we know (f3t-l + Ot+J )/2 ~ "1 ~ Ek or Ek ~ "1 ~ (f3k-l + oHJ)/2 for 

some "1, then more precisely 

I" < (li- 'Y)(li + "1- Pt-1 - oHd + (t:J.HH 
~k - ( 

"1- t3k-d(oHI - 'Y) 
( 1.44) 

In particular, "1 can be oj, or /3~- Note that all of the above holds if Et is degenerate, 

so long as we know the interval (Pk-1. oHd does not contain any eigenvalues distinct 

from Et. 

The I<ato theorem can be used by itself to obtain good lower and upper 

bounds to eigenvalues: One simply searches for approximate eigenvectors with small 

variii.Jice. But I will use the Kato theorem to supplement the Rayleigh-Ritz method: 

I use the Rayleigh-Ritz method to provide upper bounds to eigenvalues and approx­

imate eigenvectors. Then the Kato theorem gives lower bounds to eigenvalues and 

hounds on eigenvector errors. 

Note that this approach is a Jjttle odd: TIH• Rayleigh-Ritz method minimizes 

i[l (within a given subspace and subject to certain orthogonality constraints), thus 

giving us the best available upper bound to Ek- But our error estimate is derived from 

t:J.H. Decreasing li might actually increase !:J.H, resulting in a better upper bound 

but a worsr. lower bound. 

Noting that !:J.H ~ 0 for any vector and !:J.H == 0 only for eigenvectors, 

one might attempt to minimize t:J.H instead. But, as I have indicated in Footnote 3 

above, it is computationally more efficient to diagonalize a matrix than to minimize 

a related function such as t:J.H. 

In my view, the eigenvector error is the most significant measure of an 

approximation and what we want to minimize. But as a practical matter, we use 

the Rayleigh-Ritz method to find approximate eigenvalues and r.igenvectors. We 

minimize the approximate eigenvalue et"1 (within a given subspace and subject to 
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certain orthogonality constraints), a quantity which we can calculate and which we 

can efficiently minimize using matrix diagonalization, rather than the eigenvector 

error d"1, a quantity which we can estimate but not calculate (unless we already 

know the exact eigenvector ek), and which we cannot efficiently minimize. That the 

approximate eigenvalues are upper bounds is a.n added bonus. 

A technical difficulty is that we need a. rough upper bound fA-1 to Ek-l and 

a rough lower bound OHJ to EHI· For f3k-l we can take a. Rayleigh-Ritz upper bound 

~to El-l· For OHJ we use a variation on Temple's work due to D. H. Weinstein 

!Wei34]: For a.ny vector e there is an eigenvalue t: satisfying 

(H) - t:J.H ~ E ~ (H) + t:J.H. (1.45) 

Thus a Rayleigh-Ritz approximation Ct+J to eH1 gives a rough lower bound Ok+J == 

Et+J - 6HH1 to Et+J· Note that for the lowest eigenvalue t:1 we take /30 = -oo; for 

the highest approximated eigenvalue En we do not compute a lower bound. 

A difficulty is that our approximations need to be sufficiently good that we 

can separate and identify different eigenvalues. With the choices above we know that 

Ek-l ~ Pt-1· We also know that OHJ ~ Ek+J• unless the Rayleigh-Ritz approximation 

to Ct+J is so crude that it is really an approximation to some higher eigenvector. If 

it happens that f3k-l ~ Ot+J, then clearly our approximations are too crude. But if 

Pt-1 < Ok+J, then it may or may not be that /3k-l < Ek < Ok+J· In principle, this 

is a difficult problem because pathological cases could arise. But, in practice, there 

is little difficulty and it is clear where the lowest handful of eigenvalues are roughly 

located. In particular, if 6Hk+1 > HEt+J -li), that is if Ok+J is closer to !l than 

Et+l, then I reject as being unreJjable the lower bound aj, to E:k provided by the Kato 

theorem. This rule of thumb seems to work well. 

In Appendix B I test my method empirically and see if bounds computed in 

this fashion are reliable and precise. 

1.3 Optimization 

We have seen that if we choose any complete basis for Hilbert space we can 

calculate approximal.r. <'igr.nvalues and eigenvectors. Moreover, we can estimate the 

., 
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<'ij\cnvaln<' <'rrors and <'igenvector errors and make these arbitrarily small by choosing 

u.,, snhspac<' dimension n to be sufficiently large. Dnt tit<' computation requires 

n(n3
) tim<': Douhling n increases the computation t.iml' by a factor of 8. On a Sun 

SPAJlCstation I+ finding all eigenvalues and f'ig<'nV<'ctors of a 1000 x 1000 matrix 

r<'quir.-s a few hours and 8 megabytes of memory using double precision arithmetic; 

a 2000 x 2000 matrix would require more than a day and 32 megahyt<'s of memory; a 

4000 x 4000 matrix would require more than a week and 128 megabyt.es of memory. 

In practice we are limited ton ~ 2000 or so. The errors in the results depend on the 

choic<' of ba.~is vectors and can vary by many orders of magnitude for a fixed choice 

of n. Thus it is essential to choose the, say, 2000 ba.~is vectors intelligently to achieve 

l.h<' most accurate results possible.6 

Ther<' are two types of cltoices we can mak<' to try to minimize errors for 

a fixe<l choice of n. First, given a complete ba.~is { u;} we are free to reorder these 

bMis vectors, that is to select which n we use. I have not seen any work on this issue 

in the quantum fiel<l theory literature. Second, the ba.~is { u;} may depend on some 

nonline&r parameters. For example, harmonic oscillator energy eigenstates depend on 

th<' frequency w. We can choose these parameters to try to minimize the errors. In 

this section I <liscuss in turn how to mak" these two types of choicPs so as to optimize 

lh<' results. 

1.3.1 Selection of Basis Vectors 

Ideally, we want to select the n basis vectors that result in the "best" ap­

proximate eigenvalues and eigenvectors. Dut the relation between the ba.•is vectors 

we select, that is the subspace Vn, and the resulting approximate eigenvalues and 

eigenvectors is very complicated. Theoretically, the Weinstein function (or Weinstein 

.Jd.enninant) describes !.his relation !Gon66]. Dut practically, the Weinstein function 

is of little use in df'vdoping an algorithm for selecting hasis vectors. It is tmfeasihle to 

•n~re I as.•ume that. we use the Householder lllgorithm 1\nd the QL algorithm wit.lt implicit shift• 
or some other 0( n3 ) method to diagonalize the matrix. There are other matrix diagonalization 
algorit.hms that require less than O(n3 ) time. If I were interested in producing num<rical results 
for, st'ly, quanturn fhrmnodynamirs, then it would he advantageous t.o use a more efficient matrix 
diogonalization algorithm. Nonetheless, there would still be some practk"l limit. t.o the number of 
hA..;;ir-: ~t.ates. 

"' 
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spend a lot of computational lime determining the best basis vectors to select. Recall 

that we still have the O(n3
) computation of diagonalizing an n x n matrix after we 

select n basis vectors. Here I take a practical approach and develop a relatively fast 

heuristic algorithm for selecting n reasonable basis vectors, but not necessarily the 

best such selection. 

What do I mean by the best selection of n vectors? I could mean the 

selection that minimizes the approximate eigenvalue e~") or the selection that mini­

mizes the eigenvalue error 'li">. But I choose it to mean the selection that minimizes 

the eigenvector error d"l. This concept is in a sense more fundamental and more 

tractable. 

In particular, consider the exact eigenvector le~) = L:, ]u;)(u;]e~). With 

respect to the basis {u;} it has components (udek)· If we want to approximate ek 

using only n basis vectors, then the natural and best choice is to select the n basis 

vectors u; with the largest ](u;Je~)ll. Then the orthogonal projection of e~ onto the 

subspace Vn, Pn]ek), normalized to unity, is the best such approximation toe~. 

This is an attractive approach because it provides an absolute notion of the 

importance or value of a basis vector: The value of a basis vector u; relative to the 

eigenvector ek is 

uk(i) = ](u;]ekW· (1.46) 

The prescription for selecting n basis vectors is to select the n with the largest values. 

If we increase the number of basis vectors to n' > n, then we select the original n 

basis vectors plus then'- n basis vectors with the next largest values.7 

But the approximate eigenvector e~") provided hy the Rayleigh-RHz method 

7 Note that an alternative approach would be to select n basis vectors so a.• to minimize the 
approximate eigenvalue<~"). Unfortunately, this idea could lead us to select a basis vector and later 
reject it. It does not provide an absolute notion of the value of a basis vector. For example, consider 
the hermit.ian operator represent.ed hy the 3 x 3 matrix 

(
0 2 0) 

H = 2 3 12 
0 12 10 

wit.h respect to the ba.•is {u 1, u,, u3 ). Suppose we lvant the minimum approximation to <1· If we 
choose just one hMis vector, thou 11 1 (<\') = 0) is betl.er than u, (<\') = 3) or U3 (<\') = 10). Dut if 
we choosr. two ha.o;is vectors, t.ltf'll u2, UJ {t:\1 ) = -6) is helt.cr than 1.11, u2 (t:~2 ) = -1) or than Ut, U3 

(<\
2

) = 0). For n = 1 we select"" but for n = 2 we reject 11 1• 
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is, in general, not P .. le~), normalized to unity, because the Rayleigh-Rjtz method, in 

fact, minimizes the approximate eigenvalue el"1 (within a given subspace and subject 

to certain orthogonality constraints), rather than the eigenvector error d"1. Never­

theless, if the approximation is good, then el"1 is close to P .. le~). normalized to unity 

[Wei62, pp. 130-131). And I always assume the approximation is good, because oth­

erwise we do not care how good~r bad~ur attempts at optimization are. Thus I 

gloss over mathematical technicalities and think of el"1 as roughly P,.lek), normalized 

to unity. 

How do we determine the value u~(i) = l(ude~)ll? If we do not know 

the exact eigenvector e~, then we cannot calculate l(u;!ekW exactly. But if we can 

estimate the approximate eigenvector "ei, for example, using perturbation theory, then 

we can use l(u;l"ei)il to estimate l(u;letW 

In particular, my approach is to first selectthe basis vector with the largest, 

or almost largest, value. Thus we can calculate e\11. Then we use perturbation theory 

to estimate the values of unselected basis vectors and select the few with the largest 

values. Thus we can calculate e\"1, ... , e~"), where n > 1. Then we reestimate values 

of still unselected basis vectors and select the few with the next largest values. Thus 

we can calculate e\"'1, ... , e~~'l, where n' > n. And so on. In this way we select 

our basis vectors a few at a time, increasing n as we do. Since we add new basis 

vectors but never reject old basis vectors as we increase n, the subspace V,. increases 

monotonically. Hence the approximate eigenvalues el"' decrease monotonically. 

In general, we are interested in approximating not just one eigenvalue and 

eigenvector but the lowest few. It is possible to estimate each eigenvalue !t and cor­

responding eigenvector e~ separately, optimizing the calculation differently for each 

k. This is a common approach and is used, for example, by Yamazaki [Yam84). But 

since the O(n3 ) computation of diagonalizing an n x n matrix produces n approxi­

mate eigenvalues and eigenvectors, it is advantageous to limit the number of matrix 

diagonalizations and approximate all desired eigenvalues and eigenvectors at once. 

Furthermore, we will be interested in calculating matrix elements between eigenvec­

tors, which is difficult to do unless all eigenvectors are expressed in terms of the same 

has is. 

Thus we begin approximating e1 • Then we increase n by adding ha.<is vee-
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tors so as to better approximate e1 until the eigenvector error (/"1 is reduced to a 

desired level. Then we increase n further by adding more basis vectors so as to better 

approximate e2 until the eigenvector error d"1 is reduced to a desired level. I assume 

the addition of basis vectors for e2 does not increase the eigenvector error for e1 • If it 

does, then we can go back to adding more basis vectors so as to better approximate 

e,. Then we improve the approximation to e3 • And so on until we have approximated 

all the interesting eigenvectors to the desired level of accuracy. 

This is the essence of my approach to selecting basis vectors, but a few 

technical questions remain. First, we start the process by selecting the basis vector u; 

such that e\11 = (udHiu;) is minimum. This basis vector might not have the largest 

value, but this is an easy and reasonable way to begin. 

Next, suppose we have already selected n basis vectors Utt .•• , u,.. We can 

calculate the approximate eigenvalues e\"1, ... , t:~" 1 and eigenvectors e\"1, ... , e~"1 by 

diagonalizing an n x n matrix, and estimate the eigenvector errors (/"1, ... , (~"1 using 

the Kato theorem. Furthermore, suppose the eigenvector errors d"1, ... , d:', are 

all better than some desired accuracy, but d"1el"+t), but this is a time-consuming 

O((n + 1)3 ) calculation. Instead we use perturbation theory to quickly estimate 

eln+l), an eigenvector of the (n + 1) x (n + 1) matrix Hn+t· I take as an unperturbed 

hamiltonian 

H~ = P,.HP,. + lu,.+l)(un+dHiun+t)(un+tl (1.47) 

and the perturbed hamiltonian is 

Hn+l = Pn+tHP,.+I = (P,. + lun+t)(un+II)H(P,. + lun+l)(u,.+JI). (1.48) 

The unperturbed hamiltonian is the block diagonal part of the perturbed hamiltonian 

(Figure 1.2). 

The first-order correction to the eigenvector e~n) is 

A (t) (n) _ lun+t)(un+dH!el"1
) 

'-' ek - ( I . 
e~" - (ttn+dHiun+t) 

(1.49) 

Thus the value of Un+t relative to ek is 

O"k(ll + 1) = l(un+tiekW ~ l(u,.+tle(n))l2 ~I (un+tiHiel"') 12 
k (n) ' 

0 k - (un+tiHiu,.+t) 
(1.50) 

"' 
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Figure 1.2: The perturbed hamiltonian Hn+l· 

which we can calculate.8 

Note that there is no conceptual problem with my use of perturbation theory 

in a variational calculation. We use perturbation theory to guide us in selecting basis 

vectors, but then our calculation of approximate eigenvalues and eigenvectors with 

the Rayleigh-Ritz method is entirely variational. We still have a method capable of 

giving arbitrarily accurate results. 

Calculating the estimate of the value is an O(n) operation, assuming we 

have already calculated matrix elements of the form (u;!Hiu;). Thus estimating the 

value of "•+ 1 relative to ek is a fast operation compared to the 0( n3
) operation 

of diagonalizing the matrix. Hence we can estimate the value of many different 

unsclected basis vectors before selecting one or more of largest value, without making 

the time of the whole algorithm worse than O(n3
). 

The estimated basis vector value is nonnegative. If perturbation theory 

works well, then the value should be much less than one. If not, then my assumption 

that the approximation is already good is false. Thus the estimated values of basis 

vectors are probably not very good. We should add the one basis vector with largest 

8 Note that the first-order correction to the eigenvalue <~" 1 is zero, but the oecond·order correction 
is 

6(21,~•) = l(un+dHie~"l)l2 
,<•1 ( I . • - Un+J Hlun+l) 

If I treated eigenv&lues "" more fundamental than eigenvectors, then I could define the value of Un+J 

r.JI\tive to •• to be -6<2)<~" 1 , that is the decrease in the eigenvalue. Dnt I do not choose this 
Ap(lro~t.ch. 
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estimated value, and hope that the revised approximations are significantly better. 

If the estimated value is much less than one, then we can add the handful of 

basis vectors with largest estimated values. The squared change in et"1, and hopefully 

the reduction in d"1, is approximately the sum of the values. If this sum is much 

less than one, then the perturbation calculation is probably still valid. But note that 

adding two or more basis vectors results in interference effects, which we neglect in 

our calculation of values and hope are small. In fact, the sum of the values should be 

less than or roughly equal to d"1. Thus we have an absolute sense of what a large or 

small value is. 

The remarks above describe my heuristic algorithm, but one technical issue 

remains: In principle, we can select. any of an, in general, infinite number of unselected 

basis vectors. But, in practice, we can estimate the value of only a finite number of 

basis vectors. In fact, if H connects each u; to only a finite number of u;, then the es-
"'1 

timated value is zero for all but a finite number of basis vectors. Nonetheless, this can 

be an unreasonably large number. In practice, we can estimate the value of only some 

basis vectors, a.nd select the best from those we consider. In Appendix A I describe 

an algorithm for systematically choosing basis vectors to consider for selection. 

1.3.2 Choice of Nonlinear Parameters 

In general, the question of how to choose the best nonlinear parameters is a 

difficult one. I review the work of others and try to provide some additional insight. 

Yamazaki (Yam84] uses a combination of variational and perturbative meth­

ods to calculate the energy eigenvalues of an anharmonic oscillator. He uses the 

harmonic oscillator ba.~is, which depends on one nonlinear parameter, the frequency 

w of the harmonic oscillator. In Chapter 2 I discuss a generalization of this basis, 

the weak-coupling basis. For each k he independently chooses the value of w that 

minimizes (u•IH!uk), which he takes as an approximation to the eigenvalue E:k· This 

is a reasonable approach, but leads to a different basis for each eigenvalue of interest. 

As I explained in the previous subsection, we want to use the same basis to approx­

imate all eigenvalues and eigenvectors. Nonetheless, we could choose values for the 

nonlinear parameters that that minimize (udHiu1), where u1 is in some physically 
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lll<'aningful ~P.nse the first ba..~is vector. 

Darewych et al. [DHK87] also use the weak-coupling basis, both for an an­

harmonic oscillator and for a real scalar field theory in the infinite-volume and con­

tinuum limits. In the case of an anha..rmonic oscillator, they observe that the larger 

k is, the slower the approximate eigenvalue £1"1 converges to the exact eigenvalue £~ 

a..~ n is increa..~ed, keeping the nonlinear parameter fixed. They al~o observe that the 

larger k is, the more sensitive is £1"1 to variations in the nonlinear parameter, keeping 

n fixed. They recommend choosing the nonlinear parameter so as to minimize the 

approximate eigenvalue £1"1 for the largest value of k of interest. But they do not 

specify which value of n should be used when doing so. 

Both Yamazaki and Darewych et al. focus on the eigenvalue error. But 

as I discussed in the previous subsection, the eigenvector error is in a sense more 

fundamental. 

Thus consider the value u~(i) = l(u;le~)l2 of the basis vector u; relative to 

the eigenvector e~. What can we say, in general, about the values u~(i) for fixed k? 

The values are all between 0 and 1, and they sum to. L Assume that the u; are in 

order of decreasing value: O'k(1) ~ u~(2) ~ ---- I hypothesize that u~(i) decreMes 

exponentially with i, keeping k fixed, at least roughly. 1£ uk(i) decreased slower, 

then the sum would diverge. If u~(i) decreased faster, then effectively all but a finite 

number of u•(i) would be zero, which is unlikely unless the hamiltonian is exactly 

solvahle. 

If my hypothesis is true, at least roughly, then it gives us a way to measure 

how good a particular basis is and to estimate how many basis vectors are needed to 

approximate an eigenvector to a given level of accuracy. In particular, suppose that 

uk(i) ~ e-<"•i+••l, (L51) 

at least for large i. Then the value of the basis relative to the eigenvector e• is O'k- The 

larger O'k is, the faster the basis vector values O'k(i) decrease as i increases, keeping k 

fixed. We can estimate the basis value O'k by fitting a straight line to lnl(u;let"l)ll, 

where we approximate e~ by e1"1 for some moderate value of n, say, n = 10 or 100. 

Suppose that we select the first n hasis vectors. Then the approximate eigen­

vector is roughly Pnlek), normalized to unity, as I argued in the previous subsection. 
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Then the eigenvector error is 

00 00 e-[ ... (n+I)+~.J 
(!"1 ~ ""'l(u;lek)ll ~ ""'e-<"•i+••l = - (1.52) 

L.. L.. 1- e-"• 
i:n+l i=n+t 

If the basis value Uk is small, then we must choose a large value of n to reduce the 

eigenvector error to a desired level. 

So how do we choose nonlinear parameters? Suppose we are interested in 

only, say, the first eigenvector e1 . We fix particular values for the nonlinear parame­

ters; calculate e~n) for some moderate value of n, using the methods of the previous 

subsection to select basis vectors; and estimate the basis value u1 using e~n). We 

repeat these calculations using different values for the nonlinear parameters, until we 

maximize the basis value u1• Finally, we fix the nonlinear parameters and increase n 

to a large value, again using the methods of the previous subsection to select basis 

vectors. 

But we really are interested in more than one eigenvector. The observa­

tion of Darewych et al. regarding the convergence of approximate eigenvalues can be 

reexpressed using my concepts: For large i, if k < k', then O'k(i) < O'k•(i), that is 

O'ki + Tk > O'k•i + Tk•· There are two possible explanations for this phenomenon. It is 

possible that Uk > Uk•: The components of e• decrease faster than the components 

of e••· It is also possible that O'k = O'k•, but Tk > Tk•: The components of e• and ek' 

decrease at the same rate, but those of ek' "lag behind" those of e•-

Empirically, the latter possibility seems more likely, as I show in Appendix B. 

In this case, the basis has the same value O'k relative to any eigenvector e._ We can 

define the unqualified value the basis as the common value of Uk- Thus we should 

choose nonlinear parameters so as to maximize the value of the basis, which we can 

take as the value u 1 of the basis relative to the lowest eigenvector e1 . Thus the 

recommendation of Darewych et al. for choosing the nonlinear parameters using the 

largest eigenvalue of inl.crest is mistaken. 

But the discussion above assumes that we are primarily interested in the 

asymptotic behavior of errors. In practice, we may never use an n large enough to see 

this behavior. For small i, the values uk(i) do decrease at different rates for different 

k. In this case, Darewych et a.l. may be correct: We should try to minimize the value 

O'k o£ the ba..~is relath·e to the eigenvector ek for the largest k of interest. 
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In this section I have described reasonable heuristic algorithms for selecting 

basis vectors and for choosing nonlinear pa~ameters so as to minimize eigenvector 

errors. In Appendix D I test the algorithms and see if they work well in practice. 

1.4 Nature of Variational Methods 

In this chapter I have presented a general method for approximating eigen­

values and eigenvectors of a hermitian operator, which can, in principle, give arbitrar­

ily accurate results. I have shown how to estimate the errors in the approximations 

and how to optimize the method to reduce these errors. Here I conclude by putting 

the method in perspective and discussing the nature of and outlook for variational 

methods. 

In essence, all variational methods consist of somehow selecting a vector ei 

in a finite-dimensional subset W of Hilbert space V, which is an approximation to 

the exact eigenvector e~. It is clear that the approximation will be poor unless W 

contains a good approximation to e~. In general, V is infinite-dimensional: There is 

a lot of space in Hilbert space, a lot of remote corners. In order to specify e~ exactly, 

one has to specify an infinite number of coordinates exactly. We need to be fortunate 

in order to well approximate e~ with a vector in W, that is with a finite number of 

coordinates. 

For example, co'lsider the !-dimensional anharmonic oscillator discussed in 

Section 1.1. There we well approximated the ground state by varying only one pa­

rameter, the frequency w. But there we knew from elementary considerations that 

the ground state wave function was symmetric about q = 0, peaked at q = 0 and 

rlecrea.~ed monotonically to zero as q --+ ±oo. In other words, it looked more or less 

like a gaussian. In addition, we specified the width with w and specified the height 

hy requiring the wave function to be normalized to unity. Thus we pretty m~ch knew 

what the wave function looked like. Perhaps our trial wave function peaked a little 

too low and had tails that dropped off a little too slowly, but we had roughly the 

correct wave function. 

Dut consider some kind of anharmonic oscillator in, say, 1000 dimensions. 

The wave function depends on q, a 1000-dimensional vector. The ground state wave 
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function is symmetric about q = 0, peaked at q = 0 and decreases monotonically as 

q --+ oo in any direction. In other words, it looks more or less like a multi-dimensional 

gaussian: 

,P(q) ~ee-l L;W;ql 
' (1.53} 

where w is a 1000-dimensional vector and 9 is a normalization factor. Suppose we line 

tune each of the 1000 components of w to get the width of the gaussian about right 

in each dimension. As in the !-dimensional case, our trial wave function does not 

peak quite right or drop off quite right. So there is a small error in each dimension. 

But 1000 small errors add up to a big error! Even though we have line tuned 1000 

parameters, our approximation is not very good at all. 

The problem is that infinite-dimensional Hilbert spaces have a lot of space­

and some have a lot more than others. The Hilbert space for the !-dimensional oscil­

lator is infinite-dimensional, but in some loose sense it is effectively low-dimensional: 

The ground state for any reasonable potential can be well approximated by specifying 

only, say, 10 parameters. But the Hilbert space for the the 1000-dimensional oscillator 

is "1000 times more infinite" than the Hilbert space for the !-dimensional oscillator.9 

It is effectively high-dimensional in the sense that we probably need to specify more 

than 1000 X 10 = 10000 parameters to well approximate the ground state. 

There are a couple of points here. First, we cannot use variational methods 

blindly and expect good results. We need to use all available physical insight to come 

up with a subset W of trial vectors that have a reasonable chance of being close to 

the desired eigenvectors. Second, variational methods will not work very well if the 

Hilbert space is effectively very large, unless by chance a desired eigenvector is near 

one of our trial vectors, for example, near a gaussian. 

For example, the Hilbert space for a real scalar quantum field theory in 1 + 1 

spacetime dimensions in the continuum limit with finite volume is "infinitely more 

infinite" than the Hilbert space for the !-dimensional oscillator. And with infinite 

volume it is "infinitely, infinitely more infinite." It is naive to suppose we could 

do much by varying just a handful of parameters: Hilbert space is just too big. A 

9The Hilbert space V"100 for the 1000-dimensional oscillator is the 1000-fold tensor product of 
the Hilbert space V1 for the !-dimensional oscillator: V1000 = V1 ® · · · ® V1• If the dimen•ion of V1 

is n, th~n t.he dimen ... ion o£ V1000 is n1000. 
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rdlrction of this problem is the insignificance of finite energy excitations compared 

to thr infinite ground state energy noted by Darewych et al. IDHI<87). Another 

reflection is Feynman's frustration with the sensitivity to high frequ<'nries: He tried 

to adjust the physically interesting low frequencies in trial wave functions, but his 

results were swamped out by high frequency effects 1Fey87). 

I am convinced that all attempts to apply variational methods directly to 

quantum field theory in the continuum limit are hopeless. Dut variational methods 

applied to finite models of quantum field theory, for example, quantum field theory 

on a finite lattice, have some hope of success. It all depends on how effectively large 

the Hilbert space is. If the theory can be well modeled by a lattice theory with, say, 

10 points, then variational methods can be successful. Dut if, say, 10000 points are 

required, then variational methods are hopeless. The problem is that for most classes 

of quantum field theories, we can choose values for coupling constants such that there 

are interesting phenomena at many different length scales. In this case, we need many 

lattice points to well model the physics and variational methods fail. 10 

In particular, it might be that quantum chromodynamics is an extremely 

complicated theory that cannot be modeled by just a handful of parameters. Varia­

tional methods-and perhaps all other methods-might simply not work. The world 

might br a stranger place than we can describe. 

Dut I am getting ahead of myself. Variational methods certainly work for 

fre<' firld theories, in which all of the eigenstates are gaussian wave functions. And 

I expect variational metho<is to work for a cla.~s of quantum field theories with cou­

pling constants in certain ranges. In the following chapters I attempt to realize that 

<'Xp<'d.a lion. 

10 Dut. •~~ Wilson's id~RS "bout ),.t.tirc• in IWil89). 

Chapter 2 

Hamiltonian Lattice Field Theory 

In Chapter 1 I developed a general method for finding approximate eigen­

values and eigenvectors of a hermitian operator. The method requires a hermitian 

operator H on a Hilbert space V, a complete orthonormal basis { u;} for V, and matrix 

elements (u;IHiu;). I£ we want to estimate errors, we also need the variance (6.H)1 

of each approximate eigenvector. In this chapter I discuss a class of theories, real 

scalar quantum field theories on a finite lattice, to which I apply the method. In 

Section 2.1 I introduce the hamiltonian formulation of the theories. In Section 2.2 I 

discuss various bases I might use and argue for a particular choice, the weak-coupling 

basis. In Section 2.3 I describe how to calculate matrix elements, variances and other 

interesting quantities using the weak-coupling basis. 

2.1 Real Scalar Quantum Field Theory 

Since my aim is not to solve a particular theory, such a.~ quantum chromody­

namics, but to develop a general method for solving any theory, I apply my method to 

the simplest class of quantum field theories: theories of a single real scalar field. This 

class includes theories with interesting phenomena, such as bound states and spon­

taneous symmetry breaking. The generalization to several bosonic or fermionic fields 

is straightforward, but I prefer to avoid the technical complications of several fields. 

This section reviews real scalar quantum field theory, first a.~ an infinite-volume, 

27 
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continuum theory and then as a finite-volume, lattice theory. The key results are 

Equations (2.25), (2.26c), (2.27) and (2.28c), which describe the finite-volume, lattice 

throry in terms of free particle destruction and creation operators. 

2.1.1 Infinite-Volume, Continuum Theory 

I begin by presenting the theory in the infinite-volume and continuum lim­

its. I work in a spacetime with d dimensions: d - l spatial dimensions, which are 

unbounded and continuous, and l temporal dimension, which is unbounded and con­

tinuous. The metric on spacetime is g,..,. I assume spacetime is flat: 

l -1}. =diag{+l,~ 
g,.., d-1 tim .. 

(2.1) 

Note that I work in units such that 1i = c = l. 

The real scalar field</> is defined at each spacetime point x, and is unbounded 

and continuous. 

The theory is defined by the lagrangian density 

c = ~.x~8,.<!>8"4>- V(<f>), (2.2) 

where .X• is a coupling constant and V(<f>) is a potential density. I assume Vis an 

entire function of</>, that is V has a power series expansion in </>with an infinite radius 

of convergence: 
00 

V(<f>) = L .xk.x:'2<f>k. (2.3) 
k=O 

I have introduced factors of .X• for later convenience: Changing .X~ is equivalent 

to rescaling the field </>. The theory is a free theory for a particle with mass m 

if V(<f>) = ~m2 .X~t/>1 . In the special case of d = 0 + l spacetime dimensions, the 

theory describes a single particle of mass .X• in the potential V(t/>), where </>is the 

1-climensional position of the particle. 

The energy-momentum tensor is 

9""=_.!!!:_8"-L-g""C=-X 8''-L8"-L_ ""C. 
iJ(iJ,,t/>) '+' ~ '+' '+' g 

(2.4) 
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Since the lagrangian density does not depend explicitly on the spacetime point x, 

the energy-momentum tensor is a set of conserved currents. In particular, the total 

energy at time t, 

H= ~~-•xeoo= ~~-•x [~.x~~2+~-X~(Vt/>)2+ ~.xk.x!'2<1>k]' (2.5) 

and the ith component of the total momentum at time t, 

P; = j ~-•x 9°; =- j ~-•x .X~~8;t/>, (2.6) 

are conserved quantities. As usual, ~ = CJot/> is the time-derivative of </>. 
The canonical momentum density conjugate to </> is 

8c . 
11"=~=-X~<f>. 

8</> 
(2.7) 

The hamiltonian describes a quantum theory if we interpret </> and 11" as operators on 

a Hilbert space that satisfy the canonical commutation relations at timet, 

[t/>(x), 7r(x1) = i.Sd-'(x-x'), [<f>(x), <f>(x')] = (1r(x), 1r(x')) = 0. (2.8) 

The hamiltonian of the theory at time t is the total energy expressed as a function of 

</>and w: 

H= ~~-lx [!.x;I,.2+P~(V<f>)2+ ~.Xk-Xi24>k]. (2.9) 

Similarly, the ith component of the total momentum at time t expressed as a function 

of</> and 11" is 

P; = - J ~-IX 11"(8;</>); (8;</>)11". . (2.10) 

The momentum p is a vector in an unbounded and continuous (d -I)­

dimensional space, the dual space of physical space. I define the spatial Fourier 

transforms ~ and if of </> and 7r, respectively, at time t: 

~(p) = J ~- 1 x t/>(x)e-iPX, <f>(x) = J (~-)~~~ ~(p)e+ipx, (2.11a) 

• J wl-1 -ip·X J dd-lp • +ip·X 1r(p) = a- x 1r(x)c , 1r(x) = (
2
,.)d-t 1r(p)e · (2.llb) 

They satisfy the commutation relations at time t, 

[~(p), ir(p')] = i(211")d-l.sd-t(p+p'), [~(p), ~(p')] = (ir(p), ir(p')] = 0. {2.12) 

Since</> and 11" are real (hermitian), ~1 (p) = ~(-p) and ir1(p) = ir(-p). 
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In terms of ~ and ir, the hamiltonian at time t is 

/{ = J d"-lp (!~-l;rt;r + 1jpj2~ itl) 
(211")d-l 2 ~ 2 o/>'1' 'I' 

~ ttzf d"- 1PI d"-1Pt d-1 d-1 - -
+ L... ~t~~ -- · · · -- (21r) fJ (PI+··· +Pt) ¢>(pt) · · · ¢>(Pt) 

ho (h)d-1 (21r)d-1 

and the ith component of the total momentum at time t is 

·j .r-•p ;rt~- ~t;r 
P; = -t (21r)d-1 p; - . 

(2.13) 

(2.14) 

In order to define free particle destruction and creation operators, I introduce 

an arbitrary parameter p, the mass of fictitious free particles, and divide H into a 

free part Hr....,(ll) and an interacting part H;n1(p): 

H = Hr..,.(P) + H;nt(IJ), 

Hr..,.(p) = j d"-lx B~;1,..z + !~~(V¢>)7 + !P,~o~>¢>,], 

H;nt(P) = jcr-1x [-!p7 ~6 ¢>7 + f:~t~!'2 q,k]. 
l=O 

(2.15) 

(2.16) 

(2.17) 

Then I define the destruction operator a(p) and the creation operator a'(p) for a free 

particle with momentum p at timet in the theory described by Hr....,(ll): 

where 

a(p) = ~£-(d-1){2 [ .jw(p)~~ ~(p) + ~ir(p)] • 

a'(p) = ~L-(d-1)/2 [ .jw(pp~~(-p)- ~ir(-p)]' 
~( ) = 1 L(d-1)/l[a(p)+a'(-p)], 

p J2w(pp~ 

ir(p) = -iJw(~)~o~> £!d-t)f2[a(p)-a'(-p)], 

w(p) = Jjpj2 + 112 

(2.18a) 

(2.18h) 

(2.18c) 

(2.18d) 

(2.19) 

is the energy of a free particle with momentum p. The destruction and creation 

operators satisfy the commutation relations at time t, 

[a(p),a'(p')] = L-(d-l)(27r)4- 164- 1(p-p'), [a(p),a(p')] = [a1(p),a1(p')] = 0. (2.20) 
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Here £ 4- 1 is the volume of space, which for now I take to he infinite. Thus a and at 

are, strictly speaking, not well defined. But as defined they are dimensionless. In the 

next subsection we see that this definition leads to convenient commutation relations 

in the finite-volume theory, Equation (2.25). 

In terms of a and a I, the hamiltonian at time t is 

J 
dd-1 

H = Ld-1 (21r)d~l w(p) (a'(p)a(p) + ~] 

+ ~ 2-t/7 (~ _ !,l[J ) £(t{2){d-I)J ,r1-
1
P1 ... ,ri-

1
Pt 

~ l 2'" l,2 (211")d-1 (211")d-1 

x { (211")4
-
164

- 1(PI + · · · +Pt)w(pl)-112 · · ·w(pt)-112 

X [a(pt)+a1( -pt)] .. · [a(pt)+a1( -Pt)] }. (2.21) 

where the -~ll2 ~64>7 term in H;n1(p) is absorbed into the ~2 term. Similarly, the ith 

component of the total momentum at time t is 

P; = L4
-

1 J (~-)~~1 p; a1(p)a(p). (2.22) 

Observe that all factors of~~ have disappeared in H and P;. 

Finally, note that each component P; of the total momentum is conserved. 

In addition, if the potential density V(t/>) is even in</>, V( -¢>) = V(t/>), that is if V(¢>) 

involves only even powers of ¢>, then parity is also conserved. Thus Hilbert space 

breaks into sectors of definite momentum and, if V is even in ¢>, definite parity. The 

hamiltonian can he viewed as a block diagonal matrix, one block per sector. When 

I apply the methods of Chapter 1, I will always focus attention on a specific sector 

and treat H as being restricted to that sector. For example, I will look for energy 

eigenstates with zero total momentum and even parity. In Section 2.2 I look for a 

basis for Hilbert space that reflects the symmetries of the system. 

2.1.2 Finite-Volume, Lattice Theory 

I argued in Section 1.4 that variational methods applied to quantum field 

theory have no hope of success unless applied to finite models of the theory. Fur­

thermore, the infinite-volume and/or continuum forms of the theory are plagued with 

various divergences and renorma.lization problems, which make them unsuitable for 
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Infinite Volume 

J d"-•p 
(21r)d-l 

(211" )d-l,sd-1 (p) 

(21r)d-l-!­
.5¢>(p) 

.._.. 

.._.. 

+---+ 

Finite Volume 

L-(d-1) L 
p 

Ld-1.5P 

Ld-•-!-
8¢>P 

Table 2.1: Translations between the infinite-volume and finite-volume theories. 

numerical methods. Here I rewrite the real scalar quantum field theory discussed 

above as one on a finite lattice. We do not need to rederive the theory: We merely 

need to reinterpret the formulae for the infinite-volume, continuum theory as formulae 

for the finite-volume, lattice theory. 

Suppose space rather than being unbounded is bounded with extent L in 

each dimension. Thus the volume of space is Ld-l. We approach the infinite-volume 

limit u L -+ oo. I impose periodic boundary conditions on space by identifying 

each point x with the point x + Li, where i is a unit vector in the ith direction. 

All formulae involving x are unchanged, except that spatial integrals are now over a 

finite volume, and we need to keep in mind the periodic boundary conditions when 

interpreting spatial delta. functions and derivatives. 

If physical space is bounded, then momentum space, the dual space, is dis­

crete with lattice spacing 21r I L. In particular, each component p; is 211" I L times 

an integer. We need to reinterpret momentum integrals as sums, momentum Dirac 

delta functions as Kronecker deltas, and functional derivatives with respect to func­

tions of p as partial derivatives. The translations between the infinite-volume and 

finite-volume theories are summarized in Table 2.1. 

Suppose space rather than being continuous is a. discrete lattice with spacing 

a. Thus the volume of a. lattice cell is ad-•. In particular, suppose each component x; is 

a times an integer. Then we need to reinterpret spatial integrals as sums, spatial Dirac 

delta. functions as Kronecker deltas, functional derivatives with respect to functions of 

x as partial derivatives, and spatial derivatives as finite differences. The translations 

hetween the continuum and lattice theories are summarized in Table 2.2. 
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Continuum Lattice 

j d"-•x .._.. ad-IL 
X 

,sd-•(x) .._.. a-(d-l),sx 

.5 -<d-1) a 
.5¢>(x) 

+---+ a 8¢>x 

8;¢>(x) +---+ a-• (¢>x+oi- 4>x) 

]p]l +---+ a-1 L (2- 2cos(p;a)] 

Table 2.2: Translations between the continuum and lattice theories. 

If physical space is discrete, then momentum space, the dual space of phys­

ical space, is bounded with extent 21r I a in each dimension. We approach the contin­

uum limit, that is the infinite momentum cutoff limit, as a -+ 0. Then momentum 

space has periodic boundary conditions: Each point p is identified with the point 

p + (21rla)i. All formulae involving pare unchanged, except that momentum inte­

grals are now over finite volume, and we need to keep in mind the periodic boundary 

conditions when interpreting momentum delta functions. 

Note that the correspondences between the infinite-volume a.nd finite-volume 

theories or the continuum and lattice theories are such that all quantities retain the 

same engineering dimensions. 

We could consider a finite-volume, continuum theory (L < oo,a = 0) or an 

infinite-volume, lattice theory (L = oo, a > 0), but I want to consider finite-volume, 

lattice theories (L < oo, a > 0). In this case, Land a are related: Lla is an integer, 

the number of lattice points in any given direction. The total number of lattice points 

is N = (Lia)d-l_ The total number of momenta is also N = ((21r la)l(2n"/ L)]d-l_ 

As an example of the translation of formulae from the infinite-volume, con­

tinuum theory to the finite-volume, lattice theory, the commutation relations (2.8), 

(2.12) and (2.20) at timet translate to: 

(!/>x, 1rx•] = ia-(d-l).Sx,x•, (¢>x, !/>x•) = [1rx 1 ll"x•] = 0, (2.23) 

~~P• ii"p•] = iLd-I.Sp,-p•, [~p.~p•] = (ii-p,ii"p•] = 0, (2.24) 
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[ap, a~,] = .Sp,p•, [aP, ap.] = [a~, a~.]= 0. (2.25) 

Similarly, Equations (2.9), (2.13) and (2.21) for tlte hamiltonian at timet translate 

to: 

H =ad-I~ [ ~.\; 1 1r! + ~a-2 .\~ ~(¢x+•i- ¢x)2 + ~ .\k.\:12 ¢~] 

= L -(d-t) ~ { ~.\; 1 i~iP + ~a-2 .\~ ~ [2- 2cos(p;a)] ~~~P} 
~ , ,t/2L(t-t)(d-tl ~, ;, l 

+ L..., AkA~ L..., Vp,+···+P• 'I'PI ''' 'I'P• 
k=O p,, ... ,p. 

= L:wp (a~ap + n 
p 

CIO 

+ LTk/2 (.\,- !1'26t,2) L(t-if2)(d-t) 
k=O 

"'t5 -1/2 -1/2 ( I ) ( t ) x L..., P•+···+P•wp, ···wP• ap,+a-p, ... aP.+a-P• , 
p ...... p. 

(2.26a) 

(2.26b) 

(2.26c) 

where Equation (2.19) for the energy of a free particle with momentum p translates 

to: 

Wp = ,/a-2 L [2- 2cos(p;a)] + 1'2. (2.27) 

Finally, Equations (2.10), (2.14) and (2.22) for the ith component of the total mo­

mentum at timet translate to: 1 

P; = -ad-2 L 1rx(¢x+ai- ¢x) ~ (¢x+•i- ¢x)1fx (2.28a) 
X 

., l . 
= -iL(d-tiLP• ,..p'l'p-¢~*p 

p 2 
(2.28b) 

= Lp;a~aP. (2.28c) 
p 

1In fact, oince opace is now discrete, Noether'• theorem fails for P;: P; in terms of 1/> and .. , 
Equation (2.28a), io not conBerved, "" can be directly verified. NevertheleSB, P; in terms of ~ and 
i, Equation (2.28b), and P; in terms of o and of, Equation (2.28c), are equal and are conserved, 
1\8 io clear from the ll•tter expression. The discrepancy is explained by ob!lerving that wherel\8 P; 
in term• of 1/> and 1r is an exact translation of the corresponding expression in the infinite-volume, 
rontinuum theory, P; in term• of~ and i or o and of is not. In the exact tran<lation, p; would 
be replaced by o- 1 oin(p;o). Thuo I will use P; only in terms of~ and i or a and al, since these 
forms are conserved, and not worry about their origin. Note that t.bere is no similar problem with 
t.he hamiltonian, since time ie &till continuous. 
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In this section I introduced real scalar quantum field theory on a finite lat­

tice, which is specified by the hamiltonian (2.26). The theory describes N identical 

oscillators, one at each lattice point, with nearest neighbors being coupled together. 

Two viewpoints are possible. The first is that the theory is a well defined, finite 

quantum mechanical theory of coupled oscillators. The theory is unrelated to any 

quantum field theory but is interesting in its own right. In this case there is no 

difficulty in interpretation: We are interested in finding energy eigenvalues and eigen­

states, which corresponds to different modes of the oscillators. I take this viewpoint 

in Appendix B, where I present numerical results of applying the method to simple 

quantum mechanical systems. 

The second viewpoint is that the theory is a finite approximation to some 

infinite-volume, continuum theory. In this case we want to interpret the theory in 

terms of physical particles, bound states and scattering amplitudes, which I show how 

to do in Chapter 3. 

2.2 Choice of Basis 

Now that we have a hamiltonian H on a Hilbert space V, we need to choose 

a complete, preferably orthonormal basis {u;} for V. In this section I consider a few 

different bases that could be used, and argue for my cltoice, the weak-coupling basis. 

There are a few criteria that guide the choice: First, of course, the basis must 

be complete--a finite number of ad hoc parameters that describe a finite-dimensional 

submanifold of V do not lead to a systematic calculation, one that can achieve ar­

bitrary accuracy. Second, the basis must permit numerical calculation: A computer 

can only store and manipulate a finite number of quantities. Third, the basis should 

reflect the symmetries of the system, that is each basis state should have definite 

momentum and parity. Lastly, the basis should be "good" in the sense of Section 1.4, 

that is it should be possible to well approximate the lowest several eigenstates of the 

system using a small number of basis states. To this end it is helpful if the basis 

depends on one or more nonlinl'ar parameters that can be adjusted to better fit the 

ba.~is to the system. 

In general, a basis for Hilbert space is determined by a complete set { 0;} of 
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commuting operators. Then the basis consists of states I{ o;}) that are simultaneous 

eigenstates: Oll{o;}) = oll{o;}) for each k. A basis state is fixed by specifying an 

eigenvalue o; of the operator 0; for each i. 

2.2.1 Configuration and Conjugate Momentum Bases 

For example, the operators {4>x}, or equivalently {Jp}. determine a basis, 

the configuration basis. In particular, a basis state 14>) is fixed by specifying the field 

value 4>x for each point x. Recall that X can be any one of N lattice points. Then an 

arbitrary state is 

It/>) = J dN4> 14>){4>11/>), (2.29) 

where t/>(4>) = (4>11/>) is the configuration wave function. 

Unfortunately, the configuration basis is unsuitable for numerical methods: 

Each basis state 14>) is unnormalizable and corresponds to a Dirac delta wave func­

tion. The problem is that the spectrum of each operator 4>x is continuous. Only 

superpositions of an infinite number of basis states, that is wave functions that are 

nonzero for an infinite number of configurations, are normalizable. But a computer 

cannot directly store or manipulate such a function. 

Similarly, the operators { lT,.}, or equivalently { i P}, determine a basis, the 

conjugate momentum basis. But this basis is also not suitable for numerical methods. 

2.2.2 Hamiltonian Power Basis 

Another possible basis is the set {HlltJ>o) : k = 0,1, ... }, the hamiltonian 

power basis, where 1/>o is some state that has nonzero overlap with the lowest energy 

eigenstate e1 within a particular sector: (etltbo) =F 0. This basis is suggested by 

considering the heat kernel e-IH = Ll p( -t)l Hk, which projects out the lowest 

energy eigenstate within a given sector in the limit t -+ oo. Duncan and Roskies 

purport to use this basis [DR85a, DR85b, Dun85, Dun87), but, in fact, use a different 

but related basis. A problem is that Hlltl>o) is very difficult to calculate for even 

modest k. More importantly, the hamiltonian power basis is, in general, not complete. 

It can be used to approximate the lowest energy state within a particular sector to 
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arbitrary accuracy, but not necessarily excited states. Thus this basis cannot be used 

for a systematic calculation of approximations to excited states. 

2.2.3 Strong-Coupling Basis 

A promising basis is the strong-coupling basis. We can rewrite the hamilto­

nian (2.26a) as 

H = LHx + Hcont (2.30) 
X 

H _ ad-t [!~-171"2 + (d _ l}a-2 ~ -~.2 + ~ ~ ~l/2-~ol] 
x - 2 41 x ~lf'x L......J lc ~ Y'x ' 

l=O 
(2.31} 

Hcon = -ad-l ~4> L L 4>x4>x+ai · (2.32) 
X 

The Hilbert space V is the tensor product of identical Hilbert spaces, one for each 

lattice point: V = ®x V •. Each hamiltonian H,. acts on the corresponding Hilbert 

space V,.. Thus H can be separated into a sum of identical one-dimensional quantum 

mechanical hamiltonians Hx, one for each lattice point, except a .piece H<on that 

connects adjacent lattice points is left over. The strong-coupling basis is determined 

by the commuting operators {H,.}. In particular, if {el} is a set of eigenstates for 

H,., then a basis state lk) is fixed by specifying k,. for each lattice point x, that is by 

choosing an eigenstate el, of H,. at each lattice point x. 

The strong-coupling basis is amenable to numerical methods. Moreover, 

the basis is "good" to the extent that the eigenstates el of Hx reflect the coupling 

constants of the system. Also, we expect the basis to work well when Hcon. is negligible, 

that"is in the strong-coupling limit. 

But the basis has a few problems. First, we must compute eigenvalues and 

eigenstates of H,., a one-dimensional quantum mechanical hamiltonian, and compute 

the 4>x4>x+ai matrix elements between these eigenstates. In general, this can be done 

numerically to high accuracy, for example, by solving the ordinary differential equa­

tion associated with H,. and then evaluating integrals to get matrix elements. This 

is not a real problem, but merely a messy technical issue. 

Second, the basis states have definite parity but not definite momentum. 

Nevertheless, states of definite momentum can be constructed by superposing spatial 
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translationR of a single state. Again, this is not a real problem, but merely a technical 

complication. 

Third, the ba.~is states reflect primarily short-range correlations, that is high­

momentum behavior. 1£ a basis state has excitations at only & few lattice points, then 

it will have correlations over distances of only a few lattice spacings. Since we are 

mainly interested in long-range, that is low-momentum, behavior, the strong-coupling 

basis is dubious. 

Lastly, the arguments of Section 1.4 suggest that solving quantum field the­

ory in the strong-coupling limit may be exceedingly difficult. It is perhaps overly 

optimistic to jump directly to this limit. I choose to work in the weak-coupling limit, 

where we understand things, and then see how far I can push the coupling constants. 

The strong-coupling basis has been used by Kovarik et al. [KDK85, KDK86), 

but I choose not to use it for the reasons above. 

2.2.4 Weak-Coupling Basis 

The wP-ak-coupling basis, also know as the Fock basis, is determined by the 

free pa.rticle number operators {a~ap}· A basis state A is fixed by specifying the 

number Ap of free particles with momentum p for each p. Since the field is a scalar, 

the particles are bosons, so each Ap can be any nonnegative integer. In particular, 

we can construct the state A by applying creation operators to the vacuum IOi I') for 

free particles of mass 11: 

lA) = II (Ap!t 1 ,(a~)A•Ioi 11). (2.33} 
p 

Defined in this way the states are orthonormal: 

(AID) = 6A,B· (2.34) 

When applied to the state A, the operator a~aP gives the number of particles with 

momentum p, and the operators aP and a~ destroy or create one free particle with 

momentum p, respectively: 

a~aPIA) = ApiA), (2.35} 
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ap[A) = .j)\;[A'), 

a~[A) = .j Ap + 1[A'), 

p'- ' 
where A' _ { Ap - 1 

Ap, 

P'- ' 
where A' _ { Ap + 1 

Ap, 

if p' =Pi 

otherwise, 

if p' =Pi 

otherwise. 
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(2.36) 

(2.37) 

In pa.rticular, we get zero when we apply aP if Ap = 0, that is when we try to destroy 

a nonexistent particle. 

The weak-coupling basis is complete, and is amenable to numerical methods. 

Furthermore, basis states do possess definite total momentum P; and parity R: 

P;IA) = (~ App;) [A), 

RIA)= (-1)I:•A·IA). 

(2.38) 

(2.39} 

In other words, the total momentum of a state is the sum of the momenta of the 

particles in the state, and the parity of the state is even (odd) if the number of 

particles in the state is even (odd). Recall that momentum space is periodic, so the 

sum in the total momentum (2.38} must be interpreted mod 21r fa. 
In the case of zero coupling, that is a free theory, the weak-coupling basis 

states are, in fact, energy eigenstates, as can be seen from the hamiltonian (2.26c), 

so long as we choose ~~~2 = ).2 = ~m2 • Thus we expect the basis to work well for 

weak coupling. Furthermore, since the basis depends on a nonlinear parameter I'• 
the mass of fictitious free particles, we might be able to adjust 11 so that the basis 

works well for moderate or strong coupling. We expect weak-coupling basis states to 

reflect long-range behavior, since free particles of definite momentum are completely 

nonlocalized. Lastly, in Section 2.3 we see that all calculations with the weak-coupling 

basis can be done efficiently using only algebraic operations: No numerical integration 

nor numerical solution of differential equations is required. Thus for all these reasons, 

I choose to work with the weak-coupling basis. 

2.3 Weak-Coupling Basis Calculations 

In order to apply the variational methods of Chapter 1 to real scalar quantum 

field theory using the weak-coupJjng basis, we need to calculate hamiltonian matrix 
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clements between weak-coupling basis states. In addition, in order to estimate errors, 

we need to calculate the variance (fl.H)2 of each approximate energy eigenstate. In 

order to calculate physically significant quantities in quantum field theory, we need 

to calculate ~P matrix elements between (approximate) energy eigenstates, as we 

will see in Chapter 3. We may also be interested in calculating, say, (t/lxt/lx•) in the 

vacuum state. In this section I discuss the technical details of how to perform these 

c~kulations efficiently. 

2.3.1 Calculation of Hamiltonian Matrix Elements 

In this subsection I show how to calculate the matrix element (BIHIA). The 

kE-y results are Equations (2.46b), (2.47) and (2.49). 

We want to calculate (BIHIA) = (BIHr ... + H;ntiA), where A and B are 

Relected weak-coupling basis states. Recall from Equation (2.26c) that 

Hr ... = Lwp (a~ap + D, (2.40) 
p 

00 

H. _ "" ,, ""c -1/2... -1/2 ( + I ) ... ( + I ) (2 41) 
mt - L....J "lr L....., 0 Pt+···+P• WPt WP• 0 Pt 0 -Pt aPA a_P• ' . 

lr=O Pt····•P• 

where I define 

.\~ = 2-t/2 (.\t _ ~ 11 2 6t,2) L<•-t/2)(4-•J. (2.42) 

Note that (BIHIA) = 0 unless A and Bare in the same sector-that is have the same 

total momentum and, if the potential density V(t/1) is even in t/1, the same parity-as 

I assume in what follows. 

Using the orthonormality condition (2.34) and the number operator rule 

(2.35), we see that 

(BIHr~.IA) = 6B,A L Wp (Ap + n. (2.43) 
p 

But (BIH;ndA) is problematic. The .\I, term allows us to go from A to B by 

destroying or creating any k particles, so long as the total momentum is unchanged. 

For example, consider the .\~ term. Suppose the lattice has N = 20 points 

and that A = B. We can create 3 particles with arbitrary momenta -p4 , -p,, 

-p6 and then destroy them by choosing Pt = -p., P2 = -p,, PJ = -P6· Neglecting 
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symmetry factors of order unity, there are 203 = 8000 ways to choose the 3 momenta. 

In other words, we have to add roughly 8000 terms to calculate just the .\~ term of 

just one matrix element! This is not computationally practical. 

The problem is that we can create particles with arbitrary momenta. The 

solution is to normal order, that is to use the commutation relations (2.25) to put 

all destruction operators to the right of all creation operators: aPa~, = a~,aP + 6p,p'· 

Then the destruction operators are constrained to destroy only particles in A and the 

creation operators, acting on the left, to destroy only particles in B. Typically, A and 

B each consist of only a few particles, thus the combinatorial possibilities are greatly 

reduced. 

What follows is all combinatorics. The key observation is that for any pair 

of indices p;, p;, 1 :::; i < j :::; k, we need to commute ap, and a~P; in the factors 

(ap,+a~P.) · · · (ap1+a~p1 ). In doing so we get (ap,+a~p.) · · · (ap1+a~p1 ), normal or­

dered, plus a "contraction" term 6p;+p;- If we do not contract the p; and p; factors, 

then they are each free to contract with other factors. If we do contract the p; and P; 

factors, then the Kronecker delta commutes with everything and no further contrac­

tions with the p; or P; factors are possible. In other words, when we normal order we 

get a term for each choice of zero or more disjoint pairs from the indices Pt, ... , Pt· 

In particular, 

00 [k/2J kl 

H;nt = L .\~ L 2ll!(k ~ 2l)! 
k=O l=O 

X L L 6p,+···+P•-2t+rt+r;+···+rt+r~ 
Pt•····P•-u ':····•'f r1, .•. ,r, 

X W~11 /2 • • • w;:~~~ (wr1 wr; r'/2 · · · (wr,wr;)-l/
2 

x 6,,,,~. · · 6,,,,~ :(ap 1+a~PJ · · · (ap._,,+a~p._,,):. (2.44) 

The combinatorial factor is the number of distinct ways to choose l indistingui5hable 

pairs, which I relabel { r., r;}, ... , { rt, r{}, from the k indices Pto ... , Pt, leaving k-2l 

indices, which I relabel p 1 , ••• , Pt-21· As usual, within the normal ordering symbols 

:· · ·: all creation operators act to the left of all destruction operators, regardless of 

the order in which they appear. 

We can eliminate the sums over r;, ... , r{ using Kronecker deltas, separate 
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out the sum~ over r 1 , •.• , r,, and replace the sum over k by a sum over k' = k - 2l, 

which I rdabd a.~ k: 

~ 1 [~ (k+2l)! 1 (""' -1) (""' -1)] Hint = L.. 'f! L.. ~ ~l+1l L.. w,, • • • L.. w,1 
l=O 1=0 r1 r, 

""'c -1/2 -1/2 ·( I ) ( I )· X L..vp1+ .. ·+P•wp, ···wP• . ap,+a-p, ... ap.+a_P•. 
Pto···•Pil 

~ A~, ""'c -1/2 -1/1 ·( I ) ( I ) = L.. k! L..vp1+ .. ·+p•wp, "'Wp• . ap,+a-p, ... ap.+a_P• :, 
i=O p,, ... ,p. 

where the normal ordered coupling constants are 

A _ ~ (k + 2t)\, 01 
j, - L.. 2'l! i+1l 

l=O 

= 2-i/2Lit-i/1llc!-tl ~ (k + 2l)! (~ _ 1,.26 ) L-tl<~-•lot L.. 41l! iHt 2,. H2l,2 , 
l=O 

and I define 

""' -1 n = L..w• . 

(2.45a) 

(2.45b) 

(2.46a) 

(2.46b) 

(2.47) 

I have used the fact that w,• = w_, = w,. I keep the k! factor in Hint separate for later 

convenience. Note that the normal ordered coupling constants depend on 11 through 

~; and through w in n. 
It is convenient to introduce some mathematical language and notation. A 

state A is a multiset of particles with specified momenta. The concept of a multiset 

is a generalization of that of a set. A set either does not or does contain a particular 

clement, that is it contains the element 0 or 1 times. A multiset may contain a 

particular element 0, 1 or more times, and these possibilities lead to distinct multisets. 

It is sometimes useful to generalize the concept of a multiset slightly by allowing a 

multiset to contain an element a negative number of times. In Table 2.3 I summarize 

various multiset notations. 

Now that we have normal ordered Hint, Equation (2.45b), we want to cal­

culate the matrix element (BIH;ndA), where A and B are basis states in the same 

sector. The destruction operators, acting on the right, destroy a multisubset A' of 

the particles in A, and the creation operators, acting on the left, destroy a multi­

subset B' of the particles in B. If the matrix element is nonzero, then the results of 
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Notation Meaning 

Ap 

0 

A=B 
A$B 
A~B 

A+B 

A-B 

The number of times the multiset A contains the element p. 

The null multiset: Op = 0 for all p. 

Multiset equality: Ap = Bp for all p. 

Multiset inclusion: Ap $ Bp for all p. 

Set inclusion: Ap > 0 implies Bp > 0 for all p. 

Multiset sum: (A+ B)p = Ap + Bp for all p. 

Multiset difference: (A- B)p = Ap- Bp for all p. 

Multiset scalar product (n an integer): (nA)p = n(Ap) for all p. 

Multiset union: (AU B)p = max(Ap, Bp) for all p. 

Multiset intersection: (An B)p = min(Ap, Bp) for all p. 

Multiset cardinality (number of elements): #A= :LP Ap. 
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nA 

AUB 

AnB 

#A 

IAI 

A 
Set cardinality (number of distinct elements): lA I = :LP min(Ap, 1 ). 

Multiset inversion: Ap = A-p· 

:LA Multiset cummulation: :LA = Lp Ap p. 

Table 2.3: Multiset notation. 

destroying on the right and of destroying on the left must be the same reduced state 

X= A- A'= B- B', which is virtual and need not be a selected state nor be in the 

same sector as A and B. The total number of particles destroyed going from A or B 

to X is k = #(A'+ B'). 

What follows is more combinatorics. I want to write (BIH;ndA) as a sum 

over reduced states. We must match the indices p., ... , p~, with the particles A' in 

A destroyed by ap's and, distinctly, the particles B' in B destroyed by a~P's, where 

particles with the same momentum are indistinguishable. Then 

(BIH;ntiA) = L A#(A'+B') #(A'+ B')! 
•• B'>• #(A'+ B')' n A' 'B', 

x-A-Al P p· p· 

=B-B'~O 

rr w;(..t~+B~l/2 V Ap!Bp! 
P Xp! 

(2.48) 

The second factor is combinatorial. The w factor includes w;111 for each particle 

destroyed. The last factor follows from the destruction and creation operator rules 



44 2. HAMILTONIAN LATTICE FIELD THEORY 

(2.36) and (2.37). 

In summary, if A and B are in the same sector, then 

(BIHIA) = 68,..t LwP (Ap + D 
p 

+ ~ ~#(..t'+8'l TI A' t-tB' 1-t -(..t~+8~J/2 .j Ap!Bp! L...J p· p· Wp 
"~~~'}.• P Xp! . 

(2.49) 

•B-B'~O 

Of course, if A and B are in different sectors, then (BIHIA) = 0. 

In practice, we first calculate 11 using Equation (2.47). Then we calculate 

the normal ordered coupling constants ~~ using Equation (2.46b). If the potential 

density V(~) is a polynomial of degree r in~. that is if the coupling constant~~= 0 

unlesR k ~ r, then ~~ = ~~ = 0 unless k ~ r,2 thus we need calculate only a finite 

number of ~~. Even if there are an infinite number of nonzero coupling constants, we 

need calculate ~~ for only k ~ 2#A, where A is a selected basis state with the largest 

number of particles, since the normal ordered hamiltonian can only destroy particles. 

But if there are an infinite number of nonzero coupling constants, then each ~~ is the 

sum of an infinite number of terms, which we anticipate converges, and hence can be 

truncated. 

Finally, using Equation (2.49) we calculate (BIHIA) for each of the n 2 

choices of selected basis states A and B. The time to compute one matrix element 

is 0(1), if the potential density V(~) is a polynomial in~. and no more than O(n), 

if V(~) is an infinite power series in ~.3 Thus the time to compute all n2 matrix 

elements is no more than O(n3 ), the time to diagonalize the matrix. Thus we can 

efficiently calculate hamiltonian matrix elements between weak-coupling basis states. 

2.3.2 Calculation of Variances 

In this subsection I show how to calculate the variance (.6H) 2 of an approx­

imate eigenstate provided by the Rayleigh-Ritz method. Doing so involves special 

2This is not strictly true if r :5 2. 
3 The latter statement is false if the bMis is pRthologically IIH'rle, for exRmple, if the n bMis 

•tRI.es consist of n, 2n, ... , n 2 particles, respectively. 
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difficulties. The key results are Equations (2.56), (2.63), (2.64), (2.65), (2.66) and 

(2.67). 

If v is any state, then 

(.6H)! = (vi(H- (H)) 2 Iv) = (viH2 Iv)- (v1Hiv) 2
• (2.50) 

Unfortunately, the last expression is not useful for numerical methods: It expresses the 

variance, which we hope is small, as the difference of two large quantities, providing 

little or no accuracy. 

But suppose vis in then-dimensional subspace Vn of Hilbert space spanned 

by the selected basis states Ut, ... , Un. Recall that Pn = L~=t lu;)(u;l is the orthogonal 

projection operator onto Vn and P~ = Li=n+t lu;)(u;l is the orthogonal projection 

operator onto V;!-. Then Pnlv) = lv). If we insert 1v = Pn + P~ into H 2
, then 

(Figure 1.1) 

(.6H)2 = (v!PnHPn PnHPnlv)- (viPnHPnlv) 2 + (v!PnHP~ P~HPnlv). (2.51) 

intrinsic variance extrinsic variance 

The variance is the sum of the intrinsic variance and the extrinsic variance relative to 

Vn, which are both nonnegative. The intrinsic variance is the variance of Hn = PnH Pn 

and is calculated "entirely within~ Vn. The extrinsic variance "goes outside of~ Vn, 

and can be calculated by summing over intermediate unselected basis states: 

(.6H)~ .. = (v!H P~Hiv) = L (v!H!u;)(u;IH!v). (2.52) 
i=n+l 

The loss of accuracy in the variance results entirely from the intrinsic variance, which 

is the difference of two large quantities: There is no loss of accuracy when calculating 

the extrinsic variance. 

Since H1, •• is diagonal in the weak-coupling basis, it does not connect selected 

and unselected basis states. Thus we can use Hint in place of H in the expression 

above, when using the weak-coupling basis. 

If v is an eigenstate of Hn, for example, one provided by the Rayleigh-Ritz 

method, then the intrinsic variance is zero. In this case, the variance is simply the 

extrinsic variance and we can calculate it using Equation (2.52). Unfortunately, this 
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r.xpr~ssion is a sum over, in genr.ral, many unselected basis states, each connected to 

at least one selected basis state by Hint· 

For example, consider again a hamiltonian with a 4>6 term. Suppose the 

lattice ha.~ N = 20 points and the only selected basis state is the free particle vacuum. 

The 4>6 term destroys or creates 6 free particles. If we choose p., ... , p~ arbitrarily and 

p 6 = -p1 - • • ·- p~, then the t/>6 term connects the free particle vacuum to the state 

IP1, ... , p6 ). Neglecting symmetry {actors o{ order unity, there are 205 = 3.2 x 106 

ways to choose 5 such momenta. Thus i{ we use Equation (2.52) to calculate the 

extrinsic variance, we need to add roughly 3.2 x 106 terms! This is not computationally 

practical. 

As we saw before, i{ we normal order, we avoid creating particles with ar­

bitrary momenta and thus can calculate efficiently. The trick is to combine normal 

ordering with the extrinsic variance so that we can calculate efficiently without loss 

o{ accuracy. 

Thus we want to normal order Hi~t· I start with Hint in normal ordered 

form, Equation (2.45b). Then 

00 • 

H 2 -"'~k ""' -1/2 ... -1/2.( I )--·( I )· int- ~ k! ~uq,+···+q•Wq1 wq• . aq,+a-q, aq.+a-q•. 
1:=0 q,, ... ,q, 

~ j; ""c -1/2 -1/2 ·( + I ) ( I )· x ~ j! ~vp,+···+P;wp, --·wPJ . ap, a_p, ... aP;+a_P; .. 
J=O p,, ... ,p; 

(2.53) 

As with Hint before, when we normal order we get a term {or each choice o{ zero or 

more contraction pairs {rom the indices p., ... , p;, q., ... , Qk- But since each Hint is 

already separately normal ordered, each pair must have one index {rom Pt, ... , P; 

and one from q 1 , •.• , Qk- ThuR 

00 \ . \ min(j,l) 'lkl 
2 "" "J "k "" J .. 

Hint = ~ '""'! k! ~ l!(j - l)!(k- l)! 
J,k:O} l=O 

X 2:= L ~Pt+ .. ·+P;-t+Qt+···+Q•-t+rt++r~+ ··+rt+r~ 6p,+···+P;-t+r~+···+r~ 
P•·····PJ-1 r,, ... ,r, 
q,, ... ,QJ.-t r~, ... ,r; 

X w-1/2 .. ·w-tf2w-l/2 ... w-t/2(wr Wr• )-1/2 ... (wr w,• )-1/2 6, +r' ... 6, +r' 
Pt PJ-t Qt q,_, I I I t I I I t 

x :(ap,+a~p,) · · · (aP;-•+a~P;-•)(aq, +a~q,) · · · (aq._,+a~q._,):. (2.54) 
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The first Kronecker delta, expressing total momentum conservation, results {rom 

combining the two Kronecker deltas in the previous expression. The combinatorial 

factor is the number o{ distinct ways to choose i indistinguishable pairs, which I 

relabel {ritr;}, ... , {r,,ra. The i indices r;, ... ,r~ are chosen from the j indices 

p,, ... , P;, leaving j- i indices, which I relabel p 1 , ... , P;-t- Likewise, the i indices 

r 1, •.. , r, are chosen from the k indices q 1, ••. , Qk, leaving k-i indices, which I relabel 

Ql, ... 'Qk-l· 

We can eliminate the sums over r;, ... , r~ using Kronecker deltas, and replace 

the sums over j and k by sums over j' = j - i and k' = k - i, which I relabel as j 

and k, respectively: 

00 1 
H;!t = L 1ki L 6p,+···+P;+q,+···+q. 

j,k=O} • • Plo····Pi 
Qa, ... ,q. 

{~ 1 • • [ "" -1 -1]} X ~ ll~j+l~k+l ~ 6Pt+···+P;-r,-···-r, Wr1 • • • Wr, 

1=0 '•·····'' 
x w;,l/2 ... w;/f2w;;,•f2 ... w;;:/2 

x :(ap1+a~P•) · · · (ap;+a~p)(aq,+a~q,)- · · (aq.+a~q• ): (2.55a) 

00 1 • L 1ki L 6p,+··+P;+q,+···+q• ~;.k(PI +- .. +p;) 
j,k=O}. • Pt•···•PJ 

q,, ... ,q. 

x w-t/2 ... w-tf2w-l/2 .. -w-112 
Pt P; Qa q• 

x :(ap,+a~P•) · · · (ap;+a~P;)(aq,+a~q,) · · · (aq.+a~q.):, (2.55b) 

where the normal ordered coupling {unctions {or H;~t are 

00 

j;,k(P) = L jj+ljk+t !1,(p), (2.56) 
l=O 

and I define 
1 

!1t(P) = (! L 6p,r 1+ .. ·+r,w;;
1

· · -w~,1 - (2.57) 

'•·····'' 
I keep the j! and k! factors in H;~t separate for later convenience. 

Now that we have normal ordered Hi~•t• Equation (2.55b), we want to calcu­

late (DIHi~tiA}, where A and Dare selected basis states in the same sector. I continue 
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much as I did for hamiltonian matrix elements. Since H;!, is normal ordered, destruc­

tion operators, acting on the right, destroy particles in A and creation operators, 

acting on the left, destroy particles in B. But the p's and q's are distinct, since the 

argument of the normal ordered coupling function A;,k involves only the p's. Thus we 

choose multisubsets A', A" of particles in A destroyed by ap's and aq 's, respectively, 

and multisubsets B', B" of particles in B destroyed by a~q 's and a~P 's, respectively. 

If the matrix element is nonzero, then the results of destroying on the right and de­

stroying on the left must be the same reduced state X = A- A'- A" = B- B'- B", 

which is virtual and need not be a selected state nor in the same sector as A and B. 

What follows is more combinatorics. I want to write (BIH;!,IA) as a sum 

over reduced states. We must match the indices P1, ... , P; with particles in A' and 

B", and the indices q 1, ... , qk with particles in B' and A", where particles with the 

same momentum are indistinguishable. Then 

2 " ).#IA'+B"I.#IB'+A"J(EA' + B") #(A'+ B")! #(B' +A")! 
(BIHintiA) = L., #(A'+ B")!#(B' +A")! 0 A' !B"! 0 B' !A"' 

:~~:·:,':"::,:,0 p p p p p p 

•11-B'-B"~O 

IT -(A' +A"+B' +B")/2 J Ap!Bp! x w••••---
P Xp! 

p 

= L >.#(A'+B"),#(B'+A"J(EA' + B") 
A 1,A",B',B"~o 
X•A-A 1 -A" 
•B-81 -B"~o 

X IT A',_, A"I-1 B' ,_,B"I-1 -(A' +A"+B' +B")/l IJfiBl p· P' p• p' Wp • • P P V .n.paJp> 

P Xp! 

(2.58a) 

(2.58b) 

In the momentum argument of A;,k, the multiset B" is inverted, because these are 

particles destroyed by a~p's but we want the sum of the p's. The second and third 

factors in the first expression are combinatorial. Thew factor includes w; 112 for each 

particle destroyed. The last factor follows from the destruction and creation operator 

rules (2.36) and (2.37). 

But what we really want to calculate is 

(BIHintP~HindA} = (BIHi~tiA) - L (BIH;ntiC)(CIH;ndA}. (2.59) 
C aelecled 

Here C is a selected basis state in the same sector as A and B. We can calculat.e 
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(BIHintP~H;ntiA) by identifying the intermediate st<~;te C in the derivation of Equa­

tion (2.58b) for (BIH;!1IA) and excluding terms such that Cis selected. 

Consider A;,k(P), which is the expression in curly braces in Equation (2.55a) 

for H;!,. I want to rewrite the sums over r1, ... , rt as a. sum over multisets C' = 

{ r" ... , r 1}. We must match the indices r" ... , rt with the particles in C', where 

particles with the same momentum are indistinguishable. Then 

. ~ 1. . "#(C')! IT -C' 
.X;,k(P) = L., ll.X;+t.Xk+t L., O C'! w, • 

l=O c' rrr 
#C'""'t 
r;c•~p 

00 

= L >.;+t>.Ht LIT c:!-1 w;C~. 
t=O c' r 

•c'•' 
I:C'•P 

The second to last factor in the first expression is combinatorial. 

Thus we can rewrite Equation (2.58b ): 

[ 

00 ] 
2 ... .. t -t -C' 

(BIHintiA)A~'~B">o t; A;f(A'+B")+tA#(B'+A")+t ~ IJ C,! Wr • 
X•A-A 1 -A1r #C'=t 

•B-B'-B"2:0 EA'+B"'+Ci-o 

IT A, ,_,A"'-'B' ,_,B,,_, -IA~+A~+B~+B::Ifl 
X p· p• p• p· Wp . 

p 

(2.60a) 

(2.60b) 

(2.61) 

Consider a single term specified by a choice of A', A", B', B", C'. The parti­

cles in A' correspond to ap 's, in A" to aq 's, in B' to a~q 's and in B" to a~P 's. The 

particles in C' correspond to 6r+r' factors in Equation (2.54) for H;~1 after normal 

ordering, which were a,· ··a~ •• ( = aq · · · a~p) contraction pairs in Equation (2.53) for 

H;!, before normal ordering. Thus before normal ordering the term under considera­

tion was, schematically, 

(BI a~q aq a, IC)(CI a~ •• a~P aP lA}, ..._..,..._..,..._.., ..._..,..._..,..._.., (2.62) 

B' A" C' C' 8" A' 

where the multisets indicate which particles are being destroyed or created by the 

corresponding operators. Thus the desired intermediate state is C = A-A'+ B" +C' = 

D-B'+ A"+ C'. Note that C ~ Y, where the expanded state Y =A- A'+ B" = 
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D-B'+ A", which is virtual and need not be a selected state nor in the same sector 

as A and B. 

Then subtracting out undesired terms corresponding to selected C, 

(DIH;n,P~H;nt!A) 

= ~:.)~#(A'+B").#(B'+A"JCLA' + D")- j#(A'+B"),#(B'+A")(A- A'+ B")] 
A 1 ,A",R1,R11 >0 
X•A-A'-A 11-

•R-R1-R"2:0 

X II A' t- 1 A"t-1 D' t-1D"t-1 -(A' +A"+B' +8")/2 
p· p· p" p· Wp P P P P ' 

p 

where I define correction functions to ~;.k(P ), 

A;,k(Y) = L ~j+l~k+l !1,(Y), 
l=O 

and correction functions to !1t(P ), 

n,(Y) = L II c:!-1 w;c~. 
c' r 

•c'•t 
Y + C' lel•cl•d 

(2.63) 

(2.64) 

(2.65) 

Finally, suppose vis a state in Vn that is an eigenstate of Hn, for example, 

an approximate energy eigenstate provided by the Rayleigh-Ritz method. Then 

(t:.H)! = (viHintP~Hintlv) = L (viD)(BIHintP~H;ntiA)(Aiv). (2.66) 
A,B 

In practice, we first calculate the !1t(P) using Equation (2.57). Note that 

!10 (p) = 6p and fl 1(p) = w; 1. We can calculate higher-order fl1(p) recursively: 

~ ~6 -1 -1 -1 flt+t(P) = L.J L....., p,r,+· ·+rt+r,,... w,, · · ·w,, w,,+t (2.67a) 

't+l '•·····'' 

= L flt(P - rt+t )w;,~, · (2.67b) 
,,., 

Thus the !11( p) can be calculated efficiently. 

Then we calculate the normal ordered coupling functions ~;.k(P) using Equa­

tion (2.56). If the potential density V(tf>) is a polynomial of degree r in t/>, then ~k = 0 
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unless k ~ r. Hence ~;.k(P) = 0 unless j,k ~ r. Thus we need calculate only a finite 

number of ~;.k(P) and !1t(P ). Even if there are an infinite number of nonzero coupling 

constants, we need calculate ~;.k(P) for only j + k ~ 2#A, where A is a selected basis 

state with the largest number of particles, since a normal ordered operator can only 

destroy particles. But if there are an infinite number of nonzero coupling constants, 

then each ~;.k(P) is the sum of an infinite number of terms involving !1t(P) for arbi­

trarily large l. But we anticipate that the series for each ~;.k(P) converges, and hence 

can be truncated. 

Then we calculate the correction functions Ot(Y) using Equation (2.65). 

Note that 01( C) = 0 for alll > #( C- Y), where Cis a selected basis state containing 

Y ( C ~ Y) with the largest number of particles. Then we calculate the correction 

functions ~;.k(Y) using Equation (2.64) for the same finite set of values of j, k as for 

~;.l(p). Each A;,k(Y) is a finite sum, since high-order 01(Y) are zero. Thus we can 

calculate the correction functions effectively. 

The correction functions are needed for each expanded state Y ~ C for at 

least one selected basis state C. If the set of selected basis states is compact-that 

is if all multisubsets of a selected basis state that are in the same sector are also 

selected-Qr approximately compact, then the number of such Y is O(n), where n 

is the number of selected basis states. The number of terms in Ot(Y) or in j;,k(Y) 

is no more than O(n), thus the time to compute all the correction functions is no 

more than O(n2 ). In Appendix A I discuss how to compute the correction functions 

efficiently. 

Then we calculate (BIH;n1 P~HintiA) using Equation (2.63) for each of the 

n2 choices of selected basis states A and B. The time to compute one matrix element 

is 0(1), if the potential density V(tf>) is a polynomial in t/>, and no more than O(n), if 

V(tf>) is an infinite power series in tf>. Thus the time to compute all n 2 matrix elements 

is no more than O(n3
), the time to diagonalize the matrix. 

Finally, we calculate the variance for each of the n approximate energy 

eigen_states using Equation (2.66). The time to compute each variance is O(n2
), thus 

the time to compute all variances is O(n3 ) 

In summary, we can efficiently calculate the variances of all approxim:tte 

energy eigenstates in O(n3 ) time. 
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2.3.3 Calculation of Other Interesting Quantities 

In order to calculate physically significant quantities in quantum field theory, 

WP. nP.P.d to compute ~P matrix elements between (approximate) enetgy eigenstates, 

a.s we will sec in Chapter 3. 

Suppose v1 is a state--not necessarily an energy eigenstate-in some sector, 

that is v1 has definite total momentum p 1 and, if the potential density V(<J>) is even 

in </>, definite parity. Then lv1) = L:A, IA1)(Adv1), where the sum is over the n1 

selected basis states for the sector. Similarly, suppose v1 is a state in some, possibly 

different, sector with definite momentum P1· Then lv1) = L;A, IA1)(A1Iv1), where 

the sum is over the n1 selected basis states for the sector. Thus 

(v21~plvt) = L (v1IA1)(A2I~piAt)(A,Ivt). (2.68) 
A1,A2 

From Equation (2.18) we see that ~P destroys one free particle with momen­

tum p or creates one free particle with momentum -p. Hence the matrix element is 

zero unless Pt - p 1 = p. Furthermore, if the potential density V( 4>) is even in </>, then 

the matrix element is zero unless v1 and v2 have opposite parity. Lastly, since ~P con­

nects each basis state A 1 to at most two basis states A1 , the double sum is essentially 

a single sum. Thus the time to compute (v2I~Piv,) is O(n) = O(min(n1,n1)). 

We might be interested in calculating quantities other than those I have 

discussed above. Any quantity in quantum theory can be related to matrix elements 

of operators between states. Any operator can be expressed in terms of <l>x and 

7rx, or alternatively in terms of aP and a~p· Any state can be expressed as a linear 

combination of weak-coupling basis states. Thus we can calculate any matrix element 

using only algebraic operations. Of course, as we have seen above, normal ordering 

and other tricks are useful for increasing computational efficiency. 

Here we come to the end of along, technical chapter. I have introduced real 

scalar field theories on finite lattices, to which I apply my method. I have discussed 

various choices of bases and argued for one: the weak-coupling basis. Finally, I have 

shown how we can efficiently calculate quantities necessary to my method using the 

weak-coupling basis. 

As I discussed at the end of Section 2.1, we can take either of two viewpoints. 
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First, we can interpret our theory as describing a set of coupled oscillators, unrelated 

to any quantum field theory. We now have all the tools necessary for this viewpoint, 

which I take up in Appendix B. Second, we can interpret our theory on a finite 

lattice as an approximation to an infinite-volume, continuum quantum field theory. I 

develop this viewpoint in Chapter 3. 



Chapter 3 

Extending the Method to 

Quantum Field Theory 

In Section 2.1 I introduced real scalar quantum field theories on a finite 

lattice. There are two related issues we must resolve before we can interpret finite­

volume, lattice theories as approximations to corresponding infinite-volume, contin­

uum theories. First, we must determine what theory we are approximating: The cou­

pling constants .\4>, .\0 , .\~, .•• are not physical coupling constants but bare coupling 

constants, which depend on the lattice size L and spacing a, as well as on the the­

ory being approximated. Second, we must relate quantities we can calculat~nergy 

eigenvalues, energy eigenstates and matrix elements between energy eigenstates-to 

physically interesting quantities-bound state energies and scattering amplitudes. 

Some researchers (KDK86, DHK87, Dun87) side-step these issues and merely 

attempt to show that bare coupling constants and the lowest few bound state energies 

exhihit certain scaling behavior. Other researchers [BGBO, Ste85, lng86, llit90) use 

t.he effective potential to address both issues. It is also possible to relate bound 

state energies to the long-range behavior of the two-point correlation function in the 

vacuum state, as is done in lattice gauge theory; but it is difficult to recognize the 

long-range behavior, unless one works on a very large lattice. 

My approach to both issues is to relate Green's functions, which are phys­

ically significant, to energy eigenvalues, energy eigenstates and matrix elements be­

tween energy eigenstates. The values of Green's functions at special points are simply 

54 

3. EXTENDING THE METHOD TO QUANTUM FIELD THEORY 55 

related to physical coupling constants; the locations of poles in the two-point Green's 

function correspond to bound state energies; and Green's functions are simply related 

to scattering amplitudes. Thus by calculating Green's functions, we both determine 

what theory we are approximating and obtain physically interesting quantities. Al­

though my approach is direct, surprisingly, it has not been used before, to the best 

of my knowledge. 

I want to argue for my approach with a simple counting argument. Suppose 

Hilbert space has finite dimension n. The hamiltonian H is an n x n hermitian 

matrix. It is fixed by specifying 2n2 real quantities (n2 complex quantities), which 

satisfy n2 real conditions (H' =H). Thus His fixed by specifying n2 independent real 

quantities. The n energy eigenstates { e;} are fixed by specifying 2n2 real quantities, 

which satisfy n2 real conditions ( (e;le;) = 6;;) and include n insignificant phase factors, 

one for each eigenstate. Thus the n energy eigenstates { e;} together with the n energy 

eigenvalues {e;} are fixed by specifying n 2 independent real quantities. Finally, the 

scattering matrix Sis ann x n unitary matrix (S' S = 1v ), which is fixed by specifying 

n2 independent real quantities. 

In other words, the hamiltonian H, the collection of energy eigenvalues {e;} 

and energy eigenstates { e;}, and the scattering matrix S each represent the same 

amount of information, n 2 real quantities: 

H <--+ {e:;}, { e;} <--+ S (3.1) 

The hamiltonian represents the theory and the scattering matrix summarizes the 

results of all possible experiments. The basic problem in particle physics is to relate 

H and S, theory and experiment. In Chapters 1 and 2 I showed how to calculate 

approximations to {e;} and {e;} from H. In this chapter I complete the link and 

show how to calculate S from {e;} and {e;}. Other approaches that use only the 

energy eigenvalues, only the vacuum state, or only the effective potential, which is 

a small part of the scattering matrix (as represented by the effective action), do not 

use enough information, and thus are found lacking. 

In this chapter I develop my approach to interpreting finite-volume, lattice 

theories as approximations to infinite-volume, continuum theories. In Section 3.1 

I review Green's functions and show how they can be calculated. In Section 3. 2 I 
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discuss renormalization and define physical coupling constants, which specify what 

theory we are approximating. In Section 3.3 I discuss qualitatively the sources of 

error in our calculation of physically significant quantities. Finally, in Section 3.4 I 

summarize what I have done and discuss prospects for future research. 

3.1 Green's Functions 

In this section I review complete and connected Green's functions, relate 

them to bound state energies and scattering amplitudes, and express Green's functions 

in terms of energy eigenvalues and eigenstates. The key results are Equations (3.10), 

(3.11), (3.15) and (3.23). Note that for simplicity I use infinite-volume, continuum 

notation, switching only at the end to finite-volume, lattice notation. 

3.1.1 Review of Green's Functions, Bound State Energies 

and Scattering Amplitudes 

Recall that (complete) Green's functions are defined as vacuum expectation 

values of time-ordered products: 

G(k)(Xt, ... 'Xk) = (OIT ~(xt) ... cf>(xk)IO). (3.2) 

Here the x; = (x;, t;) are spacetime d-vectors. As usual, the time-ordering symbol T 

specifies that operators act from right to left in order of increasing time. 

The Fourier transform of G(k) ( x1 , •.• , Xk) is 

G(l)(Pt. ... ,pk) = J ttlx1·· -.ttlxk e;(p•·"'•+··+P•·"'•l G(kl(xt, ... ,xl), (3.3) 

where the p; = (p;, E;) are momentum-energy d-vectors. Since the vacuum is trans­

lationally invariant, G(ll(p11 ••• ,pk) contains a total energy-momentum conservation 

delta function. Thus it is convenient to let 

G(lJ(Pt. ... ,pk) = (27r)dc5d(Pt + · · · + Pl)G<lJ(Pt. · · · ,pk), (3.4) 

where G(ll(p1 , ••• , Pl) is only defined when Pt + · · · + Pk = 0. 

3.1. GREEN'S FUNCTIONS 57 

More interesting are connected Green's functions, defined recursively by the 

relation, 

G(k)(Xt, ... ,xk) =I: II G~ll(xl), (3.5) 
UI=K lEI 

where I<= {1, ... ,k}, I is a partition of/(, and x 1 = {xl{t)•• .. ,x1011J}, together 

with the initial condition G(tl(x1) = G~1>(x 1 ). In other words, G(kl(x11 ••• , Xk) is the 

sum over all partitions of {1, ... , k} of products of connected Green's functions of 

subsets of { x 11 ••• , Xk}. For example, 

G<2>(xt,x2) = G~2>(x 1 ,x,) + G~1>(xt)G~1 >(x,), (3.6a) 

G<3>(xt. x2, X3) = G~3>(x11 x,, x3) + G~1>(xt)G~2>(x2, X3) + G~1>(x2)G~2>(x 11 x3) 

+ G~1 l(x3)G~2>(x 1 , x,)" + G~1>(xt)G~1 >(x2)G~1 J(x3). (3.6b) 

We can also express connected Green's functions explicitly in terms of com­

plete Green's functions: 1 

G~kl(x 11 ••• , xk) =I:( -1)1II-l(III- 1)! II Gl11(x1). (3.7) 
UI=K lEI 

For example, 

G~3>(xt, x2, x3) = G<3>(xt. x2, X3)- G<t>(xt)G<2>(x2, x3)- G(ll(x2)a!2l(xt, XJ) 

- G<1l(x3)GI2l(x11 x2) + 2 G(tl(x1)G<1l(x2)G<1l(xJ). (3.8) 

We define G~l)(Pt. ... ,pk) = (27r)dc5d(p1+· · ·+pk)G~k)(p1 , ••• ,pk)- The virtue 

of connected Green's functions is that G~k)(p11 ••• ,pk) contains no total or partial 

energy-momentum conservation delta function. Thus G~k)(p1 , ••• ,pk) contains only 

the exhibited delta function (21r)dcSd(p1 +· · ·+Pl)· In contrast, complete Green's func­

tions contain partial energy-momentum conservation delta functions through their 

1This relation is most easily derived using the generating functional Gc(J) = In G(J) of connected 
Green's functions, where G(J) is the generating functional of complete Green's functions: 

G~•l(:rt, ... ,:t:t) = ut:rt) ... ut.,.) lnG[JJI,=o· 
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disconnected components. For example, 

G121 (p.,p2) = G~21 (P~tP2) + G~' 1 (p.)G~' 1 (p2) 

= (21r)d6d{p, + P2)G~21 (p,,p2) 

+ (211' )d.Sd(p.)G~'l(p.) (211' )d6d(P2)G~' 1 (P2 ). 

(3.9a) 

(3.9b) 

Note that G~l)(p., ... ,pt) = G(ll(p1 , .•• ,Pt) unless the set {p., ... ,pt} is separable, 

that is unless some nontrivial subset sums to zero. 

The two-point Green's function is simply related to bound state energies. In 

particular, in an infinite-volume, continuum theory G~2 )(p, -p) is a Lorentz invariant 

function of p, and thus can be viewed as a function of p2 = E 2 - IPI2. Then G~21(p2 ) 
has a simple pole at p2 = m 2 with residue iZ for each bound state with mass m: 

iZ 
G~2l(p2)1p>=m' = p2- in2" (3.10) 

Here Z is a normalization constant. Since G~21 (p2 ) is essentially an expectation value 

of products of fields, we can vary Z by rescaling the field </>, that is by varying ~ •. 

We could also try to determine bound state energies by simply looking at 

the energy eigenvalues. But it is not clear how to distinguish a bound state from other 

states. For example, consider the p = 0 sector of an infinite-volume, continuum free 

theory. The lowest energy state is the vacuum, whose energy is conventionally set to 

zero. The next lowest energy state is the 1-particle rest state with energy m. It is the 

only bound state in the sector. The next lowest energy state consists of 2 particles 

at rest and has energy 2m. Beyond this the spectrum is continuous. There are states 

with any energy ;:?: 2m, consisting of 2 particles with equal and opposite momenta. 

There is also a state with energy 3m consisting of 3 particles at rest, and then another 

continuous spectrum of energies ;:?: 3m. And so on. In a corresponding finite-volume, 

lattice theory the entire spectrum is discrete. Thus it is difficult to distinguish true 

bound states from states that are merely collections of bound states in motion with 

respect to each other. 

Green's functions are simply related to scattering amplitudes. In particular, 

G(ll(p11 ••. ,pt) has a simple pole when any Pi is on-shell, that is at P? = E? -1Pil2 = 
m 2 for each i, where m is the mass of a bound state. Up to a normalization constant, 
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the scattering amplitude Sr; for k incoming particles with energy-momentum Pi or 

outgoing particles with energy-momentum -pi is the residue of this multiple pole: 

Sr; = ( -iz-tl2)l (p~ _ m2) ... (p~ _ m2) G!kl(p,, ... ,pk)· (3.11) 

If {p1 , ••• , Pl} is separable, then this amplitude includes processes in which a non­

trivial subset of the k incoming or outgoing particles scatter amongst themselves 

without interacting with the remaining particles. Such processes are excluded from 

the amplitude if we use a connected Green's function instead of a complete Green's 

function. 

Note that it is desirable that G!'l(x) = G~1 l(x) = {OI<f>(x)IO) is zero. Oth­

erwise, we have nonzero scattering amplitudes for processes in which nonphysical 

particles with zero energy and zero momentum appear out of nothing or disappear 

into nothing. We can always arrange that {OI<f>(x)IO) = 0 by redefining the field 

</> -+ </>- {</>), which is equivalent to redefining the coupling constants ~l upon ex­

panding the lagrangian density. Doing so changes all of the complete Green's functions 

but has no effect on any connected Green's function, except for G~'l(x) = G(ll(x). 

One can relate connected Green's functions G~l) (p1 , .•• , Pl) to vertex func­

tions f(ll(x,, ... , Xt), which are the fundamental objects in perturbation theory, 

renormalization and the study of spontaneous symmetry breaking. But I do not 

use vertex functions, because complete and connected Green's functions are more 

directly calculated in the hamiltonian formalism. 

In summary, if we can calculate Green's functions, then we can determine 

the physical states of the theory-the bound states-and the scattering amplitudes 

bet ween collections of these states. 

3.1.2 Calculation of Complete Green's Functions 

I want to relate Green's functions to energy eigenvalues and energy eigen­

states. The problem is that we consider a fixed time in the hamiltonian formalism, 

whereas Green's functions are defined as vacuum expectation values of time-ordered 

products of operators at various times. The solution is to translate everything to a 

single fixed time. 
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In particular, from the definition (3.2) of G(1l(xt, ... , Xt) and of its Fourier 

transform (3.3), 

G<11 (p,, ... ,pt) 

= L j tFx, · · · tFxt 8(i,, ... , it) ei(Pp(l)'rt+··+PPI•rr•) (Ojt/>(x,) · · · t/>(xt)IO), (3.12) 
PES, 

where pis a. permutation of { 1, ... , k}, and 8(t1, ... , it)= 8(t1 - t1 ) .. - O(tt-t -it) is 

1 if i 1 ~ • • • ~ it and 0 otherwise. 

Inserting a. complete set (a} of energy eigenstates between each pair of 1/>( x;) 

and using the definition, t/>(x) = em1t/>(x)e-m1, 

G(t)(Pt. ... ,pt) 

= L j tFx1 • • • tFxt 8(i., ... 
1 
it) ei(Pp(l)'rt+ .. ·+PPI•l·r•) 

pES, 

x (Oie;111't/>(x1)e-•111
• L la1)(ad .. · 

"' 
x iH'•-•,P(xt-t)e-;H'•-• L !at-tHat-de;H'•tf>(xt)e-;H''IO). (3.13) 

0111-1 

Now each e±iHt becomes e±••·', where f' 0 is the energy of some eigenstate 

a. We ca.n perform the spatial integrals using the definition (2.11) of ¢(p), and the 

temporal integrals by parts. Each 8(i;- ii+t) becomes h(t;- ii+t) and the i; integral 

can be eliminated. Thus 

G(kl(p,, ... ,Pt) 

= 211'h(Et+- .. + Et) L (oi¢(Pp(t)) L E 
1 

~t::..f'., la,)(ad .. -
pES• "' p( ) I 

x ¢(Pp(1-t)) L E Ei t::.. lat-tl(at-d¢(pp(t))IO), (3.14) 
p(l)+·-·+ p(k-1}- f'.,,_, 0·-· 

where l::..f'., = f'a - f'o is the energy of the state a relative to the vacuum. Here I 

assume the exponentials vanish at t = ±oo.2 

Finally, G(1l(p1, ... ,p1) contains the factor (211')djjd(p; + .. - + p1 ) (infinite­

volume) or 211'h(Et + · · · + Et)Ld-ljjP•+··+P• {finite-volume). In order to approximate 

1 For example, we could ensure the convergence of the t-integrals by substituting t:o + i/J for t:o 
in the initia!Md final vuuum states, thus suppressing terms a.. ! 1 - +oo or lt .- -oo, and then 
taking the limit ~ - 0. 

3.1. GREEN'S FUNCTIONS 61 

the infinite-volume theory by a. finite-volume theory, I focus on G(kl(pt, ... , Pt). In a. 

finite-volume theory 

G(k)(Pt •... ,pk) 

=L-(d-t)L(oi¢PP1•lLE it::.. ja,)(ad---
pes, 

01 
p(t)- f'a, 

¢ ~ i -
x PPI•-•l L, E +-- ·+E -t::.. lat-tHat-tlt/>PPI•liO), (3.15) 

"•-• p(l) p(t-1) f'a,_ 1 

This last expression is the desired result and is a. generalization of the Killen­

Lehmann representation of G(1l(x1,x1). I have eliminated all explicit references to 

time: The matrix element can be evaluated using the energy eigensta.tes of the hamil­

tonian formalism, which are defined for some fixed hut arbitrary time. Thus we can 

calculate complete Green's functions using energy eigenvalues, energy eigensta.tes and 

JP matrix elements between energy eigensta.tes. 

In practice, we use the energy eigenstate basis. Then the vacuum IO) is a col­

umn vector, JP is a matrix which connects states that differ in total momentum by p 

and in parity, and La E-~ •• la)(al is a. diagonal matrix. We calculate G(1l(pt, ... ,Pt) 

by starting with the column vector IO), successively multiplying by matrices, and then 

multiplying by the row vector (Oj. Each matrix multiplication is an O(n1 ) or an O(n) 

operation, and the final multiplication by (OI is an 0(1) operation. Thus the entire 

calculation requires no more than 0( n 2 ) time. 

Then we sum over all permutations p. If not all p; are distinct, then the 

number of inequivalent permutations is reduced. In particular, if p1 = · ·- = Pt = 0, 

then all permutations are -equivalent and we need only multiply by k!. 

But we have a. problem. If the set {p1 , •.• , p1 } is separable, that is if some 

nontrivial subset sums to zero, then the expression (3.15} for G<11(p., ... ,pt) is ill­

defined. In particular, the factor E-~•• is divergent for p such that E = Ep(t) + 
· · · + Ep(;) = 0 and a = 0, that is t::..f'., = 0. In fact, a. more careful analysis 

using the i/j convergence term shows that such factors are related to the partial 

energy-momentum conservation delta. functions in the disconnected components of 

G(11(p., ... ,p1 ). Nevertheless, the expression for G(11(p1, ... ,pt) is unsuitable for 

numerical calculations when the set {p1 , ••• , Pk} is separable. 
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We wuld simply avoid sets {p1 , ••• , Pk} that are separable. But we have 

a problem even if the set { P•, ... , Pt} is almost separable, that is if some nontrivial 

suhset sums to almost zero. In this case, the troublesome factors E-~•o are not 

divergent but merely very large. Then certain combinations of terms, some including 

these large factors, sum to exactly zero and correspond to disconnected components 

of G(kl(p1 , ••• ,pt). Thus we lose a lot of accuracy when we numerically calculate 

G(kl(JIJ, · • • oPt). 

We could calculate connected Green's functions instead of complete Green's 

functions, as I show how to do in the next subsection, since the divergences are 

related to the disconnected components of G(kl(pa, ... , Pt). Unfortunately, doing so 

increases the computation time, perhaps to an unacceptable degree. Alternatively, we 

could simply use high-precision arithmetic, which may give us acceptable accuracy, 

especiaJ.Iy if there are other sources of large error. 

3.1.3 Calculation of Connected Green's Functions 

In order to avoid the divergences associated with disconnected components of 

complete Green's functions, I want to directly calculate connected Green's functions. 

First, consider G~t1 (xto ... , Xt), where t 1 ;:: • • • ;:: f!. Then from the defining relation 

(3. 7), 

G~kl(xa, ... 'Xt) = .}_) -1)1II-l (III- 1)! rr {OI</>(xf(l)) ... <l>(xl(lli))IO), (3.16) 
ui=K lEI 

where we can drop the time-ordering symbol so long as each IE I is ordered: /(1) < 
... < I( III). 

Now we can insert 1v = IO){OI + Q between each pair of </>(z;), where Q = 

Lojio lo)(ol. I treat the vacuum state differently, since its appearance is related to 

the divergences in complete Green's functions. Then we can simplify the expression 

above by combining terms. For example, 

G~2l(z~o x2 ) = {OI</>(xt)<f>(x,)IO)- {OI</>(xt)IO){OI</>(x,)IO) = {OI</>{zt )Q<I>(x,)IO). (3.17a) 

Similarly, 

G~3l(x 1 , x 2 , x3) = {OI<f>(xt)Q</>(x,)Q<I>(xJ)IO) - {01</>(x, )IO)(OI</>(xl )Q</>(xJ)IO) (3.17b) 
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and 

G~4l(z.' x,, ZJ, x4) = {01</>(x. )Q<I>(x,)Q<I>(xJ)Q<I>(x.)IO) 

- {OI</>(x,)IO) {OI<f>(x• )Q<I>(xJ)Q<I>(x.)IO) - (OI</>(xJ)IO){OI</>(zt)Q<I>(x,)Q<I>(x.)IO) 

- {OI</>(x.)Q<I>(xJ)IO){OI</>(x,)Q<I>(x4)IO) - {OI</>(x• )Q<I>(x.)IO){OI</>(x,)Q<I>(xJ)IO) 

+ {OI</>(x,)IO){OI</>(x3)IO) {OI</>(xt )Q<I>(x.)IO). (3.17c) 

The corresponding expressions for G~5), G~6), GFl and G~8) have 22, 92, 426 and 2146 

nonzero terms, respectively. 

In general, one finds that 

G~kl(xt, ... I Xt) = L g{I) rr {OI</>(zl(l))Q ... <l>(xl(lll-l))Q<I>(xl(lll))IO), (3.18) 
UI=K lEI 

where g(I) is an integer, which can be directly, if tediously, calculated. 

If G(1l(x) = {OI</>(x)IO) = 0, then the number of nonzero terms in the ex­

pression for G~kl(z~o ... , zt) is reduced, since the term for any partition containing a 

singleton set is zero. In particular, if {OI</>(x )IO) = 0, the expressions for G~3), ... , G~8) 
have only 1, 3, 9, 33, 135 and 609 nonzero terms, respectively. 

If the potential density V(</>) is even in</>, then the vacuum has even parity. 

In this case, the number of nonzero terms in the expression for G~kl(zto ... , Xt) is 

further reduced, since the vacuum expectation value of an odd number of </>(x;) is 

zero. In particular, if the potential density V(</>) is even in</>, the expressions for G~4 l, 

G~61 and G~8l have only 3, 24 and 312 nonzero terms, respectively. 

Let s+( i, I) be the successor of i in the ordered partition I and s-(i, I) be 

the predecessor. For example, if I= {(1, 3), (2, 4)}, corresponding to the fourth term 

in the expression (3.17c) for G~41 (xa,z 2,x3,x4), then s+(1,I) = 3, s-(J,I) = 1 and 

s-(1,I) = s+(J,I) = 0. Note that the predecessor of 1 and the successor of k are 

always 0, since each set in the partition is ordered. 

Then expanding each Q, 

k 

G~kl(x ••... 'Xt) = L g(I) L. rr {i3d<f>(x,)lo;), 
UI=K o,, .. ,o,. i::::l 

~, .... ~. 
(3.19) 
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where in the starred sum 

{ 

0, 

0; = fJ.+(i.I) " 0, 

/3;= { 
o, 
o.-(i,!) ¥ 0, 

Continuing my example, 

G~4 l(x~, x2, X3, X4) 

if s+(i,I) = 0; 

otherwise, 

if s-(i,I) = 0; 

otherwise. 

(3.20a) 

(3.20b) 

- (OI~(xt)Q~(xl)IO}(OI~(x2)Q~(x4)IO} + 5 other terms (3.21a.) 

- L• (f3JI~(xJ Jlol)(f331~(x3)1o3}(/32l~(x2)1o2)(f341~(x4)1o4) 
al•···oDt 

-'•·····"• 
+ 5 other terms, (3.21b) 

where fJ1 = 0, o1 = /33 "' 0, 03 = !32 = 0, 02 = /34 ¥ 0, and o4 = 0. Thus the sum is 

effectively over OJ, 02 ¥ 0. 

Consider G~l)(Pt. ... ,pk)· The following derivation para.llels that for com­

plete Green's functions in the previous subsection. Using the expression (3.19) 

for G~l)(x~o ... ,xl) and the definition of G~l)(PI•···•Pk) as a Fourier transform of 

G!ll(x~o ... , Xt), 

G~k)(P~o ... ,pt) = L J d"x1 · · · d"xk D(t~o ... , tk) e'(Pp(o)'~•+···+Pp(•r~•l 
pES• 

k 

x Lg(I)L• IT (fJM>(x;)lo;). 
UI=K 0 1• .. ·•0 • i=l 

II, •...• ~. 

(3.22) 

Using the definition, ~(x) = e'"'~(x)e-'"'• performing the spatial a.nd tem­

poral integrals, and factoring out the total energy-momentum conservation delta func­

tion for a. finite-volume theory, 

G~ll (p~o ... , Pk) 

[ 
l ] -(d-1) • -

= L It. uk:'(I}.~. g ({J;jq>Pp(;)lo;) _ 
, .... ,,,. 

I 
X . 

Ep(l)+···+Ep(k-lJ- (t:.,,+· ··+t:.,._,-t:iJ,-···-ell•-•) 
(3.23) 
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This is the desired result. 

Continuing my example, 

G~4l(Pt. P1.P3. P4) 

= L-(d-tJL{ 
pES• 

- L (OI~Pp(l) lo1) (oii~P•C•l IO} (OI ~Pp(>) lo2} (o2I~Pp(o) IO} 
o1,o2¢0 

Ep(IJ- tl.t:.,, Ep(1)+ Ep(2J- tl.t:.,,- tl.t:.,, Ep(1J+ Ep(2J+ Ep(3J- tl.e.,, 

G5 

+ 5 other terms}. (3.24) 

In a free theory, there are k-particle energy eigenstates lp1 , ••• , Pk) with 

energies wp, + · · · + wP•. The operator "J>P destroys a particle with momentum p or 

creates a particle with momentum -p. It is straightforward, if tedious, to verify that 

expression (3.23) specialized to Gi4l(Pt.P1,p3 ,p4) is zero, as expected. 

In general, one finds that the t: = t:.,, + ··· · + ""'; - "ll• - · · · - EIJ; terms 

are nonzero for all I such that g(I) ¥ 0 (assuming the theory is massive). Thus we 

have, in fact, eliminated the divergences related to the disconnected components of 

G(k)(Pt. ... ,pk)· 

Unfortunately, some E~. factors now depend on more than one o;, so the 

sums over states cannot be performed sequentially, as they can for complete Green's 

functions. Thus the time to compute a connected Green's function is greater than 

the time to compute the corresponding complete Green's function. In particular, a 

careful analysis shows that the time to compute aill(p1, ... ,pl) is O(nll/21). Thus 

the time to compute high-order connected Green's functions is prohibitive. 

In summary, we can compute the complete Green's functions for a nonsepa· 

rable set {PI, ... , Pl} using Equation (3.15), in which case the complete and connected 

Green's functions are equal. The connected Green's function for a. separable set can 

be approximated by substituting a.n approximately equal nonseparable set. The com­

putation time is no more than O(n2 ), but the accuracy is low for almost separable 

sets, unless we use high-precision arithmetic. Alterna.tively, we can directly compute 

the connected Green's function for any set {p1 , .•. ,pl} using Equation (3.23). The 

accuracy is high, but the computation time is O(nll/21). 
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3.2 Renormalization 

3.2.1 General Renormalization Scheme 

We want to approximate some infinite-volume, continuum theory by a finite­

volume, lattice theory. A finite-volume, lattice q,• theory is specified by assigning 

values to the r + 2 qu11.ntities ~~. ~0 , •.. , ~ .. collectively denoted by ~. setting ~t = 0 

for k > r, and assigning values to Land a. We want the finite-volume, lattice theory 

to approach 11. limit, the infinite-volume, continuum theory, as L -+ oo 11.nd a -+ 0. In 

general, the limit does not exist if we fix ~ as we take limits: The theory diverges. 

But we can obtain a well-defined limit theory if we carefully vary, that is 

renormalize, ~ as L -+ oo and a -+ 0. Note that in my approach renormll.tization is not 

necess11.ry to eliminate infinities: Any model specified by ~. L and a is a well-defined, 

finite quantum mechanical model. But renormalization is necessary in order to fix 

what theory is being approximated! Indeed, the coupling constants ~ are not physical 

coupling constants but bare coupling constants. They have no physical significance 

independent of Land a, but merely serve to parameterize a class of models for each 

choice of L and a. Thus it is not physically meaningful to fix ~ as L -+ oo and a -+ 0. 

In order to obtain a well-defined limit theory, we need to fix r + 2 quantities, 

collectively denoted by ~phyo, that have physical significance independent of L and a. 

In a model specified by >., L and a these physical coupling constants have particular 

values: 

~phy• = ~phrop; L, a). (3.25) 

In principle, this relation can be inverted: 

~ = ~pphyoi L, a). (3.26) 

The connected Green's function G~t) (p1 , ••. , Pt) depends on ~. L and a, as 

well asp., ... , pt. Thus G~k)(p., ... , Pt) depends on ~Phr•, Land a, since ~ implicitly 

depends on ~phyo, L and a: 

G!k1(Pt, · .. , Pk) = G!k1(Pt. ... , Pti ~phr•; L, a). (3.27) 

Then we can define G~k)(Pt, ... , Pk) in the infinite-volume and continuum limits while 

fixing ~Phr•: 
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G~ll(Pt.···•Pti~phyo) =lim G~t)(Pt,···,Pti~phy•;L,a). 
L-oo 
•-0 
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(3.28} 

Mathematical subtleties aside, this equation defines quantum field theory in the 

infinite-volume and continuum limits. Physicists generally believe that the limits 

exist-at least for renormalizable theories-although this has been proven in only a 

few special cases. 

We want to approximate G~t)(Pt. ... ,Pti ~phy•) by G~t)(Pt. ... ,Pti ~phy•; L,a). 

We expect to get a sufficiently good approximation by taking L sufficiently large and 

a sufficiently small, as is required by the existence of the limit. In practice, we 

specify ~phy•. Then we choose L and a. Then we can solve for ~ to any desired 

degree of accuracy by inverting the relation between ~phy• and ~. using any standard 

numerical iteration method. Thus we must compute ~phy• for several choices o£ ~ 

until we find the approximately correct values of ~- We may be able to accelerate 

the iteration process by calculating 8~Phr•;a~. Finally, we can calculate interesting 

Green's functions, and hence bound state energies and scattering amplitudes. 

3.2.2 Specific Choice of Renormalization Conditions 

In order to apply the general concepts o£ the previous subsection, we need 

to choose quantities ~phy• to serve as physical coupling constants. To a certain extent 

the choice is arbitrary and can be made for convenience. It is generally believed that 

all reasonable renormalization conditions lead to the same class of limit theories. The 

usual approach is to choose vertex functions r(t)(Pt. ... , Pt) at particular points to 

be physical coupling constants. But in the hamiltonian formalism connected Green's 

functions are more easily calculated. 

In particular, I choose ~:hyo = Z, ~~hyo = f:o/ Ld-t (the energy density o( 

the vacuum) and ~:hy• = G~k)(O, ... , 0), for k = 1, ... , r, to be physical coupling 

constants. Note that we must choose each p; = 0 in G~t), since this is the only 

momentum common to all lattices. In contrast, each E; is continuous and can be 

chosen arbitrarily. I choose each E; = 0 for simplicity and symmetry. 

We can calculate ~~hys = G~k)(O, ... , 0), for k = 1, ... , r, directly using 
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Equation (3.23). Since all p; are equal, the sum over permutations p can be replaced 

by multiplication by k!. Alternatively, we can approximate .\:hyo by G(1l(p11 ... ,p1) 

using Equation (3.15), where {p1 , ••• ,p1 } is a nonseparable set close to {0, ... ,0}. 

In order to calculate .\:hyo = Z, we need to calculate G~2)(p, -p). Specializing 

Equation (3.23) and using Equation (2.18) for ~P• 

1 I 2 i G~2l(p, -p) = w .\• L l(al(ap+a-p)IO}I t!>.e,. E 2 _(~eo-. • 
P o-10 

(3.29) 

where I have used the symmetry between eigenstates with momentum p and -p. 

In an infinite-volume, continuum theory G~2,(p, -p) is a Lorentz invariant 

function of p, but the introduction of a lattice breaks Lorentz invariance. Thus 

in a finite-volume, lattice theory I define iZ as the residue of the simple pole in 

G~2)(E2 , p = 0) at E2 = m 2 • It is clear that this pole comes from the term where 

a is the }-particle rest state II), which is the lowest energy bound state. This state 

is the lowest energy eigenstate aside from the vacuum, has zero momentum, and has 

odd parity if the potential density V( 4>) is even in t/>. Thus the 1-particle rest state is 

easily identified. Then 

.\:hy• = z = ": I(II(a0+a~)IO)I2 , 
P-"• 

(3.30) 

which is easily calculated if IO) and II) are known. Recall that p = w0 is the mass of 

fictitious free particles. Note that Z = .\;1 in a free theory. 

Finally, there are r + 2 degrees of freedom, represented by .\ or _\Phy•, in a t/>' 

model. But 2 of these degrCf'..s of freedom correspond to merely a linear redefinition 

of the field. Such a redefinition changes the Green's functions but not the scattering 

amplitudes, and hence is physically insignificant. Another degree of freedom corre­

sponds to merely a shift in energy scale, which is physically insignificant since only 

energy differences are measurable. We can always shift the energy scale by changing 

.\0 • Thus it is desirable to require that 

.\:hyo = Z = 1, 

.\phyo _ ~ = 0 
o - Ld-1 • 

.\~hy• = (Oit/>IO) = o. 

(3.3la) 

(3.31b) 

(3.3lc) 
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The theory is specified by the r - 1 physically significant parameters .\~hy•, ... , .\~hyo. 

Note that in a theory such that the potential density V(tf>). is even in t/>, 

(Oit/>IO) = 0. But if V(t/>) does not have a global minimum at 4> = 0, then we an­

ticipate spontaneous symmetry breaking, that is (Oit/>IO) ::1 0. The difficulty is that 

spontaneous symmetry breaking does not occur in finite systems but only in infinite 

systems. In order to handle spontaneous symmetry breaking in a finite-volume, lat­

tice theory, we must break the symmetry by hand. For example, we could replace 

V(tf>) by V(tf>) +At/>, where A is a small external field coupled to t/>, and then let 

A --> 0. In this case, the order of limits is important: We must let L --> oo and a --> 0 

before A -+ 0, otherwise there would be no symmetry breaking. 

In summary, we can calculate physical coupling constants by calculating 

Green's functions (and the vacuum energy), and thereby determine what theory we 

are approximating. 

3.3 Sources of Error 

We can approximate Green's functions G~k)(p11 ••• ,p1; .\Phy•) in an infinite­

volume, continuum theory by Green's functions G~k)(p11 ••• ,Pki .\PhY•; L, a) in a corre­

sponding finite-volume, lattice theory, wbich can be calculated as I have described. In 

this section I discuss sources of error in the calculation. My discussion is qualitative. 

My starting point is Equation (3.15) or (3.23), which expresses complete or 

connected Green's functions, respectively, in terms of energy eigenvalues and eigen­

states. First, we do not know the exact energy eigenvalues and eigenstates but only 

approximations to them. As I discussed in Section 1.2, we can estimate the eigenvalue 

and eigenstate errors. Furthermore, although I have not discussed in detail how, we 

could also estimate the errors in ~P matrix elements between energy eigenstates due 

to errors in the eigenstates. Then the errors in energy eigenvalues and ~P matrix 

elements lead to errors in Green's functions . 

Second, Equation (3.15) or (3.23) for complete or connected Green's func­

tions, respectively, involves sums over all energy eigenstates (with the proper momen­

tum and parity). Of course, there is an infinite number of such eigenstates, but we 

can calculate and sum over only a finite number of these. Thus there are errors in 
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Green's functions due to our truncating the sums over eigenstates. 

But note that the operator J,P destroys one fictitious free particle with mo­

mentum p or creates one fictitious free particle with momentum -p, as can be seen 

from Equation (2.18). In a free theory the operator ~P connects a given energy 

eigenstate to no more than two other eigenstates. Thus in a free theory only a finite 

number of terms in the expression for a Green's function are nonzero. In a theory with 

weak coupling, we expect roughly the same situation, that is only a finite number of 

terms contribute significantly to a particular Green's {unction. In general, using the 

orthogonality of eigenstates, we could put limits on the errors in Green's functions 

due to our truncating the sums over eigenstates. 

Third, Equation (3.15) or (3.23) for complete or connected Green's functions, 

respectively, depends on the bare coupling constants ~- But we are interested in 

Green's functions as functions of physical coupling constants ~phy•. Since the ~phy• 

are themselves related to Green's functions (or the vacuum energy f:o), there are errors 

in calculating ~phyo in terms of ~. and hence in inverting the relation and calculating 

~ in terms of ~phy•. If we quantify the two types of errors discussed above, then 

erron in Green's functions associated with errors in the bare coupling constants can 

be quantified using 8G/8~. 

Lastly and most importantly, any finite-volume lattice theory is merely an 

approximation to some infinite-volume, continuum theory. Even if we could calculate 

the correct bare coupling constants ~ as functions of the physical coupling constants 

~phy•, and then calculate the exact Green's functions G~k)(Pit···tPki~phyo;L,a), we 

would still have errors since we are working with a finite model of the infinite theory 

of interest. Unfortunately, these errors are difficult to control. 

For example, we can see from Equation (3.29) that G~2 ,(p, -p; ~phy•; L, a) 

has, in general, an infinite number of simple poles, one at E 2 = f:! for each energy 

eigenstate a with momentum p. Unfortunately, in the infinite-volume, continuum 

theory G~2 ,(p, -p; ~rhY•) has only a few simple poles, one for each bound state. Thus 

the difference between G~21 (p, -p; ~phyoi L, a) and G~2)(p, -p; ~phy•) is infinite at an 

infinite number of points! 

We can see this phenomenon another way. For a theory with weak cou­

pling, perturbation theory (Feynman diagrams) works well. To the zero-loop level the 
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Feynman diagrams for a finite-volume, lattice theory and the corresponding infinite­

volume, continuum theory are essentially the same. But to the one-loop or higher 

level the Feynman diagrams for an infinite-volume, continuum theory involve non­

trivial integrals over one or more internal d-momenta: 

-(k) h • J cPp, cPpj i i 
G (Pit····Pki~PY)= --···-----···---···. 

c (27r)d (27r)dp~-m2 p~-m2 
(3.32) 

In a finite-volume, lattice theory the spatial parts of these integrals are replaced by 

finite sums: 

-(kl( 'Ph. ) _ "(d-l)}: J dE, dEi i i G p, Pk.A 1 ·La= L' --···-----···---··· 
c • • • • 1 1 • • ( 21r) (21r) p~ _ m2 p~ _ m2 · 

Pto••·oPj J 

(3.33) 

Simple power counting shows that all of the energy integrals are convergent. We can 

easily perform these integrals by closing the contours in the complex energy planes, 

using the standard prescription for the contours to go around poles, and calculating 

the residue for each pole inside a contour. In general, the result is a function of the 

external energies that has poles at locations that depend on the external and internal 

momenta. When we sum over internal momenta, the number of poles increases. When 

we sum over diagrams, the number of poles increases further. 

In any case, G~k)(Pit ... ,Pki ~phy•; L,a) may converge to G~k)(p,, ... •Pki ~phy•) 

as L ...... oo and a ...... 0, but the convergence is not uniform or even pointwise, The 

limit is not so well behaved. 

I would like to understand the nature of the infinite-volume and continuum 

limits, and to put bounds on the difference between a finite-volume, lattice Green's 

function and the correspo~ding infinite-volume, continuum Green's function. Then 

my method would be essentially complete. I could program a computer to calculate 

finite-volume, lattice Green's functions and to quantify the errors. Then, in principle, 

I could increase L and decrease a to calculate to any desired degree of accuracy. Thus, 

in principle, I could solve any quantum field theory. Of course, technical issues related 

to reducing the computation time would remain. 

Unfortunately, I do not understand the infinite-volume and continuum limits 

well and do not know how to place bounds on the errors. Indeed, I believe these limits 

are not well understood, in general. If one could place bounds on the errors, then 
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one could probably prove that the limits exist, and thus put quantum field theory on 

a firm mathematical basis. But to the best of my knowledge, only a limited class of 

quantum fielct theories have been proved to exist. Most physically interesting theories 

are still mathematically dubious. 

3.4 Conclusion 

I began by noting that the predictive power of the Standard Model is unsat­

isfactory: No one has successfully calculated quantities in quantum chromodynarnics 

at low energies. My aim has not been to solve quantum chromodynarnics, but rather 

to develop a variational method for calculating physical quantities in quantum field 

theory. Such a method could, in principle, be applied to quantum chromodynamics. 

In Chapter 1 I developed a general method for calculating energy eigenval­

ues and eigenstate& in quantum theories. The Rayleigh-llitz method, of course, is 

not new. My original contributions are that my method is systematic, that is capa­

ble of achieving arbitrary accuracy; that I quantify errors; and that I optimize the 

calculation by both selecting basis states and varying nonlinear parameters. 

I do not claim that my work is the final word in this area, or even the first: 

As Wilson pointed out, quantum chemists have been developing variational methods 

for over sixty years !Wil89]. But I believe that no other variational work in quantum 

field theory has quantified errors nor attempted to optimize calculations by both 

selecting basis states and varying nonlinear parameters. 

At the end of Chapter 1 I tried to emulate the physical insight that Feynman 

showed in !Fey87] and many other places. There I asserted that variational methods 

are not very powerful, being a type of brute force approach. In my opinion, they will 

never be used to solve quantum chromodynamics, because it is far too complicated. 

For example, even on a modest lattice with 10 points to a side, quantum chromody­

namic.~ has 32000 degrees of freedom. One would need considerably more than 32000 

basis states to achieve any reasonable accuracy. Such a calculation is at the limits 

of current technology, and doubling the size of the lattice increases the number of 

degrees of freedom by a factor of eight! For quantum field theory the only advantage 

of variational methods is that they should work, if only one calculates long enough. 

.• 
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No known methods can claim more. 

In Chapter 2 I introduced real scalar field theory on a finite lattice, described 

the weak-coupling basis, and showed how needed quantities could be calculated using 

that basis. The latter was straightforward but tedious. I could have discussed other 

types of field theories. But real scalar field theories are relatively simple, providing 

a testing ground for variational methods free of extraneous complications. I also 

could have chosen a different basis. The significant idea in Chapter 2 was that one 

must apply variational methods to finite models of quantum field theory, for example, 

finite-volume, lattice theories. As I argued at the end of Chapter 1, I believe that all 

direct applications of variational methods to quantum field theory in the continuum 

limit are meaningless and doomed to failure. 

In Chapter 3 I extended my method to quantum field theory by showing how 

energy eigenvalues and eigenstates could be related to physical coupling constants and 

other physical quantities, in particular, bound state energies and scattering ampli­

tudes. Again, much of this work was straightforward but tedious. The connection 

between energy eigenvalues and eigenstates and Green's functions is, of course, rec­

ognized. But, to the best of my knowledge, this connection has never been exploited 

using variational methods, even though the idea is obvious. 

But I was unable to quantify the relation between finite-volume, lattice 

theories and infinite-volume, continuum theories. Thus I was unable to fully realize 

my ideas. One could go ahead and calculate anyways, but I do not know how one 

would interpret the results without any quantitative understanding of the errors. 

Of course, the relation between finite-volume, lattice theories and infinite-volume, 

continuum theories is important in itself and has been studied. I am optimistic that 

this relation can be clarified, thereby completing the realization of my ideas and 

allowing them to be fully tested. 

Lastly, in the process of explaining how variational methods can be used to 

calculate physical quantities in quantum field theory, I have presented the conceptual 

structure of quantum field theory in a concrete, albeit nontraditional, way. Doing so 

has enhanced my understanding of quantum field theory, as I hope it will others. 

I had originally hoped to implement my ideas on a computer and to at least 

reproduced known results for a real scalar field theory in 1 + 1 spacetime dimensions 
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in the perturbative or near-perturbative regime. During most of my research on vari­

ational methods, my understanding was not nearly as clear as I hope my presentation 

here has been. As I developed ideas, I incorporated them into a cow.puter program. 

But it eventually became clear that my original hope was too optimistic: I was un­

able to complete a computer program for calculating physical quantities in quantum 

field theory. In Appendix A I briefly describe the computer program I did write. In 

Appendix D I present some results for simple quantum mechanical systems obtained 

using that program. 
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Appendix A 

Computer Implementation 

I implemented many of the ideas in this paper on a computer. In Section A.1 

I present an overview of the implementation. In Section A.2 I describe a couple of 

the more technical algorithms in the implementation. 

A.l Overview of Computer Implementation 

I implemented many of the ideas presented in this paper with a computer 

program. The program accepts commands in a specialized language and performs 

corresponding actions. Commands can be given in batch mode or interactively. The 

latter possibility permits the program to be used as an "experimental" tool for study­

ing variational methods. The availability of this tool greatly aided my developing 

ideas. 

One set of commands specify the system under study. There is a command 

to specify the dimension d- 1 ~ 0 of the spatial lattice. If the dimension is 0, then 

the lattice consists of a single point. There are commands to specify the lattice extent 

L; and spacing a; in the ith direction. Note that these may be different in different 

directions, a slightly more general situation than I described in Chapter 2. And 

there is a command to specify the (bare) coupling constants >.~, >.0 , >. 1 , . • •• Only a 

finite number of nonzero coupling constants can be specified, that is only polynomial 

potential densities can be specified. But nonpolynomial potential densities can be 
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approximated using truncated Taylor expansions. Thus it is possible to specify any 

of a large class of finite-volume, lattice real scalar field theories. 

Another set of commands control the computation. There are commands 

to specify the sector, that is the total momentum and, if the potential density V(l/>) 

is even in 1/1, the parity. There is a command to specify the variational parameter p. 

And there are commands to control the selection of basis states. One can select 

all basis states (within the chosen sector) with specified numbers of free particles. 

Alternatively, one can specify that basis states be selected using the methods of 

Section 1.3. 

Finally, there are many commands for producing or controlling output. 

These include commands for displaying the current parameters, the approximate 

eigenvalues and eigenstates, the estimated and "exact" errors, and many types of 

debugging information. There are various options for controlling the quantity and 

format of the displayed information. 

An innovative feature of the program is that computations are performed 

only when output is requested, and then only those parts of the computation nec­

essary to the output that have not been performed previously. Furthermore, when 

parameters are changed, only a.Hected parts of the computation will be redone. Thus 

one can use the program interactively, changing various parameters a.nd requesting 

various output, and not have to wait longer than necessary for results. 

I wrote the program in C, including the matrix diagonalization routines, 

which I adapted from (PFTV88]. The program consists of approximatedly 7500 lines 

of code, including all of the bells, whistles a.nd comments. The C language supports 

structured programming, recursive functions, complicated data structures, and the 

dynamical definition of data structures, such as vectors a.nd matrices, with no preset 

limit to their size. It also results in fairly efficient code. 

I wrote the command interpreter portion of the program using YACC and 

LEX. YACC is a program that generates command parsing routines in, for example, 

C from a formal specification of the command language grammar. LEX is a program 

that generates lexical analysis routines in, for example, C from a formal specification 

of the basic lexical units in the command language. My use of YACC and LEX enabled 

me to easily add or modify commands, as my ideas and the program developed. 
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Initially, I wrote the program on an IBM RT PC. Later, when it became 

available, I transferred the program to a. faster Sun SPARCstation 1+. Both machines 

run versions of UNIX. 

I produced the plots in Appendix B using GNUPLOT. This package can 

produce plots in Jl.'fEX form that can be directly incorporated into Jl.'fEX documents. 

In producing the plots I was greatly assisted by various filters (GREP, SED, AWK, 

etc.) available in UNIX. 

A.2 Descriptions of Special Algorithms 

In this section I describe an algorithm for efficiently calculating the correc­

tion functions Ot(Y) discussed in Section 2.3. I also discuss a similar algorithm for 

generating basis states to consider for selection that are likely to have high values, as 

I discussed in Section 1.3. This material is technical and should be interesting mainly 

to those wishing to implement my ideas on a computer. 

A.2.1 Calculation of Correction Functions Ot(Y) 

We need to calculate correction functions flt(Y) for all basis states Y such 

that Y ~ C for some selected basis state C. The state Y need not be in the sector 

under study. A problem is how to generate all such states Y given a list of n selected 

basis states. In this subsection I present an algorithm for doing so. 

If the lattice has N points, then there are N distinct momenta, which we 

can label Pt. ... , PN· The order of the momenta is arbitrary but should be fixed. 

An arbitrary basis state Y can be generated in a canonical way by starting 

with the 0-particle state 0, adding Yp, free particles with momentum Pt. then adding 

Yp, particles with momentum p 2 , and so on. In other words, the particles in Y are 

added in order of momentum. 

We obtain an infinite tree by considering all possible ways that particles ca.n 

be added in order of momentum starting with the state 0. For example, the node of the 

tree corresponding to the state 0 has N branches leading from it, one corresponding to 

adding one particle with any of tile N momenta Pt. ... , PN· The node corresponding 
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to the state IP17), consisting of a single particle with momentum p 17, has N- 16 

branches leading from it, one corresponding to adding one particle with any of the 

N - 16 momenta Pl7, ... , PN· The root of the tree corresponds to the state 0, and 

there is a unique node for each possible state. Starting from the root the tree provides 

a unique path to the node for any given state. 

We can generate all states by traversing the tree in depth-first order. In 

particular, we start with the state 0. If we are at some state Y, we then traverse the 

subtree under the branch corresponding to adding one particle with momentum p;, 

then the Pi+ I branch, and so on up to the PN branch. Here j is the leading index of 

Y, that is Yp1 > 0 and YPHt = · · · = YPN = 0. The leading index of the state 0 is 1. 

We can generate all states Y such that Y $ C for some selected state C 

by traversing the tree in depth-first order and pruning all subtrees that contain no 

selected states. In particular, if Y' is a state in the subtree with root Y, then Y~, = Yp, 

for 1 :$ i < j, andY~, ~ Yp, .for j :$ i :$ N, where j is the leading index of Y. We 

can consider each of the n selected states to determine if any is in the subtree with 

root Y. If not, then we prune the subtree. We make this determination separately 

for each visited state Y, although more efficient methods are possible. 

In summary, we can generate all states Y such that Y :$ C for some selected 

state C by traversing a pruned tree of states. This is an O(n2 ) computation, assuming 

the selected states are not sparse. Having done so, for each Y we can calculate 01(Y) 

by looping over all selected states C. 

A.2.2 Generation of States Likely To Have High Values 

In Section 1.3 I mentioned that the number of unselected basis states con­

nected by the hamiltonian to at least one selected basis state can be large. Thus 

it is not always practical to consider all such unselected states for selection. In tbis 

subsection I describe an algorithm for generating basis states to consider for selection 

that are likely to have high values. 

One key idea is as follows: We can think of each basis state A as a point 

in an N-dimensional lattice. The N components of the point are the N integers 

Ap,, ... , APN ~ 0. In fact, the state lattice separates into disjoint sets corresponding 
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to different sectors, but never mind this technical complication for now. We want 

to locate those states with the highest values. I call the state lattice a "gold mine," 

the gold being the valuable states. We want to "mine," that is select, the valuable 

states. It is prudent to first "explore," that is estimate, the values of many states 

before deciding which states to mine. It is plausible that states close to each other in 

the lattice have similar values. If we find a high-value state, then we should explore 

the "vein" of nearby states. 

My algorithm is a combination of the gold mine idea and the state tree idea 

of the previous subsection. In particular, we first explore the state 0 at the root of 

the tree. After exploring some state A, we might want to explore the vein leading 

from A, that is the states immediately under A in the tree. The initial estimate of the 

"yield" of this vein is the value of A. We do not traverse the tree in any fixed order; 

rather we explore many veins at once. At any given time we explore the next state in 

the vein with the current highest estimated yield. Whenever we explore a state in a 

vein, we update our estimate of the yield of the vein using the value of the state just 

explored. For example, the new estimated yield of the vein is a weighted average of 

the old estimated yield and the value of the state just explored. Thus which vein has 

the highest estimated yield changes. We continuing exploring states until we have 

explored all states with value, or until we have explored a sufficient number of states. 

From the explored states, we select some with the highest values. 

To implement these ideas we maintain a priority queue of states with their 

values. A priority queue is a "largest-in, first-out" queue. As we explore states, we 

add them with their values to the queue. When we are done exploring, we can get 

the states with the highest values immediately from the queue. 

We also maintain a priority queue of veins with their estimated yields. In 

particular, tbe vein associated with the state A is the set of N- j + 1 states that 

result from adding to A one particle witb any of theN- j + 1 momenta Pit ... , PN· 

Here j is the leading index of A. We explore tbe states in a vein in some fixed order. 

An entry in the vein priority queue specifies tbe next state in the vein to be explored. 

Whenever we explore a state, we add the vein associated with that state to the vein 

priority queue. 

We start by exploring the state 0, adding it to the state priority queue, and 
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adding the associated vein to the vein priority queue. Whenever we get the vein with 

the current highest estimated yield, we delete it from the vein priority queue. We 

then explore the next state in the vein. If there are still unexplored states in the vein, 

we update its estimated yield and add it again to the vein priority queue. 

The remarks above describe the main features of my algorithm, but a few 

technical points remain. First, it is reasonable to explore the states in a vein in the 

order p;, ... , PN such that Wp; ~ • • • ~ wPN• where j is the leading index of the 

original state. In other words, we explore states with low free energy first. 

Second, the only states that have (estimated) value are those in the sector 

under study, and of these only those connected by the hamiltonian to at least one 

selected state. If we explore a state with no value, then we immediately explore the 

state in its vein with value, the rule above for ordering states in a vein notwithstand­

ing. If there is no such state in the vein (because all of the states in the vein have 

the wrong total momentum or wrong parity), then we immediately explore the first 

state in the vein. And so on recursively. The initial estimated yield of all veins we 

open in this process is the value of the first state with value we find. If a state has 

no value, we do not add it to the state priority queue, but we do add the associated 

vein to the vein priority queue. 

Third, the value of a selected state u; is l{u;le~)l 2 ~ l(u;!e~"1W. If we want 

to increase the number of selected states by adding unselected states, then currently 

selected states should not be added to the state priority queue when they are explored: 

We simply retain all currently selected states and then add unselected states from 

the queue. Alternatively, if we want to reconsider the currently selected states, then 

these should be added to the state priority queue and treated on an equal footing 

with currently unselected states: We select anew states from the queue. 

The algorithm I have described above is a reasonable method for efficiently 

generating states to consider for selection likely to have high values. 

Appendix B 

Results for Quantum Mechanics 

Here I present a sample of the results of applying the method to simple 

quantum mechanical systems. In Section B.l I examine the correctness of the method 

and its implementation. In Section 8.2 I study the behavior of the algorithms with 

various choices of basis states and variational parameters. 

B.l Tests of Method Correctness 

In this section I describe ways of testing the correctness of the method and 

its computer implementation and present the results of a sample of those tests. 

There are many ways of testing the correctness of the method and its com· 

puter implementation. For example, we can verify by direct multiplication that the 

n approximate eigenvalues ~l"l and eigenstate& el"l of H are exact eigenvalues and 

eigenstates of the n x n matrix H". We can also verify that the eigenstates are or· 

thonormal. Doing so tests the correctness of the matrix diagonalization routines, but 

does not guarantee that the matrix elements (u11Hiu;) are correct, that is that we 

are solving the system we think we are. 1 

A better type of test is to compare the results of the program with known 

1While developing the program, I encountered such an error. The program produced plausible 
results that were just inaccurate enough and inconsistent enough to arouse suspicion. It turned out 
that a few of the more complicated matrix elements were slightly incorrect. The error occurred only 
for lattices with more than one point and potential densities with at least a ¢>4 term. 
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results. Since the program produces approximate results, such comparisons make 

~ense only if we estimate the errors, as described in Section 1.2. The correctness of 

the program is verified if the known results fall within the estimated error limits. 

Such tests can fail if the matrix elements are incorrect, if the matrix diagonalization 

routines are incorrect, or if the error estimates are overly optimistic. The latter 

possibility can occur, for example, if the variance calculations are incorrect. Thus 

such tests can provide very strong confidence in the method and its implementation. 

There are many known results at our disposal. For example, we can consider 

a theory of free particles with mass m on an arbitrary lattice, defined by the potential 

density V(tP) = ~m2.\•tP2 +.\o. It is convenient to choose .\0 = -~L-(d-t) LpWP such 

that the ground state energy is 0, where wp is given by Equation (2.27). Then 

each eigenstate is a. free particle state lA) with energy EP Apwp. Such theories are 

nontrivial if we perform calculations using a variational parameter fJ =F m. 

The Montroll group [HM75, HMM78] extensively studied systems consisting 

of a. single or a pair of coupled oscillators with quartic potentials. Unfortunately, their 

two-oscillator systems cannot be cast into the form of a real scalar field theory on a 

two-point lattice. 

It is possible to generate a wide class of single-oscillator systems with poly­

nomial potentials such that the ground state and ground state energy are exactly 

known. 2 The trick is to first specify the ground state wave {unction 

.Po(q) ~ eP(q) 
I (B.1) 

where P(q) is a. polynomial in q that is bounded above. Then we can solve for the 

potential V(q) and ground state energy t:o such that 

HI.Po) = [ -~ : 2 + V(q)] I.Po) = t:oi.Po). (B.2) 

A system consisting of a single oscillator with a potential hole of the modified 

Piischl-Teller type can be solved exactly [Fiii7l). It is defined hy the potential 

.\(,\- 1) 
2 - I V(q) = -o cosh 2 oq (B.3) 

21 &m grateful to Ivan Otero for showing me this trick. 
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where ,\ and o are coupling constants. The potential is nonpolynomial, but it can be 

approximated by a truncated Taylor series with many terms. 

We can generalize any of the solvable one-oscillator systems discussed above 

to essentially solvable systems on an arbitrary lattice: We simply use the same po­

tential and choose a large enough lattice spacing a so that the oscillators at each 

lattice point are weakly coupled to each other, that is so that the coupling constants 

.\0 , .\1 , .•. are strong. We can calculate approximate, but accurate, energy eigenvalues 

by treating as a small perturbation the piece Hcon of the hamiltonian that connects 

neighboring lattice points, as I discussed in Section 2.2. Such systems in the strong­

coupling limit provide a good test of the method, which we expect to work best in 

the weak-coupling limit. 

Lastly, we can test the method using unsolved systems. We simply solve the 

system repeatedly by running the program with many different choices of basis states 

and the variational parameter p. If all results are consistent to within the estimated 

error bounds, then our confidence in the method increases. 

In particular, if we choose a good value for fJ and select sufficiently many 

basis states, then the program can compute eigenvalues and eigensta.tes that are 

"exact" within the precision of the machine (approximately 15 significant figures). 

These eigenvalues and eigenstates are more precise than other published numerical 

results and can serve as benchmarks against which to compare other less accurate 

computations with the program . 

The method and its computer implementation have passed all tests that I 

have run. In order to give the flavor of these tests, I will focus on just one system 

and present the results of t.ests using that system. 

In particular, consider the single oscillator system defined by the hamiltonian 

H = ~p2 + ~q 2 + lOOOq\ (B.4) 

which was studied by the Montrolt group [HM75]. In Table B.l I compare the lowest 

few eigenvalues they present with those produced by the computer implementation . 

The computed eigenvalues agree with those in (HM75) but are far more precise. In 

what follows, I treat these computed values as being "exact." 

An approximate eigenvalue t{"1 produced by the method is an upper bound 
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Montroll Group Computer Implementation 
t:o 6.694 22085 6.694 220 850 504 03 
f:t 23.9722061 23.972 206 056 3831 
f:2 47.017 338 7 47.017338 732427 7 
f:3 73.4191140 73.419113 844 530 5 
f:4 102.516157 102.516157134 231 
t:s 133.876 891 133.876 891218 831 
t:e 167.212 258 167.212 258193636 
f:7 202.31120 202.311199 675 512 
t:e 239.01158 239.011577 550 546 

Table B.1: Comparison between the lowest few eigenvalues t:t given by the Montroll 
group IHM75] &nd those produced by the computer implementation for the one­
oscillator system defined by H = ~p2 + ~q2 + 1000q4 • In the computer calculation 
I' = 50 and the first n = 25 basis states with the correct parity are selected: states 
with 0, 2, ... , 48 particles for even parity and states with 1, 3, ... , 49 particles for odd 
parity. The estimated errors are all below the precision of the machine. 

to the exact eigenvalue t:t. As I discussed in Section 1.2, the Kato theorem provides a 

lower bound to the eigenvalue or, equivalently, a bound on the error 111"1 = Je:1"1- t:tl· 

Since we know the first few eigenvalues (to 15 significant figures), we can calculate 

the actual eigenvalue error. If the method and its implementation are correct, the 

actual error should be less than the estimated error provided by the Kato theorem. 

In Figure B.1 I compare the estimated and actual errors for the lowest eigenvalue Eo. 

The approximate eigenvalues are computed using various numbers of selected basis 

states and values for the variational parameter I'· In all cases, the actual eigenvalue 

error is less than the corresponding estimated error. 

The Kato theorem also provides a bound on the eigenstate error d"' be­

tween the approximate eigenstate e1"1 and the corresponding exact eigenstate et, as 

I discussed in Section 1.2. If we select enough basis states, then we can treat the 

eigenstates computed by the program as "exact," although I know of no published 

results with which to compare these. Thus we can calculate the actual eigenstate er­

ror between an approximate eigenstate, computed using a small number n of selected 

basis states or a poor choice of p, and the exact eigenstate. The actual eigenstate er­

ror should be less than the estimated eigenstate error provided by the Kato theorem. 
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Estimated and Actual Eigenvalue Errors for Eo 
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Figure B.1: Comparison between t.he estimated and the actual errors ~~~n) for the 
lowest eigenvalue Eo = 6.694 220 850 504 03 ... for the one-oscillator system defined 
by H = ~p2 + h2 + 1000 q4 • The selected basis states are the first n states with 
O, 2, ... particles, where n is 2, 6, 10 or 14. Various values of the variational pa­
rameter I' are used. Each pair of estimated and actual points represents a single 
variational calculation. The estimated errors are larger than the actual errors by 
an order of magnitude or so, but otherwise seem to parallel the actual errors. Note 
that estimated errors are not shown when they are so large as to be unreliable. Also 
note that the noise at the bottom of the n = 14 curve for the actual errors is due 
to the limited precision of the machine (15 significant figures). 
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In Figure 0.2 I compare the estimated and actual errors for the lowest eigenstate e0 • 

The approximate eigenstates are computed using the same numbers of selected basis 

states and values for the variational parameter p as in Figure B.l. 

Note that approximate and exact eigenstates can be compared easily only if 

they are expressed in terms of the same basis, that is in terms of bases with the same 

value of p. Thus it is necessary to recompute the exact eigenstate for each value of p 

plotted: Figure B.2 represents a lot of computations! 

B.2 Behavior of Method 

In this section I present the results of applying the method to some interest­

ing quantum mechanical systems. In particular, I show how well the method selects 

ba-~is states and chooses the variational parameter p. 

B.2.1 Selection of Basis States: Weakly-Coupled System 

Consider a theory of free particles with mass m = 1 in 1 + 1 spacetime 

dimensions defined by the potential density V(.P) = ~.P1 + .\0 . Let the lattice have 

N = 10 points with spacing a = 'fr/50. Thus the lattice size is L = 7r/5. We can 

choose .\0 such that the vacuum energy is 0. 

The theory describes free particles with any of 10 possible momenta, whose 

energies are given by Equation (2.27). All nonzero momenta are large compared to 

the mass m = 1 (Table B.2). 

If we choose p = m = 1, then each energy eigenstate is a basis state with 

energy equal to the total energy of its constituent particles. Particles with nonzero 

momenta have much larger energies than particles with zero momenta. Thus in the 

zero total momentum, even parity sector, the lowest few energy eigenstates consist of 

only zero momentum particles (Table B.3). 

If we use a ba-~is with I' = 2, then each eigenstate is no longer a single 

basis state, but rather a superposition of basis states. We can view the theory as 

describing fictitious free particles with mass 11 = 2, except there is a weak quadratic 

self-coupling, which effectively changes the mass. In what follows, I study this theory 
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Figure B.2: Comparison between the estimated and the actual errors (~n) for the 
lowest eigenstate eo for the one-oscillator system defined by H = ~p1 + ~ q1 + 1000 q

4
. 

The selected basis states are the first n states with 0, 2, ... particles, where n is 2, 6, 
10 or 14. Various values of the variational parameter p are used. Each pair of esti­
mated and actual points represents a single variational calculation. The estimated 
errors are larger than the actual errors by an order of magnitude or so, but otherwise 
seem to parallel the actual errors. Note that estimated errors are not shown when 
they are so large as to be unreliable. Also note that the noise at the bottom of the 
n = 14 curve for the actual errors is due to the limited precision of the machine (15 
significant figures). Finally, note the similarity between the curves for the estimated 
eigenstate errors and the corresponding curves for the estimated eigenvalue errors 
in Figure B.l: The similarity occurs in general. 
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p Wp (JI = 1) Wp (JI = 2) 

0 1.000000 2.000000 

±10 9.887017 10.037 58 

±20 18.73649 18.816 37 

±30 25.77121 25.82935 

±40 30.28958 30.33906 

50 31.846 69 31.893 75 

Table 8.2: Free particle momenta and energies for the weakly-coupled system in 1 + 1 
spacetime dimensions defined by the potential density V(¢) = !4>1 + .\0 . The lattice 
has N = 10 points with spacing a= '1f/50. The /J = 1 energies are the actual energies; 
the JJ = 2 energies are fictitious. 

using JJ = 2. 

Equation (2.27) gives the energies the fictitious particles would have if their 

mass were JJ = 2. Note that the free particle energies are roughly the same for JJ = 1 

and /J = 2 (Table B.2). 

Although energy eigenstates are not JJ = 2 basis states, we expect the low­

est eigenstates to be superpositions of basis states consisting of primarily zero or low 

momentum particles. But the number of distinct basis states in the zero total mo­

mentum, even parity sector grows rapidly as the number of particles increases. If the 

basis state selection algorithm works well, then it should efficiently find the valuable 

states consisting of zero or low momentum particles amongst all the basis states in 

the sector. 

In particular, I begin by selecting just the 0-particle state. The program then 

selects additional basis states so as to improve the approximation to the ground state. 

The attached tables and figures describe the weakly-coupled system, the selection 

process, and the results thereof. 

Note that the same kinds of tests can be done with a strongly-coupled theory. 

For example, consider a generalization of the single oscillator system studied by the 

Mont roll group. In particular, consider a theory in 1 + 1 spacetime dimensions defined 

by the potential density V( 4>) = 44>1 + 1000 1/>4
. Let the lattice have N = 10 points 
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State Energy State Energy 
0 0 14(0) 14 

2(0) 2 16(0) 16 
4(0) 4 18(0) 18 
6(0) 6 (10)+( -10) 19.77403 
8(0) 8 20(0) 20 
10(0) 10 2(0)+(10)+(-10) 21.774 03 
12(0) 12 22(0) 22 

Table B.3: Lowest few energy eigenstates and eigenvalues in the zero momentum, even 
parity sector for the weakly-coupled system in 1 + 1 spacetime dimensions defined 
by the potential density V(t/>) = 4tJ>1 + .\0 . The lattice has N = 10 points with 
spacing a = 1f /50. Here .\0 = -160.9178 ... is chosen such that the vacuum energy is 
0. The notation 2(0X10X -10) means 2 particles with momentum 0, 1 particle with 
momentum 10, and 1 particle with momentum -10. 

with spacing a= 7r/5, and hence the lattice size is L = 27r. Thus all of the momenta 

are small compared to a typical energy JJ = 50. In this case, all of the free particles 

energies are roughly equal. States with the fewest particles (and hence lowest free 

energies) are selected first, almost independently of their energies. One finds that the 

algorithm works as anticipated for a strongly-coupled theory. 
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Selected Acceptable Explored Maximum 
Pa.~s States States States Veins 

1 
2 2 6 7 
3 3 11 2 3 
4 5 16 7 3 
5 8 25 33 6 
6 12 37 73 9 
7 18 45 74 12 
8 27 63 35 18 
9 41 86 293 25 

10 62 117 237 38 
11 93 161 855 54 
12 140 216 6509 76 
13 210 300 10545 112 
14 315 409 17383 164 
15 473 550 28237 233 

Table B.4: Summary of the basis state selection process in the zero momentum, even 
parity sector for the weakly-coupled system. The p. = 2 basis is used. In the first 
pass only the 0-particle state is selected. In each successive pass all currently selected 
states are retained and other states with the highest estimated values are also selected. 
All values are relative to the ground state. "Selected States" is the number of states 
selected; "Acceptable States" is the number of states considered that are in the proper 
sector and connected by the hamiltonian to at least one currently selected state; and 
"Explored States" is the total number of states considered. All three numbers include 
currently selected states. In each pass, all possible acceptable states were explored. 
"Maximum Veins" is the maximum number of open veins in the vein priority queue 
at any time during the pass. 
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Selected Possible Selected Possible 
Particles States States Particles States States 

0 1 1 16 34 204347 

2 6 6 18 28 468754 

4 21 73 20 24 1001603 

6 56 504 22 20 2016144 

8 81 2438 24 14 3856892 

10 69 9252 26 10 7060984 

12 58 29414 28 7 12440668 

14 44 81752 

Table B.5: Number of selected and possible basis states with given numbers of par­
ticles in the zero total momentum, even parity sector for the weakly-coupled system. 
The selected states are then = 473 states selected in pass 15 of the selection process 
summarized in Table B.4. 
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Number of Particles in Selected Basis States 
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Figure B.3: Numbers of particles #u; in selected basis states u; in the zero total 
momentum, even parity sector for the weakly-coupled system. The selected states 
are the n = 473 states selected in pass 15 of the selection process summarized in 
Table B.4. Basis states are plotted from left to right in the order in which they were 
selected. Note the tendency for states selected later to have more particles. But 
states with many particles are underrepresented, considering the possible number of 
such states. 
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Figure B.4: Free energies Lp u;pWp of selected basis states u; in the zero total 
momentum, even parity sector for the weakly-coupled system. Free energies are for 
particles with mass p. ,; 2. The selected states are then = 473 states selected in pass 
15 of the selection process summarized in Table B.4. Basis states are plotted from 
left to right in the order in which they were selected. Note the tendency for states 
selected later to have higher free energies. Also note that all of the free energies are 
relatively modest compared to the energy of a few particle with momentum 50, that 
is energy ~ 30. 
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Values of Basis States 
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Figure B.5: Values ut(i) = l(u;le~n)W for the selected basis states u; relative to the 
approximate eigenstate e~n) in the zero total momentum, even parity sector for the 
weakly-coupled system. The selected states are the n = 473 states selected in pass 
15 of the selection process summarized in Table B.4. Basis states are plotted from 
left to right in the order in which they were selected. The values for the ground state 
e0 decrease almost monotonically, indicating that the basis state selection algorithm 
is working well. The values for the third excited state e3 in the sector also tend to 
decrease, but the effect is not as strong, since no attempt was made to select basis 
states with high value relative to e3 . 

~ 
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B.2.2 Choice of Variational Parameter: Anharmonic Oscil­

lator 

In order to study the effect of varying 11, consider a single oscillator system 

defined by the potential 

V(q) = q2 + q4 + qs. (B.5) 

We can find approximate eigenstates in the even parity sector using the first n = 50 

states with 0, 2, ... ,98 particles and various choices of II· If my concepts in Section 1.3 

are correct, then we expect that 1) In l(u;le~n))ll is a linear function of i for fixed k, 2) 

the values of 11 that produce the smallest errors are those that result in the steepest 

slope, and 3) for large enough i we get the same slope for any i and fixed II· The 

attached figures show some of this behavior . 
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Actual Eigenvalue Errors for f:o with Various n and Jl 

to-4~~ 

(n) Io-6 
'lo 

Io-8 

to-10 

to-n 

to-u 1~------~----~--L-~~~~~~-------L-2 5 10 20 
Jl 

Figure B.6: Actual eigenvalue errors 'l~n) for the lowest eigenvalue f:o in the even 
parity sector for the one-oscillator system defined by V(q) = q~ + q4 + q6

• The 
selected basis states are the first n states with 0, 2, ... particles, where n is 1, ... , 15. 
Various values of the variational parameter Jl are used. Though not labeled, each 
curve for fixed n is easily recognized, because Rayleigh- Ritz approximate eigenvalues 
decrease monotonically as basis states are added, hence so do actual eigenvalue 
errors: Curves for different n do not cross. Observe that the best values for the 
variational parameter cluster around IJ = 10. The "stacked arches" appearance of 
this plot seems to be typical, at least for one oscillator systems. In more complicated 
systems analogous periodic behavior is observed. Note that each additional basis 
state reduces the error by an order of magnitude, at least in the vicinity of Jl = 10. 

• 

B.2. BEHAVIOR OF METHOD 101 

Actual Eigenvalue Errors for f:s with Various n and Jl 
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Figure B.7: Actual eigenvalue errors 'l~n) for the fifth excited eigenvalue f:s in the 
even parity sector for the one-oscillator system defined by V(q) = q2 + q4 + q6

• The 
selected basis states are the first n states with 0, 2, ... particles, where n is 6, ... , 15. 
Various values of the variational parameter Jl are used. Though not labeled, each 
curve for fixed n is easily recognized, because Rayleigh-Ritz approximate eigenvalues 
decrease monotonically as basis states are added, hence so do actual eigenvalue 
errors: Curves for different n do not cross. Observe that the best values for the 
variational parameter cluster around 11 = 10, the same value as for the ground 
state. 
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B. RESULTS FOR QUANTUM MECHANICS 

Basis State Values Relative to eo 
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Figure B.8: Approximate basis state values uo(i) = l(u;le~n))ll relat.ive to the ground 
state e0 in the even parity sector for the one-oscillator system defined by V(q) = 
q1 + q4 + q6 • Various values for the variational parameter ll are chosen. The selected 
ba..~is ~tates are the first n = 100 states with 0, 2, ... particles. Basis states are 
ordered from left to right in decreasing value independently for each p. Note that 
the values decrease roughly exponential for each choice of p. It is clear that ll = 5 
or 10 are the best choices. Ohserve how the slope of the 11 =50 and ll = 100 curves 
approach that of the I' = 10 curve. 
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B.2. BEHAVIOR OF METHOD 

Basis State Values Relative to e5 
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Figure B.9: Approximate basis state values u5 (i) = l(u;le~n))ll relative to the fifth 
excited state e5 in the even parity sector for the one-oscillator system defined by 
V"(q) = q1 + q4 + q6 . Various values for the variational parameter ll are chosen. The 
selected basis states are the first n = 100 states with 0, 2, ... particles. Ba..~is state~ 

are ordered from left to right in decreasing value independently for each I'· Note 
that the values decrease roughly exponential for each choice of p. It is clear that 
I' = 10 is the best choice, but ll = 5 and I' = 20 are almost as good. Observe how 
the slope of the JJ = 50 curve approaches that of the ll = 10 curve. 
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