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ABSTRACT. This paper deals with the t\vo essential tasks necessary to model chemical 

reactions theoretically: obtaining the potential energy surface (i.e., the electronic energy 

of the molecular system as a function of nuclear positions) and then determining the 

dynamical motion of the nuclei/atoms governed by it. 

It is sometimes possible to model the potential energy surface for a chemical 

reaction locally, e.g., a harmonic valley along the reaction path which passes through the 

transition state (saddle point on the potential energy surface) connecting reactants and 

products. More generally, though, it is necessary to have a global potential energy 

function that is not restricted to the vicinity of reaction path. Many completely empirical 

potential functions have been developed for non-reactive molecular motions, and it is 

shown here how the empirical valence bond (EVB) idea can be used to combine these 

non-reactive potential functions, which describe reactant and product regions 

individually, with ab initio calculations for the transition state region and thus obtain a 

global potential energy surface for a chemical reaction. 

Although the dynamics of nuclear motion should in principle be treated quantum 

mechanically, the difficulty of doing so is prohibitive for polyatomic systems. Most 

dynamical treatments employ classical mechanics which, though an excellent 

approximation in many regards, has some serious deficiencies. One such problem 

discussed here has to do with zero point vibrational energy and the other with tunneling 

of light (e.g., hydrogen) atoms. Though quite rigorous semiclassical theories exist that 

would in principle solve these problems, we describe in this paper more approximate 

approaches that are intended to be suitable for direct incorporation into classical 

simulation algorithms. 
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1 • Introduction 

This lecture will not deal explicitly with biological applications, but rather will describe 

some recent developments in theoretical/computational methodology that could have 

practical implications for dynamical simulations of such processes. All of the theoretical 

approaches discussed here are "trajectory based", i.e., geared to be utilized within the 

framework of a classical trajectory simulation of the atomic/molecular motion. Though 

the applications carried out in my research group are for medium size polyatomic 

molecules -e.g., the intramolecular isomerization in malonaldehyde, 

(1. 1) 

1 2 

- I believe that the issues involved, and the methodologies being developed, also have 

relevance for the more complex molecular systems of biological interest 

The following three sections deal with three separate issues involving classical 

trajectory simulations in polyatomic systems: (1) convenient (and accurate!) 

representations of a global potential energy surface for reactive systems; (2) how to deal 

with the problem of zero point (vibrational) energy in polyatomic molecules; and (3) how 

to incorporate tunneling (primarily in H atom transfer reactions) into trajectory 

simulations in an accurate, yet practically manageable way. 

2 . An Empirical Valence Bond Model for Reactive Potential Energy 

Surfaces 

One of the most difficult steps in theoretical treatments of chemical reactions in 

polyatomic molecular systems is representing the potential energy surface.1 Ideally, of 

course, one would like to be able to compute the Born-Oppenheimer electronic energy 

V(q1, ... ,<13N-6) from first principles for any values of the 3N-6 coordinates that are 

necessary to specify the configuration of the N atom system. Though ab initio quantum 

chemistry calculations2 are becoming increasingly possible for polyatomic molecular 

t 
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systems, the number of such calculations needed for more than 3 or 4 atom systems 

tends to make this direct approach unfeasible. 

One of the ways used for dealing with the situation has been to exploit the idea of a 

reaction path.3-5 Here one computes the potential energy surface only along a one

dimensional curve (the reaction path) in the 3N-6 dimensional space that connects 

reactant and product configurations. This is often the steepest descent path (in mass

weighted ~artesian coordinates) that passes through the transition state for the reaction 

under study- the "intrinsic" reaction path5 - but other paths are possible6 and 

sometimes more useful.7 One typically also determines the force constant matrix along 

this path, thus providing a local harmonic approximation to the potential energy surface 

along the reaction (or reference) path. 

Though reaction path approaches have been very useful, particularly for qualitative 

and approximate dynamical treatments, and will certainly continue to be so, there are 

times when a global potential energy surface is needed. This is true, for example, for 

highly vibrationally excited molecules, where the dynamics tends not to be localized 

about any one reaction path, and also for cases with a number of low frequencies modes 

orthogonal to the reaction path, which allows for large amplitude motion far away from 

any reference path. 

For vibrational motions about stable molecular geometries a standard normal mode 

expansion- harmonic plus perhaps anharmonic corrections -provides an adequate 

global potential function. There also exist a number of completely empirical potential 

functions8-12 that describe a variety of non-reactive motions and interactions. Unless 

special alterations are made, however, these potential functions are not capable of 

modeling the potential energy surface for a chemical reaction. 

In this paper we wish to pursue and develop an approach used by W arshel13 that is 

especially designed to model reactive potential functions, namely the empirical valence 

bond (EVB) model. To illustrate the basic idea, consider an isomerization reaction such 

as Eq. (1.1), which is characterized by a multi-dimensional double well potential 

function. One imagines that this Born-Oppenheimer potential energy surface results from 

a quantum chemistry calculation with a 2-state valence bond electronic wavefunction 

(2.1) 

where l<j> 1 > is a valence bond wavefunction that describes the electronic structure of the 
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reactants (1) in Eq. (1.1), and lq, 2> the corresponding wavefunction that describes the 

electronic structure of the products (2). The lowest electronic eigenvalue, i.e., the Born

Oppenheimer potential energy smface, is then given by the lower root of the 2x2 secular 

equation,specUffcally 

(2.2) 

where 

and Rei is the electronic Hamiltonian. V is a function of the nuclear coordinates q = ( q1, 

••• , CJ3N_6) because the electronic Hamiltonian depends on q, and thus V11, V22, and V12 

also do. 

In the empirical valence bond approach, however, no electronic matrix elements are 

actually calculated. V 11 = V 11 (q1, ... , 'l3N-~ is identified as the potential energy surface 

for the reactants and thus taken as a non-reactive (i.e., single minimum) potential energy 

surface that describes non-reactive motion about the reactant geometry. The simplest 

imaginable model for V 11 ( q) would be a harmonic normal mode approximation about the 

reactant equilibrium geometry. At a more sophisticated level, one could use one of the 

non-reactive empirical potential models8-12 that has the bonding designated as in (1) of 

Eq. (1.1). V22(q) is similarly a non-reactive (i.e., single minimum) potential energy 

surface that describes motion about the product geometry. V11 and VZl. are often referred 

to as diabatic potential surfaces, in contrast to V itself which is the Born-Oppenheimer, or 

adiabatic potential smface. 

The most crucial part of the EVB model is the exchange matrix element (or 

resonance integral) V 12 = V 12(q), for it is less obvious how it should be chosen. 

Warshel13 has used some very simple approximations in his (very complex) applications, 

while here we describe a way of choosing it so that the EVB potential V( q) of Eq. (2.2) 

, 
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exactly reproduces a given harmonic force field about a given transition state geometry. 

We envision that the transition state quantities (geometry, energy, and force constant 

matrix) will be obtained by ab initio quantum chemistry calculations. Le., the logic of 

the approach is that ab initio quantum calculations of useful accmacy can be carried out 

for a few selected features of the reactive potential surface, and the most important of 

these are the transition state parameters since this is the least well known region of the 

potential and also the most important region for describing the reaction. The reactant and 

product regions are described reasonably well by simple (non-reactive) empirical 

potential functions8-12 for stable molecules. The EVB model that we present is thus a 

way of incorporating ab initio calculations for the transition state parameters with simple 

diabatic potential functions that describe reactants and products separately. 

The potential energy surface V(q) is thus taken to be in the form ofEq. (2.2), 

where the diabatic potentials V 11 ( q) and V 22( q) are non-reactive (i.e., single minimum) 

potential functions that correctly describe the regions near the equilibrium geometries q1 
and~. respectively. V11 and V22 are assumed to be known, and the goal is to find a 

useful way of determining the exchange matrix element V 12( q). It is clear that in the 

reactant or product regions themselves, i.e., for q near q1 or q2, one will have 

2 (Vn-V22) 2 
V12 « 2 ' 

(2.3a) 

and in this limit it is easy to see that Eq. (2.2) gives 

V(q) :Min[V11(q),V22(q)], (2.3b) 

which is clearly correct in these regions. It is thus only necessary to know V 12( q) in the 

intermediate region between reactants and products, and to determine it in this region we 

appeal to ab initio quantum chemistry. 

Eq. (2.2) can be used to express V12 in terms ofV11, V22, and Vas follows, 

V12(q)2 = [V11 (q)-V(q)][V22(q)-V(q)]. (2.4) 

Near the transition state geometry one has 
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(2.5) 

where the transition state geometry q0, energy V 0, and force constant matrix KQ are 

obtained from an independent ab initio calculation. Since the non-reactive potential 

functions V 11 ( q) and V 22( q) are known, they can also be expanded in a Taylor's series 

about the transition state geometry 

(2.6) 

where .1q = q-q0, 

for n=l,2. With Eqs. (2.5) and (2.6), Eq. (2.4) thus gives the following power series 

expansion for V 12
2, correct through quadratic order in .1q=q-q0, 

(2.7) 

A cumulant resummation, 14 though, gives better extrapolation properties; therefore 

V12
2(q) is taken to be a generalized Gaussian 

(2.8) 

and this function expanded through quadratic order in .1q and equated to the 
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corresponding terms on the RHS ofEq. (2.7) to determine the parameters A, B (a 

vector) and C (a matrix). The arithmetic is straight-forward and one obtains 

(2.9a) 

(2.9b) 

(2.9c) 

For completeness, we note that if the intermediate position q0 is actually not the transition 

state geometry, so that Eq. (2.5) has a linear term D0·~q. then Eqs. (2.7)-(2.9) still 

apply if the following change is made in (2.9b) and (2.9c), 

(2.9d) 

for n=1,2. 

Eqs. (2.8)-(2.9) are the basic theoretical content of the model. They give a very 

simple prescription for the exchange matrix element that will cause the EVB potential Eq. 

(2.2) to reproduce a given harmonic force field about a given transition state (or any other 

intermediate) geometry. Because of its Gaussian form, V12 is damped out away from 

this region so that the EVB expression [Eq. (2.2)] reduces to V 11 or V 12 in the reactant 

and product regions. It thus provides a useful way to incorporate ab initio quantum 

chemistry calculations for the transition state with simple empirical potential functions 

which model the non-reactive motions of the reactants and products. 

We now apply this version of the EVB model to some simple, but non-trivial, test 

problems to illustrate its capabilities (and limitations) in a variety of situations. The first 

example is a two-dimensional double well potential function that has been used 

previously15 as a test of various dynamical theories and also as a model for isomerization 

reactions such as Eq. (1.1). The specific form of the potential function is 

V(s,Q) = Vo(s) + 1/2 mro2 {Q- !~2J' 
(2.10) 
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where V0(s) is a one-dimensional symmetric double well potential, and cis a coupling 

constant which characterizes the strength of the coupling between the "reaction 

coordinate" sand the "bath mode" Q. Written in this re-normalized form, the barrier 

height is independent of the coupling constant. n=1 or 2 in Eq. (2.10) determines the 

symmetry of the coupling. In all cases the mass m is that of a hydrogen atom and the one

dimensional double well potential is 

(2.1la) 

where 

(2.1lb) 

(2.11c) 

(2.1ld) 

with parameters Wo = 1600 cm-1, so= 1, a= 0.036065963, b = 1.781678095 (all 

distances in atomic units). These parameters yield a barrier height of -8.2 kcal/mole, 

which is typical of H atom transfer. 

Figure 1. The double well potential energy surface ofEq. (2.10), for the uncoupled case 
(c=O) and a low frequency ((1)=300 cm-1) bath mode Q. The coordinates are in atomic 
units and the contour values in kcal/mole. 

The examples below consider the case of a low frequency (ro = 300 cm-1) or a high 

frequency ( w = 3000 cm-1) bath mode, and in all cases here the diabatic potentials V 11 
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and V 22 are taken as the harmonic normal mode potentials for reactants and products; 

i.e., 

(2.12a) 

(2.12b) 

where s' and Q' are the normal mode coordinates (linear combinations of s and Q) about 

the reactant minimum on the potential surface, and s" and Q" are the product normal 

mode coordinates. (The normal mode frequencies 0>1 and 0>z are the same for reactants 

and products in this example because of symmetry.) As discussed i,n the Introduction, 

this is the simplest possible choice for the diabatic potentials. 

Figure 1 shows a contour plot of the uncoupled (c=O) potential surface, Eq. (2.10)

(2.11 ), for the case of a low frequency ( ro = 300 cm-1) bath mode. Since the one

dimensional double well function Vo(s) of Eq. (2.11) is of EVB form, it is clear the 

general EVB model, Eq. (2.2) and (2.8)-(2.9), will exactly reproduce the potential in the 

uncoupled limit. It is thus of interest to see how the EVB model performs as the 

coupling c is increased. 

(a) 

0 
uo 3.75 

(b) 

Figure 2. Same as Fig. 1, but for even (n=2) coupling with the constant c=0.005. 
(a) The original potential ofEq. (2.10). (b) The EVB approximation given by Eqs. (2.2) 
and (2.8)-(2.9), with the harmonic diabatic potentials of Eq. (2.12). 



10 

Figures 2a and 2b show contour plots of the original potential and the EVB 

approximation to it, respectively, for a modest size even (n=2 in Eq. (2.10)) coupling 

constant. Though some quantitative differences are apparent, on the whole the EVB 

model does an excellent job in representing the important regions of the potential energy 

surface. 

(a) VI 

a 

(b) 
VI 

Figure 3. Same as Fig. 1, but for odd (n=l) coupling with the constant c=O.Ol. (a) The 
original potential. (b) The EVB approximation (with harmonic diabatic potentials). 

Figures 3a and 3b show a similar comparison for the case of odd (n=l in Eq. 

(2.10)) coupling. (This example is very close to a two-dimensional model relevant to 

double H atom transfer in formic acid dimer.) Though the coupling causes a dramatic 

change in the potential surface from the uncoupled case in Figure 1, one sees that EVB 

model again provides an excellent description of this potential surface. 

Figure 4. The double well potential function of Eq. (2.10), for the uncoupled case (c=O) 
and a high frequency (ro=3000 cm·1) bath mode Q. 
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High frequency bath modes are usually easier to describe correctly than low 

frequency ones because the steeper harmonic potential does not allow for as large 

excursions in such degrees of freedom. Figure 4 shows the uncoupled (c=O) double well 

potential function ofEq. (2.10) for the case of a high frequency (ro=3000 cm·1) bath 

mode. Again, the EVB model exactly reproduces the potential in the uncoupled limit, so 

we consider its behavior for non-zero coupling. 

(a) 

(b) oci 

0 
s 

0.!1 

Figure 5. Same as Fig. 4, but for even coupling with the constant c=0.05. (a) The 
original potential. (b) The EVB approximation (with harmonic diabatic potentials). 

Figures Sa and 5b show the original potential and its EVB approximation, 

respectively, for the case of even coupling, and Figures 6a and 6b show a similar 

comparison for odd coupling, both for fairly large coupling constants. (The potential 

wells are displaced less drastically from their uncoupled position than for the low 

frequency case because the high frequency of the bath mode makes the potential "stiffer" 

with regards to perturbation in the Q-direction.) In both cases one sees that the EVB 

model provides an excellent description of the true potential. 

These examples show that the EVB model, with the exchange potential V 12 chosen 

to reproduce the transition state region of the potential energy smface, is able to provide 

an excellent global description of reactive potential surfaces for a wide variety of 

situations. These examples have all used the simplest possible choice for the diabatic 
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potential V 11 and Yn, namely a harmonic normal model approximation about their 

respective minima. One can improve the model by using more accurate diabatic 

potentials, ones that represent the true potential more accurately over wider regions, for 

in this case the exchange potential is required to describe matters in a smaller region about 

the transition state. 

(a) 

(b) 

Figure 6. Same as Fig. 4, but for odd coupling with the constant c=O.l. (a) The original 
potential. (b) The EVB approximation (with harmonic diabatic potentials). 

3 • How to Deal with the Zero Point Energy Problem in Classical 

Mechanics 

One of the frustrating shortcomings in using classical mechanics to simulate dynamical 

processes in polyatomic molecules has to do with a problem involving the zero point 

energy of vibrational degrees offreedom.16-18 To describe the problem, recall first the 



13 

simpler situation of an atom-diatom (gas phase) bimolecular reaction, 

A + BC(vt=O) ~ AB(vr) + C, (3.1) 

where it is indicated that the reactant diatom BC is initially in its ground vibrational state. 

It is well-known that a classical trajectory simulation19 of this process works best if 

initial conditions for the trajectories are chosen to have the correct zero point vibrational 

energy in the diatom, with the initial phase of the vibrational motion selected at random 

(i.e., averaged over), so-called "quasiclassical" initial conditions. Agreement with (the 

correct) quantum reaction probabilities, or cross sections, would be much worse if the 

trajectory were begun with no vibrational energy. A problem can arise even for this 

simple process if the reaction is endoergic and most of the product is produced in vr-0. 

It is possible classically to obtain reactive trajectories with less than the zero point 

vibrational energy in the product molecule AB, clearly an unphysical result since this 

permits reaction below the quantum threshold for the reaction! This problem is usually 

dealt with20 by performing the classical simulation always in the exoergic direction and 

then using microscopic reversibility to obtain probabilities or cross sections in the reverse 

direction. 

One thus believes that a classical simulation of a polyatomic molecular system will 

mimic nature (i.e., quantum mechanics) more closely if trajectories are begun with (at 

least) zero point vibrational energy in all vibrational degrees of freedom, with the phases 

of the vibrational motion selected at random (i.e., averaged over). To simulate 

vibrational relaxation of CH local mode ovenones in benzene, 21•22 for example, it would 

seem most reasonable to begin trajectories with the appropriate vibrational energy in the 

CH stretch and zero point vibrational energy in all the other normal modes. 

Since the potential energy function for the polyatomic system is in general 

anharmonic, energy can flow between various degrees of freedom; often, in fact, it is this 

intramolecular vibrational energy redistribution (IVR) that one is wishing to simulate. 

The "zero point energy problem"16-18 mentioned in the first paragraph is that the energy 

in some vibrational modes may fall below the (quantum) zero point energy (1/'2Jzcotc, 

where OOtc is the harmonic frequency for mode k). This may not at first seem like a 

serious problem, but in even a medium size polyatomic molecule (e.g., benzene) the zero 

point energy is a sizeable amount of energy (52.2 kcal/mole in benzene). It is a 

particularly serious problem if the zero point energy flows out of several modes and 
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"pools" into a specific weak bond. For large molecules it may even happen that the 

classical mechanics is chaotic at its zero point energy. These are all clearly unphysical 

effects that arise because classical mechanics cannot prevent the energy in each 

vibrational mode from dipping below its zero point value. 

Here we describe a model for modifying the classical equations of motion in order 

to remedy this situation, i.e., to prevent the vibrational energy in each mode from at any 

time dipping below its zero point value. The algorithm we present affects the classical 

trajectory only when the vibrational energy of a mode attempts to decrease below its zero 

point value; otherwise the trajectory is the ordinary classical one. The algorithm 

conserves the total energy of the polyatomic system, and since it prevents the energy in 

each mode from decreasing below its zero point value, there can be no unphysical 

"energy pooling" of the zero point energy from many modes into one bond. 

The model is first described in its simplest version, and then a more general 

version. The resulting algorithm is actually quite simple: if the energy in any mode k, 

say, decreases below its zero point value at timet, then at this time the (Cartesian) 

momentum Pk has its sign changed, and the trajectory continues; this is. essentially a time 

reversal for mode k (only!). One can think of the model as supplying impulsive 

"quantum kicks" to a mode whose energy is trying to fall below its zero point value, i.e., 

a kind of "Planck demon" analogous to a Brownian-like random force. 

The Hamiltonian is assumed to be of standard Cartesian form 

H(p,x) = 1/2 p2 + V(x), (3.2) 

where x={xk} are the mass-weighted Cartesian coordinates of the system. The potential 

energy function consists of a harmonic part plus an anharmonic coupling, 

V(x) = V o(x) + V1 (x) 

where 

Vo(x) = L 1/2 roix~ 
k 

(3.3a) 

(3.3b) 

It is useful to introduce the usual harmonic action-angle variables (nk,q0, in terms of 

which the Cartesian variables are 
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(3.4a) 

(3.4b) 

In terms of the action-angle variables, the Hamiltonian is 

H(n,q) = Ho(n) + V1[(x(n,q)], (3.5a) 

where 

Ho(n) = L 1zrok (nk+ 1/2). (3.5b) 

k 

The actions {nk} are the classical counterparts to the harmonic quantum numbers, and the 

angles {q1d are the phases of the vibrational motion. [The actions {nk} are actually the 

classical action in units oftz, with the added constant "1/2" so that integer values of {nk} 

correspond to the quantum numbers; i.e., nk =(classical action)/fz - 1,12.] 

We seek a modified classical mechanics that maintains 

(3.6) 

at all times and for all modes k. This is accomplished by adding to the Hamiltonian hard 

wall terms W(n0, such that 

(3.7) 

This is analogous to a hard sphere repulsive potential V(r) that keeps an interparticle 

distance r(t) greater than a hard sphere radius r(t), i.e., 

V(r) = { 0, r>ro 
+ oo, r<ro 

(3.8) 
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In the hard sphere case it is well-known how to deal with the situation: the hard sphere 

potential (3.8) has no effect unless r(t) decreases to the value ro, at which time one makes 

the instantaneous change 

( 
r(t) ) ( r(t) ) 

Pr(t) -7 -pr(t) 
(3.9) 

i.e., the hard spheres experience an impulsive collision and are reflected. We follow this 

same course for the hard wall term in the action variable, Eq. (3.7). 

Thus the hard wall potentials of Eq. (3.7) have no effect so long as nk(t)~, but if 

nk(t) dips below zero at some time along the trajectory, one makes the replacement 

(3.10) 

Eq. (3.10) results from integrating the classical equations of motion with the hard wall 

potential W(n0 over the infinitesimal time increment of the impulsive interaction. By 

using Eq. (3.4), this can be expressed in terms of the original Cartesian variables as 

(3.11) 

Eq. (3.11) shows that the modification made to mode kat timet is essentially a time 

reversal for that mode. Only the mode for which nk(t) dips below 0 is modified as in 

(3.11). 

One can verify more directly that (3.11) will indeed keep nk(t) > 0. Hamilton's 

equations show that 
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av1 axk 
=--- --

dXk d'llc 

(3.12) 

Thus if nk(t) is decreasing through 0 at time to- i.e., nk(to) = 0 and Iik(to) < 0-

making the replacement Pk ~ -Pk will change the sign of Iik [cf. Eq. (3.12)] so that 

Iik(to) > 0, and nk(t) will then increase and remain above 0. Since the Hamiltonian (3.2) 

is Cartesian, it is also clear that the instantaneous modification (3 .11) conserves the value 

of H, i.e., the total energy. 

The algorithm may be summarized as follows, all in terms of the original Cartesian 

variables: 

1) Start the trajectory in the appropriate manner (e.g., quasiclassical initial 

conditions). 

2) At the end of each time step in the trajectory, insert the Fortran statement 

Pk = Pk *Sign (1/2 Pi+ 1/2ro~xi -l/2hro0 

for all k. 

3) Keep on computing! 

Eq. (3.13) clearly accomplishes the modifications discussed above. 

(3.13) 

The simple version of the model described above prevents the zeroth order actions 

{nk(t)} of the fixed-frequency reference Hamiltonian Ho. Eq. (3.5), from becoming 

negative. If the dynamics of interest involves motion about a relatively well-defined 

equilibrium geometry, then this treatment may be adequate. In the more extreme case of 

a fragmentation process, e.g., unimolecular decomposition, however, it will not be a 

reasonable description because the physically relevant modes of the system change 

radically (the frequencies of some vibrations even going to zero as they evolve into 
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rotations). In this section we show how the simple model above can be generalized by 

applying it to the zero point energy of the instantaneous normal modes. 

Thus at every time t along the classical trajectory x(t) we determine the energy in the 

various instantaneous normal modes, and then require that this not be below their 

respective zero point values. At the arbitrary time t, therefore, the potential is expanded 

through quadratic terms about the instantaneous position x(t)=xu 

V(x) = V(xJ + f(xJT • (x-xJ + 1/2(x-xJT • K(xJ • (x-xJ, 

where 

f(x) = CIV(x) 

ax 

K(x) = iv(x) 

ax ax 

(3.14a) 

(3.14b) 

(3.14c) 

If {Lk} are the eigenvectors of the force constant matrix K(xJ and n~ the eigenvalues, 

then the local normal coordinates Q and momenta P are related to the original Cartesian 

variables (x,p) by 

X- Xt= L LkQk = L•Q, 
k 

p = L•P 

(3.15a) 

(3.15b) 

Within this local quadratic approximation about Xt. the Hamiltonian is given in terms of 

the local normal mode variables (Q,P) by 

H(P,Q):: V(xJ+L (112!1+~Qc+l/20~~), 
k 

where {Dk} = D is given by 

D = LT • f(xJ. 

(3.16a) 

(3.16b) 
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Eq. (3.16a) is a sum of one-dimensional harmonic oscillator Hamiltonians, each with a 

shifted equilibrium position, 

(3.17a) 

so that the zero point energy constraint is 

(3.17b) 

for each mode k. We are actually interested in imposing this constraint at the 

instantaneous position x = Xt. i.e., Q = 0, so that the constraints we wish to impose are 

(3.18a) 

for all k. In terms of the original Cartesian coordinates and momenta, this reads 

(3.18b) 

The left hand side of Eq. (3.18) may be thought of as the instantaneous (i.e., at time 

t) energy in the local, harmonic mode k: the first term of (3.18b) is clearly the kinetic 

energy in mode k, and the second term is the potential energy which is due to the fact that 

the position x(t) is not at the minimum of the instantaneous harmonic potential. If some 

of the frequencies .Qk are zero, or imaginary (i.e., mode k corresponds to moving over a 

barrier rather than in a well), then one does not apply a zero point energy constraint 

because there is no quantum zero point energy for such modes. We note also that more 

rigorously, one should diagonalize the projected force constant matrix,4a so that the six 

degrees of freedom corresponding to overall translations and rotations of the polyatomic 

system will yield zero frequencies and thus have no zero point energy constraint. 

We thus summarize, in terms of the original Cartesian variables, the more general 

algorithm as follows: 

1. Begin the trajectory in the appropriate manner to describe the process of interest 

2. Mter each time step diagonalize the force constant matrix (fv fdxax (more 
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rigorously, the projected force constant matrix) at the current position x(t), yielding the 

eigenvalues Q~ and eigenvectors {Lk}. 

3. For all modes k for which Q~>O, make the replacement 

(3.19a) 

if 

(3.19b) 

[It is not hard to show that Eq. (3.19a) corresponds to Pk ~ -Pk for mode k, and no 

change for all other modes.] 

The model described above clearly does the job of not allowing the vibrational 

energy of any mode to dip below its zero point value. It is thus not possible for the zero 

point energy to "pool" in a single degree of freedom and cause unphysical behavior. 

Also, the imposition of the zero point energy constraint within a harmonic approximation 

should not be a serious limitation because the algorithm affects the classical mechanics 

only when the energy in a vibrational mode is near its zero point value, and most such 

degrees of freedom should be well described harmonically at this low level of excitation. 

Various applications of this model are in progress to test its usefulness and 

reliability. 

-
4 . A Semiclassical Tunneling Model for use in Classical Trajectory 

Simulation 

One of the most serious limitations of classical mechanics, which hinders its application 

to many interesting chemical problems, is its inability to describe tunneling effects. 

However the quantum mechanical phenomenon of tunneling is often quite prominent in 

chemical reactions that involve significant motion of light atoms. Typical examples 

include unimolecular dissociation or isomerization, e.g., the H2CO~H2 + CO 

decomposition, the isomerization reaction (1.1 ), as well as bimolecular reactions that 

involve H-atom transfer, e.g., 
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H2+F~ H+HF. 

There do exist "rigorous" semiclassical theories that describe how classical trajectories 

tunnel e.g., classical S-matrix theory23 and the "instanton" (periodic orbit in pure 

imaginary time) model,24•25 but they are difficult to apply routinely to sizeable (e.g., . 
more than three atom) molecular systems. There also exist a host of simple tunneling 

corrections to transition state theory26 expressions for thermal rate constants; these often 

work well for this purpose, but they are not applicable to more general dynamical 

phenomena. 

B 

X 

Figure 7. A typical one-dimensional potential for unimolecular decay. An energy level 
that corresponds to a quasi-bound state is indicated. 

What we seek is a semiclassical model, as generally applicable as possible, for 

including tunneling in a classical trajectory simulation of the full molecular dynamics; the 

purpose of this paper is to present such a model. The model we have developed is 

similar in spirit to the Tully-Preston27 surface hopping model for electronically non

adiabatic processes. In the Tully-Preston model a classical trajectory moving on one 

potential energy surface (i.e., Born-Oppenheimer electronic state) has a probability of 

making "hops", i.e., instantaneous transitions, to another potential energy surface at 

certain times. In the tunneling model presented herein the classical trajectory evolving in 

one classically allowed region of space will, at specific times, have a probability for 

making an instantaneous (in real time) transition to another classically allowed region of 

space. The model may also be viewed as the classical version of the semiclassical 

branching model of Waite and Miller, 28 but generalized to allow for a more general 
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tunneling path. This more general nmneling path is very closely related to that used by 

Heller and Brown29 in their semiclassical treatment of radiationless transitions. 

We first give a qualitative discussion/motivation for the model, and then define it 

more precisely. The results of some test calculations on model Hamiltonians illustrate 

some of its quantitative features. In general the model is seen to provide an excellent 

description of tunneling phenomena over a wide range of conditions (e.g., coupling 

constants, different symmetries of coupling). 

4.1 ONE-DIMENSIONAL CASE 

It is well known that the rate of unimolecular decay from a one-dimensional well, as in 

Figure 7, is given semiclassically (and accurately!) by30 

k = .J:!l. e-29, 
21t 

(4.1a) 

where ro is the vibrational frequency in the well and e·29 is the probability of tunneling 

through the barrier; e is the classical action integral through the barrier, 

e :J_ Imfb . p(x)dx. 
1J arner 

(4.1b) 

Since ro(l:rr. is the frequency that the trajectory experiences a classical turning point 

at the barrier, one may interpret Eq. (4.1) as a classical trajectory that oscillates in the 

well, tunneling out with probability e·29 every time it "hits" the barrier. If the particle is 

considered to be in the well at time t = 0, the net probability that the particle has tunneled, 

PnetC t) is31 

Pnet(t) = L h(t- tn)Pn, (4.2a) 
n 

where h(l;) is the usual step function(= 1 if 1; >0, = 0 if 1;<0), tn are the various 

"tunneling times," the times that the classical trajectory x(t) is at its outer turning point 

(i.e., "hits the barrier"), and 

P - -29 n-e (4.2b) 
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is the tunneling probability for time tn (here the same at each tunneling time). Figure 8 

indicates the "staircase" character ofPnet(t). Averaging over the initial phase of the 

vibrational motion in the well will smooth out these steps, and it is not hard to see that the 

tunneling rate of Eq. ( 4.1a) is equivalently given by the slope of the averaged net 

tunneling probability Pnet(t), i.e., 

k = ~(Pnet(t)}. (4.2c) 

Figure 8. The net tunneling probability, Pnet(t), as a function of the timet, for a one 
dimensional potential of the type shown in Fig. 7. The "tunneling times" th t2, •.• , i.e., 
the times at which the trajectory experiences an outer tmning point, are indicated. 

The above discussion, which involves tunneling probabilities, applies to 

unimolecular dissociation, as pictured in Figure 7, and also to isomerization in an 

asymmetric double well potential that is irreversible on the time scale of physical interest 

(Without the pre-exponential factor, it also gives the reaction probability for tunneling in 

bimolecular reactions, either symmetric or asymmetric.) The above description is not 

appropriate, however, to resonant tunneling in a symmetric double well potential, for the 

quantity of interest there, the splitting of the two degenerate energy levels, involves the 

tunneling amplitude.30.32 For the present one-dimensional case this tunneling splitting is 

given semiclassically by 

.1£ = "hro e-9, 
1t 

(4.3a) 

where ro and e are the same quantities as above. Following the same analysis as in the 
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preceding paragraph, however, one can express~ in terms of the net tunneling 

amplitude 

SnetCt) = L h(t - tn)Sn, 
n 

Sn = e-6, 

as follows: 

(4.3b) 

(4.3c) 

(4.3d) 

where the bracket implies an average over the initial phase of vibrational motion. We 

note that the same relation, Eq.(4.3d), also results from first order time dependent 

perturbation theory, whereby one has (to within a constant phase factor) 

S(t) = Hab t/fz, 

~=2Hab 

where Hab is the exchange matrix element between states localized in wells "a" and "b". 

s 

Figure 9. Contour plot of a separable two-dimensional potential. The potential in the s 
coordinate is that of Fig. 1, while the Q coordinate is a simple harmonic oscillator. 
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4.2 SEPARABLE MULTIDIMENSIONAL CASE 

Now consider a separable N-dimensional potential 

N-1 

V(s,Qb····~-1) = Vo(s) + L Vi(Q0, 
i=l 

(4.4) 

where the potential for the s coordinate has a barrier, and the potentials Vi are simple 

oscillators. Figure 9 shows a contour plot of such a potential for N=2, and a classical 

trajectory for energy E below the top of the barrier is shown in Figure 1 Oa. A separable 

potential is a special case of an integrable system, with the N constants of the motion Eio 

i=l, ... ,N specified by energy conservation in each degree of freedom individually. All 

trajectories that correspond to the same constants of the motion are confmed on anN

dimensional manifold embedded in 2N-dimensional phase space. If the motion is 

bounded, this manifold has the topology of a torus and its projection onto configuration 

space is anN-dimensional parallel piped (a "box"), with the sides (caustic surfaces) 

traced out by the trajectories as they go through turning points in each degree of freedom. 

A typical trajectory gives rise to a Lissajous-type figure (see Figure lOa). For N=2, the 

trajectory manifold touches the boundary of the energetically allowed region at four 

points, the "corners" . 

. 0.4 

0.2 

0.0 

-0.2 

-0.4 -;------r----r------. 
-0.8 -0.6 -0.4 • -0.2 

x,A 

Figure lOa. A trajectory corresponding to the semiclassical ground state of a separable 
two-dimensional potential. The trajectory (or a set of trajectories that correspond to the 
same semiclassical state) defines a rectangular region bounded by the caustics. The dotted 
line shows the energy contour. 
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Since the potential is separable, tunneling involves only the s degree of freedom and 

is described as in Section ITa. Thus, the tunneling times { tn} occur whenever the s 

degree of freedom experiences an outer turning point, and the tunneling path is a straight 

line - the s axis - perpendicular to the trajectory at time tn. The passage through the 

barrier takes place in pure imaginary time, during which the N-1 momenta Ph···.PN-1 
remain constant. The decay rate is the same as that of the one-dimensional potential V0, 

i.e., given by Eq. ( 4.2). Note that the action integral is 

e = ~Imfpsds = l.ImJ ... __ lin thp•dq, "h tz ........ e g pa 
(4.5) 

where 

Finally we note that the trajectory reaches the products region with the same 

momentum p with which it began to tunnel and at the same real time (i.e., the tunneling 

involves only a pure imaginary time increment). The semiclassical picture is thus that the 

tunneling process is instantaneous (in real time) and conserves the momentum p. 

4.3 GENERAL (NON-SEPARABLE) CASE 

We consider a generic Cartesian Hamiltonian 

N 2 
H(q,p) = L fi +V(q), 

i=l m 

(4.6) 

where the potential function V is in general non-separable. The above tunneling model is 

generalized by allowing the trajectory to tunnel along a straight line path in a specified 

direction no, every time the component of the momentum p along no, p•no, experiences 

a classical turning point (i.e., goes through zero) in the outward direction; equivalently, 

this corresponds to the times that the component of the coordinate vector q along the 

direction no, q•no, goes through a relative maximum. 

The choice of the tunneling direction no will be discussed more fully below. 

Requiring the tunneling path to be a straight line (in the full dimensional coordinate 
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space) is, of course, an approximation in the general non-separable case, but a reasonable 

one. Calculations based on the more rigorous classical S-matrix23 and "instanton" 24.25 

theories show that the optimum tunneling path is relatively straight in the tunneling 

region. 

To describe the tunneling model more specifically, it is useful to make a change of 

coordinates (a point transformation) {qi.l ~ {X,Yt.····YN-d, where xis the component 

of q along the tunneling path, 

x= q•no (4.7) 

and {Yt.··· YN-Il define N-1 orthogonal directions perpendicular to no· The Hamiltonian 

is then expressed in the new coordinate system: 

2 N-1 2 
- p ~ ~· -
H(x,y,px,Py) = ~ + ~ ~ + V(x,y), 

1=1 

(4.8) 

where y = <Y~t····YN-1) and Py is the vector of conjugate momenta. Since by our choice 

of tunneling path all components of y and Py remain constant during the straight line 

tunneling process, the tunneling integral is given by 

e = .l ImJ . p•dq = 1. Im.f Pxdx. 'h tunneling path 'h 

(4.9) 

Furthermore, due to energy conservation along the tunneling path, we have 

(4.10) 

where (xo,Yo) are the coordinates of the trajectory at the tunneling time to, and t-to is 

pure imaginary. But px(to) = 0, Py(t) = Py(to), and y(t) =Yo. so we obtain 

Px = i../2m[V(x,y)- V(xo,Yo)] = iY2m{V[qo + (x-xo)fio]- V(qo)}. (4.11) 

The tunneling integral is thus given 
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(4.12) 

and the probability for tunneling at time to is 

Po= e-2eo, (4.13) 

where /;max is the value of 1; at which the integrand ofEq. (4.12) equals zero, i.e., the 

value for which the tunneling trajectory reaches another classically allowed region of 

space. 

It is useful to emphasize that the above algorithm is easily implemented in the 

original coordinates and momenta (q,p) ofEq. (4.6) without actually having to make the 

canonical transformation used above to describe it. Thus one monitors the quantity x(t) 

ofEq. (4.7) while the trajectory (q(t), p(t)) is being computed; to is a time at which x(t) 

experiences a local maximum, and qo = q(to), Po= p(to). The tunneling integral is then 

given by Eq. (4.12), where !;max is the value of the integration variable at which the 

integrand vanishes, and the tunneling probability is given by Eq. ( 4.13). (If the 

integrand of Eq. ( 4.12) never vanishes for 1;>0, then one has 90~+ oo and thus Po~O; 

i.e., the tunneling path never finds another classically allowed region.) If one wishes to 

follow the trajectory in the new classically allowed region-. e.g., in order to determine 

the product state distribution- then the initial conditions for it are 

(4.14a) 

Pnew (to) = PO· (4.14b) 

4.4 CHOICE OF TilE TUNNELING PATH 

To complete the description of the model, we must specify the "tunneling direction" fio 

introduced in the preceding Section. We have actually investigated a variety of choices 

and describe here the one which has proved most satisfactory in general and which seems 

most justifiable on theoretical grounds. 

Consider first the initial conditions for a trajectory in the reactant potential well. For 
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the semiclassical picture to be meaningful, we assume that the motion in the reactant 

potential well does not explore all energetically accessible regions of phase space, but is 

constrained to lie on anN-dimensional KAM torus,33 as in the separable case, for the 

energy that corresponds to the desired initial conditions. This is a reasonable 

assumption, especially if one is interested in tunneling from low lying initial states (e.g., 

from the ground state). More specifically, we will be considering trajectories that start 

out with initial conditions (<j>,.J) in action-angle variables,33(a) where the actions 

(4.15) 

are defined along theN topologically distinct paths (basis contours) ri on the torus and 

are quantized, and J.1i is the corresponding Maslov index. 34 Averaging over initial 

conditions then corresponds to averaging over the angles { <Pd, i=l, ... ,N. These are the 

polyatomic version of the standard quasiclassical initial conditions (EBK quantization).35 

0.2 
.-····-······· .. · · .. ·· ... 

0.0 

-< -0.2 >. 

-o.4 

····-······· 

-0.6 
-o.a -0.6 

0 
-0.4 -o.2 

X, A 

Figure lOb. A similar trajectory for a non-separable two-dimensional potential. The 
classical motion is regular, i.e., the trajectory lies on a KAM torus and will, over time, 
trace out two-dimensional region which is a subset of the energy shell. This region (the 
"trajectory manifold") is the projection of the KAM torus onto configuration space; it 
touches the energy contour at four points, the "comers", and is bounded by caustics. The 
dotted line shows the energy contour. 

Since the motion is assumed to sweep out a torus, its projection onto configuration 

space still gives rise to "box"-like shapes (see Figure lOb). Unlike the separable case, 

the edges of such a "box" need no longer be straight lines, though one can show that they 

still cross at right angles near a comer;36 i.e., the motion is locally separable about a 
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corner. We now employ the concept of the semiclassical wavefunctions that correspond 

to these box-like trajectories and a simple argument from quantum mechanics to motivate 

our choice of the tunneling path. Quantum mechanically, the amplitude for a transition 

from the initial state l'lfi> to the final state l'lfr> is given by 

where T is the appropriate transition operator, in our case the Hamiltonian. The 

semiclassical wavefunction in the region near the caustic surfaces but outside the 

trajectory manifold can be defined (by generalizing the well known one-dimensional 

WKB results) as the analytic continuation of the WKB wavefunction on the manifold.37 

The wavefunction will be proportional to the exponential of a properly defined action 

integral, and is largest near the edges of the manifold. The tunneling amplitude 

accumulates its magnitude from the regions of space where the initial and final state 

wavefunctions overlap the most The overlap of these wavefunctions is clearly 

maximized along the shortest straight line that joins these manifolds. We thus choose the 

tunneling direction no as the straight line that connects the manifolds that correspond to 

the initial and final state in the shonest possible way. Figure 11 shows three typical 

cases, and the tunneling path for each case. 

o-0 
~) 

0-0· 
Figure 11. The boundary of the trajectory manifolds and the "tunneling path" according 
to the definition of Section 4.5 in three typical cases. 
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We note that the above choice for the ttmneling direction is the same in spirit as that 

of Heller and Brown29 in their treatment of semiclassical matrix elements for 

radiationless transitions. The primary difference is that our model does not restrict 

tunneling only to the "corner to corner" (or corner to edge) path, but allows for tunneling 

in the "comer to comer" direction every time the component of the motion along this 

direction experiences a classical turning point. We also note that this "comer to comer" 

tunneling direction is also very similar to that yielded in some applications of "rigorous" 

semiclassical theories, i.e., classical S-matrix theory23 and the instanton mode1.24•25 

4.5. APPLICATION: TUNNELING RATES IN MODEL POTENTIALS 

We envision the present model to be most useful for describing tunneling processes in 

complex molecular systems involving unimolecular decomposition and isomerization .. , 

To provide a qualitative test, however, here we show how it performs on some simple 

two-dimensional Hamiltonians of the following form 

2 2 

H = f~ + ;~ + V(s,Q). 
(4.16) 

We performed calculations of the tunneling splitting in symmetric double wells and of uni

molecular decay rates from quasi-bound initial states. The specific form of the model 

potential that we used for this application is the same as that in our earlier papers, IS 

V(s,Q) = Vo(s) + i mroi Q- !~2r. 
(4.17a) 

Heres is the reaction coordinate, Vo(s) is a symmetric double well, 

Vo(s) =- i aos2 +} cos4, (4.17b) 

f(s) is the coupling function, and Q is the orthogonal harmonic degree of freedom, which 

is linearly coupled to the reaction coordinate. Notice that the term [f(s)]2!2mro2 in Eq. 

( 4.17a) renormalizes the height of the barrier so that it is independent of the strength of 

the coupling, and the dependence of the tunneling splitting on the coupling is merely due 
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to the distortion of the potential surface away from the separable case. The constants 

were chosen such that the barrier height is 7.8 kca.l/mol and the two potential minima are 

located at S± = ± 0.53A. The mass was chosen to be that of a hydrogen atom, and the 

frequency of the harmonic oscillator was 298 cm-1. These parameters are the same as 

those in Ref. 15 and are typical of H -atom transfer processes. 

(a) (b) (c) 

Figure 12. Contour plot of the two-dimensional potential used in the calculations [cf. 
Eq. (4.17)]. The potential in the s coordinate is a symmetric double well, while the Q 
coordinate is a harmonic oscillator of frequency 298 cm-1• (a) Separable case (c=O); ~b) 
Linear coupling, f(s)=cs, for c=0.004 hartree/boh?; (c) Quadratic coupling, f(s)=cs , for 
c=0.004 hartreelbolir3. 

We considered two different forms of the coupling function f(s) which give rise to 

different symmetries in the full (coupled) potential: (i) linear coupling, f(s)=cs, for which 

V possesses inversion symmetry, and (ii) quadratic coupling, f(s)=cs2, in which case V 

has reflection symmetry with respect to the Q axis. Figure 12 shows contour plots of the 

potential in these two different cases for typical values of the coupling constant c. 

~9 
10.0 . 
ao 

ao 
~ 

4.0 

2.0 

t.. rs 

Figure 13. The net tunneling amplitude [cf. Eq. (2.3a)], averaged over 1000 trajectories, 
for a trajectory in the potential of Fig. 12b. 
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In the case of linear coupling, the two wells move apart in the Q direction as the 

coupling increases. For small values of c, our rule for choosing the tunneling path gives 

no= s, i.e., the trajectories tunnel purely in the s direction (cf. Figure lla). As the 

coupling constant gets larger, however, the shortest line that connects the "boxes" 

becomes the line that connects the nearest comers passing through the transition state ( cf. 

Figure llb). In the case of quadratic coupling, the tunneling path is always the line that 

connects the nearest comers, which is in this case the s direction (cf. Figure 11c). 

1d' 

10"' 

1~ • 

Figme 14. The tunneling splitting~. normalized by the exact quantum value~ of the 
splitting in the one-dimensional double well, as a function of the square of the coupling 
constant c, for the case of linear coupling, f(s)=cs. Solid line: exact quantum results, 
obtained by a basis set calculation. Circles: results obtained by using the semiclassical 
model presented in this paper. 

1d' 

• 

10"'+--..--.---..--. 
o.o 1.5 3.0 4JI 8.0 

cr. a.u. ~o"' 

Figure 15. Same as Fig. 14, except for quadratic coupling f(s)=cs2• 
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Since the double well is symmetric, we use the amplitude version of the model, as 

described at the end of Sec. 4.1. Figure 13 shows a typical graph of the net tunneling 

amplitude Snet(t) defined by Eq. (4.3b), with Sn = e-9n, averaged over 1000 trajectories. 

The linear character of this function is obvious, and the slope gives the tunneling splitting 

according to Eq. (4.3c). Figures 14 and 15 show the tunneling splitting dE as given by 

this semiclassical model, normalized by the exact (quantum) value~ of the tunneling 

splitting at zero coupling, as a function of the square of the coupling constant c, for the 

cases of linear and quadratic coupling. Also shown are the exact quantum mechanical 

values of~~. obtained by numerical diagonalization of the Hamiltonian in a basis 

set. The agreement between the semiclassical results and the exact ones is quite good, 

even when the coupling is very strong. 

In a real molecular system, e.g., Eq. (1.1), there will of course be some modes 

most akin to the even coupling case above (e.g., the 0-0 stretch mode in Eq. (1.1) and 

other modes that are typified by the odd coupling use [e.g., a C-0 stretch mode in (1.1)]. 

The fact that the above semiclassical model is able to describe the effect of coupling on 

the tunneling dynamics for both kinds of modes suggests that it may be of useful 

generality for more complex molecular systems. _ 

9 

'0 6 

~ 
~ 3 

'(§ 
~ 0 

-3 
-0.5 0 0.5 

s..A 
Figure 16. The potential Yo which was used in the calculation of the unimolecular decay 
rate [cf. Eq. (4.18b)]. 

Finally, we apply the tunneling model (the probability version of it) to calculate the 

decay rate from the ground quasibound state (i.e., lowest energy resonance) of a two

dimensional potential which has the form 

V(s,Q) = Vo(s) + 1/2mro2Q2 - csQ, (4.18a) 
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Vo(s) = 1/2aos2 - l/3bos3. (4.18b) 

The one-dimensional potential V o is shown in Figure 16; the local maximum occurs at 

s=0.71A and the barrier height is 7.4 ·kcal/mol The mass was chosen to be that of a 

hydrogen ato~ and the frequency of the harmonic oscillator was 298 cm-1. Figure 17 

shows a contour plot of the two-dimensional potential for a typical value of the coupling 

parameter c. The semiclassical decay rate was calculated according to Eq. ( 4.2). 

In order to generate accurate quantum mechanical results for comparison, we 

computed the width of the resonance using the method of complex scaling.38 The s 

coordinate was rotated as s-+sellt, while the Q coordinate remained real. The complex 

scaled Hamiltonian was then diagonalized in a basis set of (real) particle in a box basis 

functions and the complex eigenvalues 

E=ER+iEI (4.19a) 

which were stable under a change of the scaling angle a. were identified as resonances, 

whose width is 

r= -2EI. 

The decay rate k is obtained in terms of the resonance width according to 

k =r:.. 
'h 

-< 
0 

ci 

Figure 17. Contour of the two-dimensional potential Eq. 4.18, for c=0.004 
hartreelbohr2. The potential in the s coordinate is shown in Fig. 16, while the Q 
coordinates is a harmonic oscillator of frequency 298 cm-1. 

(4.19b) 

(4.19c) 

Figure 18 compares the results of the semiclassical model for the decay rate with the 

quantum mechanical ones, i.e., those of the complex scaling calculation. Plotted is the 
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decay rate k (normalized by the exact quantum value of the rate for the uncoupled 

potential) as a function of the square of the coupling constant c. The agreement is of the 

same quality as in the previous applications - within a factor of 2 in the worst case, 

while the coupling is so strong that it has increased the value of k by two orders of 

magnitude. 

l(:f 

• 

• lei 
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0.00 l2a) 18.?.5 25.00 

c:', a.u. "10 .. 

Figure 18. The decay rate k, normalized by the exact quantum value ko of the rate in the 
one-dimensional potential Vo, as a function of the square of the coupling constant c. 
Solid line: exact quantum results, obtained by the method of complex scaling. Circles: 
results obtained by using the semiclassical model described in this paper. 

5. Concluding Remarks 

This lecture has described recent advances regarding three specific aspects of chemical 

reaction dynamics in polyatomic molecular systems. First, it was seen how the empirical 

valence bond idea can be used to combine the popular empirical potential energy 

functions, which do a good job of describing non-reactive molecular motions, with ab 

initio calculations of the transition state properties of a reactive system and in a simple 

way obtain a global potential energy function for the reacting systems. Applications to 

test problems suggests that this model is flexible and provides a semi-quantitative 

description in a variety of situations. Recent applications to the formaldehyde 

dissociation 

H2CO~H2+CO 

has given an excellent description of this reaction. 

Second, it was shown how a relatively simple procedure can be used to correct 
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(approximately) classical trajectories for zero point energy effects. This model prevents 

the vibrational energy in each individual mode from dropping below its instantaneous 

zero point value and thus prevents unphysical effects that could result otherwise. 

Finally, a very general semiclassical model was described for including quantum 

tunneling effects (approximately) in a classical trajectory simulation. Applications of this 

model to a variety of examples showed the model to be quite accurate in a variety of 

topologically different situations. 

All of these methodologies should be applicable (in some form) to carrying out 

theoretical simulations of reaction dynamics in biomolecular systems. 
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