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ABSTRACT 

The "par~ially averaged"·version of classical S-matrix theory 

! ~ 

is applied to three-:-dimensional collisions of Li+ with H2. 

"' 
For an 

initial collision energy of 0.684 eV cross sections for the vibra-

tional de-activation of H2 from the initial state (n
1
,j 1) = (1, 0) 

to final states (n2 ,j 2), n2 = 0, j 2 = 0, 2, 4, ... _are computed and 

compared with the recent quantum mechanical coupled channel calcu-

lations of ScJlaefer and Lester. The agreement is quite good, 

indicating that this approach is an accurate and practical way of 

describing these weak, "classically forbidden" processes which 

cannot be treated by ordin~ry classical trajectory methods. 
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I, INTRODUCTION. 

Vibrationally inelastic processes in three dimensional A + BC 

collision systems at low energy present an extremely difficult task 

for molecular collision t:Jieory. Because such transitions are typi­

cally "classically forbidden" (L e. , weak) processes, it is in 

1 
general not possible to employ the usual classical trajectory methods 

tha-t work well for describing "classically allowed" , or 

strong transitions. Since the process is weak, one might think 

that quantum mechanical perturbation theory (i.e., the distorted 

wave Born approximation) would be applicable--as it is for the 

collinear version of the problem2--but in the three dimensional 

A + BC system there are typically a large number of rotational 

states that are strongly coupled, invalidating the normal dis­

torted wave Born approximation. 3 It is this feature--the large 
\ 

number of strongly coupled rotational states--which also makes 

the complete quantum mechanical approach, i.e., a coupled channel 

calculation, often impractical unless dynamical approximations 

are introduced to simplify it. 4 

5 
Classical S-matrix theory --a semiclassical model which 

combines exact classical dynamics (i.e., numerically computed 

trajectories) and the quantum principle of superposition--turns 

out to be well suited for this situation, for as will be seen 

below, it is possible to cast it in a form that allows one to 

treat classical-like rotational degrees of freeqom within the 

spirit of a normal trajectory calculation, while simultaneously 

quantizing the quantum-like vibrational degree of freedom 
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semiclassically.. It is important, too, that this "partial averaging" 

technique entails no dynamical approximations; the only approximations 

beyond that of classical S-matrix theory itself are neglect of inter-

ference effects, which are presumably quenched by the average over 

various quantum states, and the assumption that there are a large 

number (i.e., more· than two or three) of final rotational states popu-

lated by the vibrationally inelastic transition. The practical 

simplifications that result from thi"S "partially averaged" version of 

the theory are substantial and appear to make it quite a practical 

and accurate way of calculating cross sections for these processes. 

6-8 
There are a number of other approaches for treating this 

problem which are also "semiclassical" in nature. 
6 

Some of these 

are various versions of the classical path, or impact parameter 

model in which a classical trajectory is assumed for the transla"-

tiona! motion, this determining a time-dependent perturbation for 

the internal degrees of freedom; inelastic transitions are then 

described by a time-dependent Schrodinger equation for the internal 
-

degrees of freedom~ Other models
7 

use full classical trajectories 

and invoke a correspondence between the average classical and the average 

quantum mechanical energy transfer. Although .these approaches may 

be useful in some situations, it is clear that they involve dynamical 

approximations which invalidate their general applicability; these 

dynamical approximations-'-p.rimarily a de-coupling of the translational 

motion and inelastic dynamics itself-~are particularly poor in the 

case of low collision energy and a weak inelastic transition. 

.. 
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Section II first summarizes the theory with particular 

attention to the "partial averaging" analysis, and Section 

III discusses some aspects of the numerical methods involved. 

The results for the 1 + 0 vibrational deactivation of H2 by 

Li+ are presented in Section IV and compared to the coupled 

. 9 channel quantum mechanical results of Schaefer and Lester. 

These are the most extensive coupled channel calculations 

yet carried out for any three dimensional A + BC collision 

process, and the excellent agreement between these values 

and the present semiclassical results is quite encouraging. 
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II. THEORETICAL SUMMARY; PARTIAL AVEPAGING. 

The expressions pertinent to the application of classical 

S-matrix theory to nonreactive A + BC collisions in three di­

mensions have been given previously,
5

•
10 

and the partial averaging 

technique has also been discussed briefly.lO,ll Here we wish 

to summarize the appropriate expressions and to describe the 
I 

partial averaging idea more fully. In doing so, it is illustra-

tive to consider first the case of a classically allowed transition. 

A. Classically Allowed Case. 

The integral cross section for the n
1

j
1 

+ n2j 2 vibrational-

rotational transition, 

(2.1) 

summed and averaged over the m-components of the rotational states, 

is given by 

2 
7f 

(2J+l)ls . £ . £ (J,E)I ,(2.2) 
n2J2 2'n1Jl 1 

) 

where n, j, and 9, denote vibrational, rotational, and orbital angular 

momentum quantum numbers, respectively; J is the total angular momen­

tum quantum number, E
1 

= h 2k1
2;2~ is the initial collision ener~y, 

and E = E
1 

+ E(n
1
,j

1
) the total energy. 

Because of the sums over the various quantum number labels iP. 

Eq. (2.2), it has been noted 5 •
12 

that int~,;ference effects in the 

S-matrix elements--which are prominent in individual matrix 
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elements--are often quenched.. If interference effects are discarded--

and if the n
1

j
1

-+ n
2

j 2 transition is classically allowed--then the 

square modulus of the classical S-mat:rix element is given by
5 

(2. 3) 

The meaning of the Jacobian determinant in Eq. (2.3) is the usual:
5 

A complete set of initial conditions for the A + BC classical tra-

jectory are, in action-angle variables, E, J, n1 , j 1 , 9.1 , q , q. 
· nl J1 

and q~ , the small q's being the angle variables conjugate to the 
1 . 

correspori.ding action variables, or "quantum numbers"; with n
1

, j
1

, 

,'I 

arid t 1 (all:d J and E) held fixed, ,the initial angle variables q , . . nl 

qj , and q9., are chosen so that the final quantum numbers resulting 
1 1 

from the trajectory are the desired .integer values, i.e., so that 

the equations 

are satisfied. (n2 ,j 2 and t 2 , written without arguments, are 

specific integer values; written with arguments, they are the 

(2.4) 

specific final values--not necessary integral--which result from 

the classical trajectory with the indicated initial conditions.) 

The Jacobian in Eq. (2.3) is evaluated at the root of Eq. (2.4). 
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With Eq. (2. 3), Eq. (2. 2) becomes 

-1 

where it has been assumed that enough integer values contribute 

to the sums over R-1 , R- 2 , .and J to replace the sums by integrals. 

Furthermore, if there are at least a few values of n2 and j 2 that 

are classically allowed transitions from the initial state (n
1

, j
1
), 

i 
then it is reasdnable--and greatly simplifies n;tatters--to treat 

n 2 and j 
2 

as continuous variables and to average Eq. ·. (2. 5) over a 

quantum number width13 about n2 and j
2

, i.e., to assume 

(2 .• 6) 

Carrying out this averaging procedure, Eq;; (2.5) becomes 

and the simplificati()~ ?resulting from this averaging procedure 

is now clear: Eq. (2.7) involves an integral over all final 

quantum numbers n2, j 2 and R-2 ~ so that a change of variables of 

integration from (n2 , j 2 , R-2) to their conjugate initial conditions 

(~ , qj , qi )--i.e., 
1. 1 1 

(2.5) 

(2. 7) 

- . 
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~-introduces a Jacobian fac~or which exactly cancels the one 

in Eq. (2.7). Eq. (2.7) thus becomes 

(2J + 1) 

(27T) 3 

(2.8) 

(2.9) 

where the characteristic function X is 1 if the final vibrational 

and rotational quantum numbers which result from the trajectory 

i h h i d . d i .. 1 d".. f 11 . h . 13 
w t t e n 1tate n1t1a con 1t1ons a 1n t e 1ncrements 

Cn
2

- t, n2 + t) and (j 2 - }, j 2 + t), respectively, and is 0 

otherwise. The most important practical advantage of Eq. (2.9) 

is that all reference to double-end boundary conditions--i.e., 

the root-search problem, Eq. (2.4)--has been eliminated, and it 

is now necessary to deal with trajectories only through their 

initial conditions. In practice, too, one sweeps all the integra-

tion variables, i.e., the initial conditions, through their 

complete domains, assigning the final values of n2 (q , q. 
' nl J 1 

and j 2 (q ,q. ,qJI. ) to the appropriate quantum number "boxes", 
nl J 1 1 

thus generating in one calculation the cross sections from (n
1

, jl) 

to all classically allowed final states. 

The reader will recognize that the above prescription is the 

1 standard quasi-classical trajectory procedure if the integrals 
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are evaluated by Monte Carlo methods. To see this even more 

concretely, note that the limits of integration for £
1 

and J 

are 

and one normally replaces £
1 

by the impact parameter b, 

and J by the variable z 

1 

J + ~ = [<£1 - jl)2 + (2£1 + 1) (2jl + l)z] 2 

In addition, the impact parameter integral is cut off at some 

value b beyond which no trajectories lead to the transition max 

of interest~ since 

where 

or 

b 
max 

'IT f db 2b 
0 

'IT b 2 
max 

2 
s = (b/b ) max 

1 
f d~ 

0 
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~1'+ !2 = k b -~ 1 max l~;,. 

these changes of variables replace Eq. (2.9) by 

1 1 1 1 1 
nb 2 f d~ f dz f d(q /2n) f d(q. /2n) f d(q 0 /2n) 

max 0 0 0 nl 0 J1 0 ~1 

(2.10) 

Since all five integrals have the limits (0, 1), the Honte Carlo 

evaluation of Eq. (2.10) is straight forward. If Eq. (2.10) is 

also summed over final rotational states, 

(2 .11) 

then one obtains 

(2 .12) 

where the characteristic function here is 1 if the final vibrational 

quantum number resulting from the classical trajectory with the 
I 

\ indicated initial conditions is in the interval (n2 - -f, n2 + t), and 

is 0 otherwise. 
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B. Classically Forbidden Case. 

If the (n
1

j
1

) + (n
2

j
2

) transition is classically forbidden--i.e., 

if there are no real-valued classical trajectories at the given 

values of J and E which connect these initial and final quantum 

numbers--then the above prescr,:iption is clearly not.applicable; 

it gives a cross section of 0, which is consistent in that the· 

cross section is indeed small, but which is not ~..,-'l!se.ful estimate. 

Some of the ~implifying steps discussed ab'ove in Section IIA, 

however, are still valid. 

Because of the sums in Eq. (2.2) it is still a good approximation 

to assume that interference terms in the S-matrix elements are quench-

ed. If so, then Eq. (2.3) for the square modulus of a classical 

s....:matrix element is modified only by the addition of a exponential 

damping factor: 5 

Im ¢) , (2.13) 

units being used throughout s.uch that h = 1. This damp-ing factor 

arises because the classical trajectory which satisfies the correct 

initial and final quantum conditions is complex-valued, i.e., the 

values of q , q. , and q£ which satisfy Eq. (2.4) are complex; the 
nl J1 1 

action integral ~ along such a trajectory is complex-valued, and the 

imaginary part of this action integral is the exponent of t~e damping 
. ! 

factor. One sees, therefore, that the term "classically forbidden" is 

a generalization of the concept of "tunneling" to dynamical systems of 
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more than one degree of freedom. Reference 5 has a more extensive 

discussion of classically forbidden processes. 

Even though it is now not possible to treat the fin~l vibrational 

quantum number n2 as a .continuous variable--bec;:ause the S-tnatrix 

.elements change exponentially for different final integer values of· 

n2--it is still usually the case that a number of_final rotational 

states have comparable transition probabilities for a given vibration-

al transition. The reason for this is that at energies for vibrationally 

inelastic processes to be possible, rotationally inelastic transitions 

are usually strong, classically allowed-like. (Rotationally inelastic 

transitions are, in fact, essentially always classically allowed 

. 14) 
pro~ess_es. _ 

The partial averaging idea, therefore, is to average over the 

final rotational quantum number as was done in part A, but not over 

the final vibrational quantum number. (One wishes to average over as 

many final quantum numbers as is allowable since it replaces the final 

·quantum condition by initial conditions, which are much easier to deal 

with computationally). With Eq. (2.13), the cross section--summed over 

final j 2--becomes 

(2J + 1) 
X 

(2rr)3 

I a (n2j 2~2) 1-1 
acq q. Ci~ ) 

nl J1 1 

exp(-2 Im <P) (2.14) 
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and since 

Eq. (2.14) becomes 

[ 
an ]-1 

x 21TI~ I exp (-2 Im ¢) 
()q . 

nl 

In Eq. (2.15) qn is not integrated over--as in Eq. (2.12) of 
1 

Section IIA--but must be chosen to be that specific (complex) 

value for which 

n (q • q, ,qn '_Q_l,jl,J,El) = n2 2 nl' J 1 ""1 

(2 .15) 

(2.16) 

The "root..,.search" problem which complicates the application of 

classical S-matrix theory to three dimensional collision systems
10 

has thus not been completely eliminated, but has been reduced to 

a one dimensional root-search which must be carried out many times. 

The same changes of variables introduced in Section IIA can 

also be carried out her'e, and Eq. (2.15) then takes on the simpler form 



/ 
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nb 
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1 1 1 1 
f d~ f dz f d(~. /2n) f d(~n /2n) P (j 1 1 1~. Q0 ;JE

1
), 

0 0 0 J 1 0 x.,l n2 ,nl J 1 ·"'1 

(2.17) 

(2.18) 

The vibrational transition probability function defined by Eq. (2.18) 

has the struct~re of a collinear vibrational transition probability15 

which depends parametrically on the initial conditions of the other 

degrees of freedom. The analogy to a collinear transition probability 

is purely formal, however, for Eqs. (2.17) and (2.18) involve no 
.' f 

dynamical approximations beyond that of classical S-matrix theory it-

self, the neglec:t of interference terms, and the assumption that enough 

j 2 values have comparable probability that a sum over integer values of 

j 2 can be replaced by an integral. It is interesting, nevertheless, 

16 that Eq. (2.17) does have the phenomenological form often assumed, 

namely a "gas kinetic cross section", nb 2 , multiplied by an average 
max 

vibrational transition probability; here one sees precisely what this 

"average vibrational transition probability" is. 

Eq. (2.17) corresponds to a sum over final rotational states, but 

it is clear how one can obtain the distribution of final rotational 

states--and also the differential cross section--within a classical 

Monte Carlo framework. Since 

(2.19) 
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= /dj2 /d (cos e) 

to -obtain the n1j 1 -+- n2 cross section differential in final 

.rotational state and in scattering angle--i.e., cr (8)--
n2j2+nljl 

one simply defines a set of "j -boxes" and "cos 8-boxes"; with 
2 

the integration variables in Eq. (2.17) chosen by Monte Carlo, 

the numerical value of the integrand--i.e., the vibrational 

transition probability--is assigned to tQe j 2- and cos 8-box 

which corresponds to the final values of j 2 and cos e for the 

trajectory which satisfies Eq. (2.16), i.e., the one from which 

the transition probability in Eq. (2.18) is construct~d. The 

distributions in j2 and cos e are thus obtained simultaneously 

(2. 20) 

with the calculation of the integral cross section cr j , the 
· n2+nl 1 

only limitations being the usual Monte Carlo ones--i.e., the 

more detailed the quantities desired the more Monte Carlo 

points are required. Thus it might require only 50 Monte 

Carlo points, for example, to evaluate the integral cross 

section to within 10 % statistical error, but a large number 

of points would be required 'to obtain the distribution of final 

rotational states, cr and a still larger number of 
n2j2+nlj 1

1 

points to obtain the "doubly differential" cross section, 

cr j +n j (8), differential in j2 and e, to within 10% statisti­
n2 2 1 1 

cal error. The situ~tion is thus much like an experiment: The 

morehighly resolved the information sought, the more effort re-

quired to obtain it. This is, however, a highly desirable feature 

of the theory, for it means that one may obtain less detailed 
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quantities ·with less detailed calculations. By way of contrast, 

in a complete rigorous quantum mechanic?! theory it is never 

possible to obtain averaged cross sections without first computing 

the most detailed cross sections and then proceeding to average 

them. 
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A. Numerical Integration of Complex~Valued Trajectories. 

Although the formalism of classical S-matrix theory deals 

with initial and final values of action-angle variables, it is 

actually most convenient to carry out the numerical integration 

of Hamilton's equations in cartesian coordinates and momenta". 

The procedure is that one specifies initial conditions in terms 

of action-angle variables (e.g., n1 ,q ,j 1 ,q. ,£1 ,q£ · · .), 
nl J 1 · 1 

transforms these into initial conditions for the cartesian 

variables, carries out the numerical integration of t~e trajectory 

in cartesian variables, and at the end of the trajectory trans-

forms the final values of the cartesian variables into final 

values of the action-angle variables (e.g., n2,j2 ,£
2 
... ). Appendix 

C of reference 12 gives the expressions for the initial values of 

the cartesian variables in terms of the action-angle variables 

(see also Section II B of reference 10). With regard to the trans-

formation at the end of the trajectory, the final angular momentum 

variables j 2 and £2 are easily determined from the cartesian variables 

by using the classical relations · 

. + l = [( . ) ( p2)]1/2 J2 2 :z x £z • :z x __ 

• 

where <:2 ,~2 ) are the cartesian variables of the diatom and 

(~2 ,~2 ) the cartesian variables for the atom-diatom separation at 

the end of the trajectory. 

'• 
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The final vibrational quantum number is determined from the 

cartesian variables by first computing the total energy of 

the diatom 

v(r) being the vibrational potential of the diatom, and then 

solving the equation 

for n? (since j 2 is known), where £(n,j) is the~~ energy 

level.formula for the diatom; it is usually known as a Dunham 

expansion. Alternatively, with £2 known from Eq. (3.1) n2 can 

be computed directly from the \ilKB quantum condition: 

r> 1/2 
dr {2m [£2 ~ v(r)] - j 2

2
;r2} 

To a large extent the actual numerical integration of 

complex-valued trajectories is the same as for ordinary real-

(3.1) 

(3.2) 

(3. 3) 

valued ones; this is possible by taking advantage of the complex 

arithmetic capahilities of FORTRAN IV. Thus it is only necessary 

to declare all the coordinates and momenta, and the time increment, 

to be COHPLEX variables and use essentially the same numerical 

integration algorithm
17

- e.g., Runge-Kutta, Adams-Moulton, etc. -as 

used for real-valued trajectories. Since it is often convenient, 

however, to vary the direction in the complex time plane of the 
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complex time increment, Miller and George developed a variable 

~tep-size-predictor-co:rrector algorithm; it has· the variable· 

step-size and self-starting advantages of Runge-Kutta routines 

with the efficiency of a predictor-corrector (e.g., Adams-Moulton) 

method. Appendix C of reference 18 gives the predictor and 

corrector formulae for the fifth order [error~ O(h6 )] version 

. . 17 
of the algorithm; used in the PECE mode, the integrator has 

excellent stability characteristics. 

The principal feature which distinguishes the numerical 

integration of complex-valued trajectories from· real-valued 

ones lies in the flexibility one has in choosing the complex 

time path along which time is incremented. Although the 

quantities from which the classical S-matrix is constructed 

are analytic functions and thus independent of the particular 

5 tinie path, there are practical considerations that restrict 

the choice. Thus although translational coordinates behave 

as low order polynomials in time, so that nothing drastic 

happens to them when t becomes complex, the vibrational 

coordinate is oscillatory -

r(t) - r ~ cos (wt + n) eq 

- so that it can become exponentially large along a complex time 

path. The complex time path must be chosen, therefore, in order 

to stabilize the vibrational motion. 

There are a variety of ways of stabilizing the vibrational 

motion, but the most satisfactory procedure we have found to date 

is to head the oscillator always toward its next equilibrium 
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position. Thus at time tn the values rn' rn, rn, [r = r(t ), etc.] 
n n 

are known, so that for t near t one has the approximation 
n 

r(t) == r + r n n 

and one wishes to choose the next time, tn + 
1

, so that 

r eq 

solving Eqs. (3.4) and (3.5) gives 

!J.t - tn + 1 - tn 

, 

with the± sign chosen to insure Re(!J.t) > 0. 19 Actually one 

wishes only to cause r(t) to head in the direction of r ; eq 

thus the'new time increment is chosen to have the.phase of 

(3. 4) 

(3. 5) 

(3. 6) 

that in Eq. (3.6) but the magnitude determined by the truncation 

18 error estimate of the integrater. If IJ.t is given by Eq. 

(3.6), then the new time increment is thus chosen as 

h(IJ.t)/ltJ.tl 

where ltJ.tl is the complex absolute value of !J.t an:d his the 

magnitude of time increment allowed by the integrater. 

The above algorithm for choosing the complex time path is 

used throughout the entire trajectory except at the conclusion 

where the time path is chosen so as to terminate the trajectory 

as a vibrational turning point. 
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B. Satisfying the Boundary Conditions~ 

There is one complicating feature that has not yet been 

mentioned. The integrals over j 2 and 12 in Eq. (2.14) are over 

real values of these quantities, so that when changing to 

integration variables q. and q
1 

the integrals over these 
J 1 1 

variables must be contour integrals, i.e., 

!dj2 !d12 J dq. !dq1 
Cl(j212) 

J Cl(q. q1 ) c1 1 c2 1 
J 1 1 (3. 7 

J ldq. I I ldCi1 I 
Cl(j212) 

I I - -c J 1 c 2 1 () (q. q.Q. ) 1 Jl 1 

J ldq. I I ldCi1 I 
Cl(n2j212) 

I ~c;2) ~-1. I - - -J Cl(q q. q1 ) c
1 

1 c2 1 
nl J 1 1 nl nl 

where the contours c
1 

and c2 must be chosen so that j 2 (ij. ,ij1 ) 
J 1 1 

and 1 2 (q. ,q1 ) remain real along them. (The integrand in Eq. 
J 1 1 

(2.14) is not an analytic function--it is the square n:odulus of 

one--so that the value of the integral depends on the integration 

path.) By the usual arc length formula, however, 

idCi. I d(Re 
- [ c(Im qj1) rr2 
q. ) 1 + 

Jl J 1 d (Re q. ) 
Jl 

ldCi1 I d(Re q.Q. ) 
[1 +Clm :~/ y] 1/2 

(3. 8) 
1 1 · d (Re q

1 
) 

1 

•. 
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It is possible, therefore, to integrate with respect to Re q, and 
]1 

Re qJI, , provided Im qj and Im qJI, are chosen at each integration 
1 . 1 1 

point to satisfy 

Im j 2 (q. ' qJI, ) = 0 
]1 1 

Im J1.2 (q. ' qJI, ) = 0 '. ]1 1 
(3. 9) 

and provided the arc length factors of Eq. (3.8) are inserted 

in the integrand. 

Taking this feature into account, Eq. (2.17) is replaced 

by 

1 1 / 1 1 2 = Tib max J d~ J dz J d (Re q, /2TI) f d (Re qJI, /2TI) 
0 0 0 ]1 0 1 

exp (-2Im4>) (3.10) 

where 

[1 {(Im :jl) y] 1/2 

Aj = 
d (Re q. ) 

]1 r ~(lm :tl)r] 1/2 

A£ 
· d(Re qJI, ) 

1 
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For each value of the integration variables in Eq. (3.10) one must 

thus choose the four variables q :: Re qn + i Im qn , Im q. , 
• nl 1 1 Jl 

and Im qQ, so that the four equations 
1 

Re n2 (Re q , Im qn ' Im Q. , Im qQ, ) = n2 (3.11 a) 
nl 1 "Jl 1 

(Re - qQ, ) 0 (3.11 b) Im n_
2 qn ' Im qn ,. Im q. , Im = 

1 1 Jl 1 

(Re q , - - q ) 0 (3.11c) Im j 2 Im qn , Im q. , Im 
nl 1 Jl Q,l 

Im Q. 2 (Re q , Im - Im qQ, ) 0 (3.11 d) Im qn ·' q. , = 
nl 1 Jl 1 

It is easy to see that -Eq. (3.11) must be imposed if one is 

to obtain meaningful results. Thus the trajectory corresponding 

to the initial values q. and q0 is clearly the same if these 
Jl )(,1 

angle variables have added to them arbitraty multiples of 2n--i. e., 

if 

-q. + q. + 2mn
1 Jl Jl 

qQ. + qQ. + 2mn2 
1 1 

m1 and m2 being arbitrary integers--while the imaginary part of 

the action integral ~' 

changes according to 



(.]' 0 ··.'!1 
0 4 ? u 0 ! ,d ~ 0 - .. :Y 

-23-

Im ~ ~ Im ~ - 2rrm
1 

Im (~j) - 2rrm2 lm (~t) 

where 

~t t2 (qn ,qj ,qt ) 
_. t 

1 1 1 1 

~j = j2 (q , q. , qt ) - j 
nl Jl 1 1. 

There is clearly no physical significance to which 2TI increment 

- ·and - from, the values of and q. qi are chosen i.e., to ml m2, 
Jl 1 

so that lm <P would not be uniquely determined if Im llj and lm llt 

were not 0. Eq. (3.11), however, insures that th~y are 0 so 

that Im ~ is indeed uniquely defined. 

Since one must solve Eqs. (3~11) many times--once for each 

set of the Monte Carlo-chosen integration variables (t, z, Re q. , 
Jl 

Re qt )--it is clear that one needs an efficient way of solving 
1 

them. Many methods were tried but no completely satisfactory 

procedure was found; i.e., it was possible to solve Eqs. (3.11) 

for many sets of integration variables but no automated procedure 

was found that could routinely find the root with a small number 

(less than 10) of iterations. 

For the number of special cases for which Eqs. (3.11) were 

solved, however, it always observed that Im qj and Im qt were 
1 1 

small (less than 0.05), with Im q being much larger (about 0.5); 
nl 

i.e., the classically forbidden character of the transition is 

associated primarily with the vibrational degree of freedom, as 

expected. To simplify the calculation, therefore, it was decided 
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to allow qJ. and q.Q, to remain completely real, i.e., not to 
1 1 - -vary Im q, and Im q.Q, in order to satisfy Eq •. (3.ll c) and 

Jl 1 
. (3.11 d). In order to obtain a unique value for Im ¢ it is 

then necessary to drop the terms qj(dj/dt) and q.Q,(d.R,/dt) from 

the integrand of Eq. (3.12); this is consistent with the 

assumption that the complex-valued part of the trajectory is 

concentrated primarily in the vibrational degree of freedom. 

The imaginary part of ¢ is thus taken to be 

t2 . . 
Im ¢ = - Im f dt [RPR + q n] 

tl 
n 

t2 t2 . 
I 

.. 
= - Im [f

2
(r.n) + f dt (RP - p.r)] 

R r 
tl tl 

t2 t2 t2 
- Im [f2 (r,n) I I f 

. . 
- prr + dt (RPR + rp )] 

tl tl tl 
r 

(3.13) 

where f 2 (r,n) is the generator of the transformation bet~een the 

vibrational radial coordinate and momentuin (r,p ) and the vibra­
r 

tiona! action-angle variables (n,q ) ; since .the trajectory is 
n 

actually begun and ended at a vibrational turning point, the 

imaginary part £2 at t 1 and t 2 vanishes, as does pr' and since 

• • 
• r 

' \ 
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the imagl.nary part of the action integral is 

t2 
. Im 4> = - Im f d t (R • P + r • p) 

tl 

In practice, the imaginary part of 4> is obtained as 

where X(t) is obtained by adding one extra differential 

equation to the twelve first order. equations for the 

trajectory in cartesian coordinates, 

x<t) - R(t) • P(t) - r(t) • £<t) 

with the initial condition 

- -With these approximations--namely that qj and qt are 
1 1 

taken to be real and consistent with this the action integral 

is defined by Eq. (3.14)--:it is now only necessary to solve 

the one complex equation 

(3 .14) 

(3 .15) 

(3.16) 

(3.17) 

(3 .18) 

for each given set of integration variables in Eq. (2.17). This 

is easily accomplished by first evaluating n2 (qn ) for the three 
1 -real values (involving completely real trajectories) qn = 0, 

1 
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2n/3, and 4n/3; these values determine the three coefficients in 

the functional form 

(3.19) 

With the fit to n2 (q ) given by Eq. (3.19) one solves Eq. (3.18) 
nl 

for the approximate compleK value of q , runs a complex trajectory 
nl .. 

to evaluate the exact n2 (q ) at this value, uses. this value and 
nl 

two previous ones to redetermine the coefficients in Eq .. (3.19) 

and iterates the procedure. It usually takes only 3 to 5 complex 

\ . . 

trajectories, after the 3.real ones, to find the root of Eq. (3.18) 

and evaluate the vibrational transition probability rur.ction of 

Eq. (2.18). 

Although we would like to have been able to solve Eq. (3.11) 

and use Eq. (3.10), the approximation of leaving q. and q~ real, 
Jl 1 

and for consistency modifying the expression for Im ¢,seems for 

this system to make little difference in the results, certainly 

no more than 10 - 20% in the final cross sections. In other cases--

perhaps those involving stronger rotational-vibrational coupling, 

such as HC~ + Ar--it may be necessary to re-examine this approximation. 

Better yet, perhaps better numerical algorithms will be devised to 

obviate the necessity for invoking it. 
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IV. RESULTS AND DISCUSSION. 

The interaction potential for the Li+ - H2 sydtem was taken 
! 

to be the same as that u~ed by Schaefer and Lester9 in their 

quantum mechanical coupled channel calculations. For the vibra--

tiona! potential of H2--which must be added to the interaction 

potential to obtain the total potential energy function--a Morse 

function was used; an accurate fit of theKolos-Wolniewicz HZ 

potential was also used in some test calculations, and this made 

neglible difference. 

Figure 1 shows the cross sections for vibrational de-activation 

of H2 by Li+--i.e., a . j (E1 ) for (n1 ,j 1 ) = n,o) and n2 = O--
n2J2+nl 1 . 

for an initial collision energy E
1 

= 0.684 eV. The values labeled 

SC are the present semiclassical results, and the error bars indicate 

the statistical error/in the Monte Carlo evaluation of Eq. (2.17); 

1000 Monte Carlo points were used. 

The points designated QMI in Fig. 1 are the results of Schaefer 

and Lester's9 quantum mechanical calculation with a coupled channel 

expansion including the states 

n = 0; j = 0, 2, 4, 6, 8, 10 (4.1) 

il - 1; j o, 2, 4 

n ::; 2; j = 0, 2 

20 . 
The values labeled QM II are their results obtained by adding 

one additional rotational state to each vibrational manifold: 

j = 12 for n = 0, j = ~ for n = 1, and j = 4 for n = 2. 
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The large change in the quantum results with this increase 

in basis set seems to indicate that the coupled channel expansion 

is still some ways from convergence, a rather disconcerting ob-

servatiori since the basis set already produces up to 75 coupled 
Q 

channels! (It should be noted that Schaefer and LesterJ were 

primarily interested in pure rotational transitions, n1 = n2 , 

and their results do indicate the expansion to be converged for 

these processes.) Another possibility is that the difference 

between the QM I and QM II results is due to numerical error, 

for the algorithm used for solving the coupled equations does 

not seem well suited for treating processes with small transition 

probabilities. 21 •
22 

The cross section sunnned over final rotational states, a . 
n2+n1Jl 

for (nl,jl) = (1,0) and 

2 

2 2 
n2 = 0, is 1.87 a , 1.15 a , and 

0 0 

0.83 a , respectively, for the QM I, QM II, and semiclassical 
0 

calculations. Within the uncertainty of the quantum mechanical 

results, therefore, the semiclassical cross sections are in excel-

lent agreement with the quantum.values, both in magnitude and in 

the distribution of rotational states (Fig. 1) populated in the 

vibrational de-activation. 

The distribution in scattering angle, i.e., the differential 

cross section, for the 1 ~ 0 vibrational de-activation was also 

obtained within the classical Monte Carlo framework. It is 

qualitatively the same for each final rotational s.tate, so only 

the total result, summed over j 2 , is shown in Fig. 2; i.e., the 

quantity shown is 
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(4.2) 

The result is hard sphere-like (i.e., isotropic) except for a 

. . narrow peak in the forward direction • 

Finally, it is interesting to ask what the rotational 

state distribution in Fig. 1 signifies about the dynamics 

of the inelastic process. First, one sees that a substantial 

amount of the energy released by the vibrational de-activation 

goes into rotational excitation. The amount of rotational 

excitation is considerably less than that of a "resonant" 

process (no charige in trans~ational energy), however, for 

that would demand a final rotational state j 2 = 8. Another 

interesting comparison is to a statistical distribution of 

final rotational states; this corresponds to 

(4. 3) 

where E is the total energy and £(O,j 2) the vibrational-rotational 

energy of H
2 

for n = 0 and_ j =·j 2• This distribution, 

normalized to the semiclassical cross section, is. the dashed 

line in Fig. 1. The amount of rotational excitation is thus 

also much less than that based simply on available phase space. 

I 
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V. CONCLUDING REMARKS,. 

The partially averaged version of classical S-matrix theory 

thus appears to be an accurate and practical method for describing 

classically forbidden vibrationally inelastic processes in three-

dimensional A + BC collision systems. The primary advantage of 

the approach is that one can treat the classital-1ike rotational 

degrees of freedom within the usual Monte-Carlo framework, while 

quantizing the vibrational degree of freedom within the classical 

S-matrix framework, all without the necessity of introducing any 

approximations to the dynamics itself. Many of the practical 

difficulties of applying the classical S-matrix model to three-

dimensional collision systems are thus circumvented, and the 

computational efficiency of the approach is comparable to that 

of ordinary trajectory methods. 
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FIGURE CAPTIONS 

Figure 1. Cross sections for the (1,0) ~ (O,j) vibrational 

de-activation of H
2 

by Li+ at an initial collision 

energy of 0. 684 eV. QN I and Q~~ II label the 

quantum mechanical results of Schaefer and Lester 

(ref. 9) with two different basis sets, SC desig­

nates the semiclassical results of this paper, 

and STAT is the statistical distribution of Eq. 

(4.3) (normalized to the SC total cross section). 

Figure 2. The angular dist:dbution, or differential cross 

section for the same process as in Figure 1, summed 

over final rotational states. 
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