
1 , 

. f ] .. ~ 

LBL-31839 
Preprint 

Lawrence Berkeley Laboratory 
UNIVERSITY OF CALIFORNIA 

Physics Division 

Mathematics Department 

To be submitted for publication 

The Dimension of Matrices (Matrix Pencils) with 
Given Jordan (Kronecker) Canonical Forms 

J.W. Demmel andA. Edelman 

January 1992 

Prepared for the U.S. Department of Energy under Contract Number DE-AC03· 76SF00098 

!-+on 
O~r 
'i 'i 0 

Q > 
~r::::z: .... 
:( III n 
l1)r+o 
11) 11) ." 
);"000-( 
00 

ttl .... 
0. 

f.Q . 
(Jl 
IS) 

r r 
ttl 

~ r trn I 
'i 0 W 
III '0 ..... 
'i'< ().) 

'< W . I\) lD 



DISCLAIMER 

This document was prepared as an account of work sponsored by the 
United States Government. Neither the United States Government 
nor any agency thereof, nor The Regents of the University of Califor
nia, nor any of their employees, makes any warranty, express or im
plied, or assumes any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, product, 
or process disclosed, or represents that its use would not infringe pri
vately owned rights. Reference herein to any specific commercial 
product, process, or service by its trade name, trademark, manufac
turer, or otherwise, does not necessarily constitute or imply its en
dorsement, recommendation, or favoring by the United States Gov
ernment or any agency thereof, or The Regents of the University of 
California. The views and opinions of authors expressed herein do 
not necessarily state or reflect those of the United States Government 
or any agency thereof or The Regents of the University of California 
and shall not be used for advertising or product endorsement pur
poses. 

Lawrence Berkeley Laboratory is an equal opportunity employer. 

, 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



r 

1'--

LBL-31839 

THE DIMENSION OF MATRICES (MATRIX PENCILS) WITH 
GIVEN JORDAN (KRONECKER) CANONICAL FORMS l 

James W. Demmel2 

Computer Science Division 
and 

Departmen t of Mathematics 
University of California 

Berkeley, CA 94720 

Alan Edelman3 

Lawrence Berkeley Laboratory 
and 

Department of Mathematics 
University of California 

Berkeley, CA 94720 

January 1992 

1 Also appears in the CERFACS technical report series TR/PA/92/67. 
2Supported in part by the National Science Foundation under Grant No. ASC-9005933 and under a subcontract 

with the University of Tennessee under DARPA contract DAAL03-91-C-0047. 
3Supported in part by the Applied Mathematical Sciences Subprogram of the Office of Energy Research, Office of 

Basic Energy Sciences, U.S. Department of Energy under Contract DE-AC03-76SF00098. 



The Dimension of Matrices (Matrix Pencils) with 
Given Jordan (Kronecker) Canonical Forms 

James w. Demmel * 
Alan Edelman t 

University of California 
Berkeley, California 94720 

January 1992 

Abstract 

The set of n by n matrices with a given Jordan canonical form 
defines a subset of matrices in n 2 dimensional space. We analyze one 
classical approach and one new approach to count the dimension of this 
set. The new approach is based upon and meant to give insight into the 
staircase algorithm for the computation of the Jordan Canonical Form 
as well as the failures of these algorithms. We extend both techniques 
to count the dimension of the more complicated situation concerning 
the Kronecker canonical form of an arbitrary rectangular matrix pencil 
A-AB. 

1 Introd uction 

Given any square matrix A, the set of matrices similar to A forms a manifold 
in n2 dimensional space. This manifold is, of course, the orbit of A under 
the action of conjugation: 

orbit(A) = {PAP-I: det(P) =f O}, 
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The matrix pencil analog is to consider any pair of m by n matrices A 
and B, and define the orbit of the matrix pencil A - >'B by the action of 
multiplication on the left and right by square nonsingular matrices of the 
appropriate size: 

orbit(A - >.B) = {P(A - >'B)Q-l : det(P)det(Q) # O}, 

This orbit defines a manifold of pencils in 2mn dimensional space. All 
pencils on this manifold are said to be equivalent to A - >'B. 

Our concern in this work is to count the (co )dimension of these manifolds. 
For simplicity of exposition, we sometimes refer to these two problems as 
counting the (co )dimension of a (single) matrix or of a matrix pencil, when 
more properly, we would refer to counting the (co )dimension of the orbits. 
We take two approaches, one based on classical techniques that identify the 
tangent spaces of these manifolds and the other based upon the algorithms 
as they exist [6, 7, 8, 9, 11, 12, 14, 15]. 

The classical approach to solving this problem requires the computation 
of the tangent space to the orbits. In the single matrix case, the tangent 
vectors have the form 

XA-AX, (1) 

while in the matrix pencil case, the tangents have the form 

X(A - >.B) - (A - >'B)Y. (2) 

Thus the codimension of the single matrix orbit is the number of linearly 
independent matrices X for which (1) vanishes, while the codimension ofthe 
matrix pencil orbit is related to the number of linearly independent matrix 
pairs X, Y for which (2) vanishes. 

The new approach is based on the so called staircase algorithms for 
the Jordan and Kronecker canonical forms. The staircase algorithm for the 
Jordan canonical form proceeds by computing the Weyr characteristics of 
the matrix, while the staircase canonical form proceeds by computing a more 
complicated set of structural indices. 

This new approach adds to our knowledge of the staircase algorithms 
for the canonical forms. In particular, it gives us geometric information 
regarding which manifold we are in at each stage of the algorithm. 

Arnold [1] has rederived the formula for the Jordan case for the purpose 
of defining a particular normal form for deformations of a matrix with a 
given Jordan form. This form is convenient because of its minimum number 
of parameters [2]. 
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We are unaware of any general dimension count for matrix pencils in the 
literature. One partial result of Waterhouse [13] counts the co dimension of 
a singular pair of n by n matrices (Le. the square case) to be n + 1. 

Our intended application for this work is understanding the occasional 
failures of existing staircase algorithms to find the "right" Jordan or Kro
necker form. The goal of these algorithms is to perturb the input matrix 
(or pencil) by some small amount so as to give it as much structure as pos
sible, Le. have as high a codimension as possible. The algorithm is said 
to fail if there is another equally small perturbation which would raise the 
codimension even further. Therefore, we need to understand how the al
gorithm produces outputs of each codimension, which is explained in this 
paper. This is why we need to prove a known result (Theorem 2.1) using 
a new technique: staircase form. We believe the dimension count for the 
matrix pencil case (Theorem 2.2) is new. 

2 Main Results 

Our first result is a new proof of a classical result: 

Theorem 2.1 The codimension of the orbit of a given matrix A is 

Clor = L:(ql(),) + 3q2(),) + 5q3(),) + ... ), 
>. 

where ql(),) 2: q2(),) 2: q3(),) 2: ... , denotes the sizes of the Jordan blocks of 
A corresponding to ),. 

Our second result concerns matrix pencils. Before providing the proofs, 
we review the Jordan and Kronecker structures so that we can fix notation 
and express this theorem more compactly (Equation (6)) in the next section. 

Theorem 2.2 The codimension of the orbit of A - )'B depends only on 
its Kronecker structure. This codimension can be computed as the sum of 
separate codimensions as given in Table 1: 

CTotal = Clor + CRight + CLeft + Clor,Sing + CSing 
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1. The co dimension of the Jordan structure: 

CJor = I)Ql(,x) + 3Q2(,x) + 5q3(,x) + ... ), 
oX 

where the sum is over all eigenvalues as in Theorem 2.1, including 
any infinite eigenvalue as well. 

2. The codimension of the L singular blocks: 

CRight = L(j + k - 1), 
j>k 

where the sum is taken over all pairs of blocks Lj and Lk for which 
j > k. 

3. The codimension of the LT singular blocks: 

CLeft = L(j + k - 1), 
j>k 

where the sum is taken over all pairs of blocks Lf and L[ for 
which j > k. 

4. The codimensions due to interactions of the Jordan structure with 
the singular blocks: 

CJor,Sing = (size of Jordan structure)(number of singular blocks). 

Here the number of singular blocks counts both the left and the 
right blocks. 

5. The codimensions due to interactions between L and LT singular 
blocks: 

CSing = L(j + k + 2), 
j,k 

where the sum is take over all pairs of blocks Lj and L[. 

Table 1: Breakdown of the codimension count: 
CTotal = CJor + CRight + CLeft + CJor,Sing + CSing 
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3 Review of Jordan and Kronecker Canonical Forms 
and Notation 

Some of the basic notation in this area has been reinvented by many authors. 
So as to make this work self-contained and also to fix notation, we review 
the basic definitions. Further information may be found in standard matrix 
theory texts such as [3] or [10]. 

Given a matrix A that has only one eigenvalue>. it is always possible to 
find a similarity that transforms A into the form 

J\A) = diag(Jq~, J~, ... ) (3) 

where J; is a q by q matrix with>' on the diagonal and 1 on the superdiagonal 
known as a Jordan block. 

For an arbitrary matrix, it is always possible to find a similarity that 
transforms A into a union of blocks of the form (3): 

J(A) = diag( J>'1 (A), J >'2 (A), ... ), (4) 

where >'1, >'2 denotes the distinct eigenvalues of A. 
To fix the order of the Jordan blocks within (3), we assume 

but we do not fix the order of the eigenvalues: 

Definition 3.1 The matrix J(A) defined up to eigenvalue orderings is known 
as the Jordan Canonical Form of A. 

Definition 3.2 The sequence of numbers (qi(>')) defined above gives the 
sizes of the Jordan blocks for the eigenvalue >.. They are known as the 
Segre characteristics of A relative to >.. 

It is sometimes convenient to think of this as an infinite sequence with 
qj(>') = 0 for j >(the number of Jordan blocks corresponding to >.). 

Definition 3.3 The elementary divisors of the matrix A - xl are the 
polynomials (>. - x )qi(>') in the indeterminate x, where>. is an eigenvalue of 
A and qi( >.) is a Segre characteristic corresponding to >.. 
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Definition 3.4 The invariant factors of the matrix A - xl are the poly
nomials Pi ( x) = TI,\ ( ). - X )q; (,\). It follows that if we let Pi denote the degree 
of the ith invariant factor then 

Pi = 2: qi().). 
,\ 

Of course n = L:Pi because this counts the sizes of all the Jordan blocks 
of all the eigenvalues of A. 

Some authors (see [10] pages 43 and 93) consider the quantity mi defined 
as the degree of the greatest common divisor of all the i by i minors of the 
linear matrix polynomial A-)'I. It can be shown that mi = Pn+!-i+ .. '+Pn' 

Definition 3.5 The nullity of an n by n matrix A is n - rank(A). For m 
by n matrices the row nullity and the column nullity are m - rank( A) and 
n - rank(A) respectively. 

Definition 3.6 Let Wj()') denote the difference 

nullity(A - )'IY - nullity(A - )'IY-l. 

The numbers Wk().) are the Weyr characteristics of A relative to).. The 
number of blocks Jq().) with q 2: j is exactly Wj()'). 

Let A -).B be an m by n matrix pencil. It is possible to find an equivalent 
pencil K(A - )'B) in the Kronecker Form: 

K(A- )'B) = diag(Lll, ... ,Llg,L~, ... ,L~h,J,JOO). (5) 

The Ll blocks are f by f + 1 rectangular blocks with), on the diagonal and 1 
on the superdiagonal. The L~ blocks are 7] + 1 by 7], with), on the diagonal, 
and 1 on the subdiagonal. The f and 7] can be 0, leading to 0 columns 
and rows respectively. The J block is of the form (4) with the addition of 
),1. This constitutes the Jordan structure of the finite eigenvalues. The Joo 
block is the union of blocks of size qi( 00) each of which has 1 on the main 
diagonal and), on the superdiagonal. This constitutes the Jordan structure 
corresponding to the infinite eigenvalue. Frequently there will be no need to 
distinguish between the finite and infinite eigenvalues. 

The Land LT blocks constitute the singular part of the pencil. The 
Jordan structure for finite and infinite eigenvalues constitutes the regular 
part of the pencil. The Segre characteristics remain well defined for a matrix 
pencil, but we must include the characteristics for the infinite eigenvalue as 
well. 
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Definition 3.7 Let 
o $ fl $ f2 $ ... $ fg 

denote the sizes of the 9 L blocks of a pencil, and let 

o $ 1J1 $ 1/2 $ . . . $ 1/h 

denote the sizes of the h LT blocks. Then the numbers fi are known as the 
column minimal indices, while the 1/i are the row minimal indices. 

We can now recast Theorem 2.2 using the notation from the previous 
definitions. The co dimension ofthe orbit of A-,XB can be written compactly 
as 

cod(orbit(A - ,XB» = (PI + 3P2 + 5P3 + ... ) + (9 + h) LPi 

+ L(fi + fj - 1) + L(1/i + 1/j - 1) + L(fi + 1/j + 2), (6) 
i>j i>j i,j 

where the Pi include any infinite eigenvalue blocks. 

4 Proofs of Theorem 2.1 

4.1 Classical Proof 

Consider conjugating the matrix A by I +6X, where 6 is a small real number. 
This yields 

A + 6(XA - AX) + 0(62
), 

from which it is evident that the tangent space to orbit(A) at A consists of 
the matrices of the form X A - AX. The dimension of the orbit is equal 
to the dimension of the tangent space so that the codimension of the orbit 
is equal to the dimension of the nullspace of the mapping that sends X 
to X A - AX. The codimension of the orbit is then the number of linearly 
independent solutions to AX = X A. This number of solutions is well known 
to be 

PI + 3P2 + 5P3 + .... 
(See page 222 of volume 1 of [3].) 

An alternative expression for the number of solutions to AX = X A is 

n + 2( ml + ... + m n -l) 
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as given in [10]. According to the remark following Definition 3.4, these 
expressions are identical. 

4.2 Proof Based on the Staircase Algorithm 

The staircase algorithm for the computation of the Jordan Canonical Form 
appears in [4, 5, 8, 9, 11]. 

Let A be a matrix and let>. be an eigenvalue of A. The staircase algo
rithm computes a matrix that is orthogonally similar to A - >'1, but with 
the staircase form as illustrated with the following example: 

n' 
o I A12 * * * I 0 A 23 * * 

0 A34 * 
0 A45 

A' 

In the above example, the superdiagonal blocks Ai,i+l are of full rank, 
while the staircase region in the lower triangle is entirely O. If A has only 
one eigenvalue>. then n' is 0 and the last block row and block column do not 
appear. If A has other eigenvalues, then the staircase form corresponding 
to the remaining eigenvalues may be extracted from A'. 

An important fact [10, p. 74] is that 

Lemma 4.1 The Wi computed by the staircase algorithm for the eigenvalue 
>. are the Weyr characteristics corresponding to the eigenvalue >.. 

Definition 4.1 Let kl ~ k2 ~ k3 ~ ... ~ 0 be a partition of the positive 
integer k {i.e. k = kl + k2 + .. . J. Let lj denote the number of ki that are 
greater than or equal to j. Then the lj form a partition of k known as the 
conjugate partition of the k i . 

It is easy to verify that the property of being a conjugate partition is 
symmetric. For example, 17=6+6+3+1+1=5+3+3+2+2+2 are conjugate 
partitions of 17. This is easy to verify by reading the diagram below (known 
as a Ferrers diagram) vertically and horizontally: 
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. 
6 6 3 1 1 

5 . I . J 
3 
3 
2 
2 
2 

The idea of the conjugate partition is very simple, yet very powerful. It 
allows the interchange of summations: 

ki Ij 

EEf(i,j) = EEf(i,j), 
i j j i 

where f(i,j) is any function of i and j, and the ki and lj are conjugate parti
tions. In particular, the Weyr characteristics and the Segre characteristics of 
a matrix corresponding to a particular eigenvalue are conjugate partitions. 

We will need one more lemma concerning the dimension of a rectangular 
matrix with a particular rank: 

Lemma 4.2 The codimension of the set of m by n matrices with rank r is 
(m - r)(n - r), the product of the row and column nullities. When m = n 
the codimension is then the square of the nullity. 

Proof There are (m - r)( n - r) numbers determined by the condition that 
every r + 1 rowed minor is O. 0 
Proof of Theorem 2.1: 

We remark that the proof of this theorem is deceptively simple because 
of the nice algebraic machinery available. 

The ith step of the staircase algorithm computes the Weyr characteristic 
Wi for a given eigenvalue>. by computing the nullity of the lower right 
submatrix of a transformed A obtained by deleting the first WI + ... + Wi-I 

rows and columns of A. This further restricts the Jordan form of the matrix 
to a set of higher codimension. The incremental increase in co dimension is 
given by Lemma 4.2 as wl. The total codimension due to the eigenvalue >. 
is then 

Wi 

EE(2k -1) 
k=1 
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k i=l 

~)2k -l)Qk' 
k 

using the fact that the Weyr and Segre characteristics are conjugate parti
tions. The total codimension is obtained by summing over all the eigenval
~. 0 

5 Proof of Theorem 2.2 

We include two proofs both of which we believe to be new. The first proof 
requires counting the number of independent solutions to two simultaneous 
matrix equations derived by analyzing the tangent space, while the sec
ond proof requires an analysis of the staircase algorithms for the Kronecker 
canonical form. 

5.1 Proof based on the tangent space 

Consider an orbit preserving transformation of the m by n pencil A - >'B 
obtained by multiplying on the left by I + 6X and the right by I - 6Y, 
where 6 is a small real number. This yields A - >'B + 6(X(A - >'B) - (A
>'B)Y) + O(P), from which it is evident that the tangent space to the orbit 
of the pencil consists of the pencils that can be represented in the form 

f(X,Y) = X(A - >.B) - (A - >'B)Y, (7) 

where X is an m by m matrix and Y is an n by n matrix. 
Since (7) maps a space of dimension m2 + n2 linearly into a space of 

dimension 2mn, the dimension of the image space is m 2 + n2 - d, where d 
is the dimension of the kernel of f(X, Y), and so the co dimension is 

2mn - (m2 + n2 
- d) = d - (m - n? (8) 

As in the Jordan case, we need to calculate d, the number of linearly indepen
dent solutions to f(X, Y) = O. This can be written as the two simultaneous 
equations 

X A = AY and X B = BY. (9) 
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Unfortunately, we can not simply quote a classical count of the number 
of independent solutions to (9) as we were able to do in Section 4.1. However 
since 

it follows that the number of linearly independent solutions to f(X, Y) = 0 
depends only on the Kronecker structure of A - >'B. Thus, we assume that 
A - >'B is already in Kronecker canonical form M = diag( Ml, M2, ... ). The 
Kronecker case is more complicated than the Jordan case due to the greater 
number of possibilities for the Kronecker structure M. 

We partition the equation X M = MY conform ally with M = diag(Mb M 2, ... ) 
so that XijMj = Mil'ij, where Mk is mk by nk Xij is mj by mi and Yij is nj 
by ni. The next lemma allows us to compute the quantity d in Equation (9) 
as the sum of the number dij of independent solutions of XijMj = Mil'ij in 
the variables Xij and l'ij. 

Lemma 5.1 In terms of the above notation 

'.J 
Proof The proof is evident from the example 

o 
Given any two blocks, Mi and Mj (we allow i = j here) we define their 

interaction and the cointeraction: 

Definition 5.1 Let Mi be mj X ni and let Mj be mj x nj. Let X be an 
arbitrary mj X mi matrix and Y be an arbitrary nj X nj matrix. We define 
the interaction dij of Mi with Mj as the dimension of the linear space X, Y 
such that X Mi = Mj Y. We define the cointeraction of Mi with Mj as 
dij + 2minj - (mimj + ninj). 

This definition makes sense if we consider 

Lerpma 5.2 The codimension of a matrix pencil M with Kronecker struc
ture diag( MI, M2, ... ) is the sum of cointeractions of Mi with Mj for all 
combinations of i and j. 
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Proof The sum of the cointeractions is 

i,j 

= ~dij + 2~mi~nj - ((~mi? + (2: nj?) 
.; .; . ; 

as in Equation (8). o 
We must now count the number of linearly independent solutions to the 

following equations: 

• XLj = LkY and XL] = LfY 

• XLj = LfY and XL] = LkY 

• XLj=JY 

• XJ = JY 

where J denotes the non-singular structure of the pencil. From this infor
mation, we compute the cointeractions. 

5.1.1 X Lj = LkY and XL] = LfY 

Consider the equation X Lj = LkY, where X is an unknown k by j matrix 
and Y is an unknown k + 1 by j + 1 matrix. This equation is equivalent to 
the two equations 

X[O Ij] = [Ik O]Y 

X[Ij 0] = [0 h]Y, 

where 0 denotes a column of zeros. These two equations are in turn equiv
alent to the conditions 

Ya ,/3 = Ya +1,/3+b a = 1, ... , k, f3 = 1, ... ,j 

Ya+l,l = Ya,j+l = 0, a = 1, ... , k 

X a ,/3 = Ya ,/3+b a = 1, ... , k, f3 = 1, ... ,j 

12 
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If k < j there is only the trivial solution X = 0 and Y = o. If j ~ k 
then there are non-trivial solutions: Y can be any upper triangular Toeplitz 
matrix with 1 + j - k diagonals starting from the main diagonal. X is then 
obtained from Y by ommiting the first row and column. The interaction of 
Lj with Lk is 1 + j - k. 

When j ~ k the cointeraction of Lj with Lk is 

2(j + l)k - (jk + (k + 1)(j + 1» + (1 + j - k) = 0, 

while if k > j the cointeraction is 

2(j + l)k - (jk + (k + 1)(j + 1» = k - j - 1. 

By symmetry, we obtain the same result for blocks of the form L;. We 
also remark that this analysis is correct even if j or k is o. 

5.1.2 XLj = LfY and XL; = LkY 

The equation XLj = LfY has only the trivial solution X = Y = 0 so that 
the interaction of Lj with Lf is o. The cointeraction is then 

2(j + 1)(k + 1) - (j(k + 1) + (j + l)k) = j + k + 2. 

Using similar techniques it is possible to show that the cointeraction of 
L; with Lk is o. 

5.1.3 Jordan Blocks and Singular Blocks 

Let Jk be a single Jordan block of size k corresponding to a finite or infinite 
eigenvalue. We omit the tedious algebra, which is analogous to that in 
subsection 5.1.1, and state the conclusion that the cointeraction of h with 
Lj is k while the reverse cointeraction is O. 

5.1.4 Jordan Blocks with other Jordan Blocks 

The only difference between the non-singular portion of the Kronecker struc
ture and the Jordan structure of a single matrix is the possibility of an in
finite eigenvalue. Again we omit the tedious algebra, but it is possible to 
show that an infinite eigenvalue behaves exactly as if it were finite. Thus the 
cointeractions of the non-singular portion of the pencil with itself is exactly 
as in Theorem 2.1. 
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S.1.S Proof of Theorem 2.2 

The proof follows from the analysis of the cases presented in Sections 5.1.1 
through 5.1.4. 0 

5.2 Proof Based on the Staircase Algorithm 

We begin by reviewing the staircase algorithm. The version we use has three 
passes. Let A - )"B be an m by n matrix pencil. The first pass produces 
two sequences of numbers Si and Ti and returns a pencil A' - )..B' with no 
Lj blocks and no zero eigenvalues. The sequence satisfies 

where 

• Si - Ti = the number of Li blocks and 

• Ti - Si+I = the number of JP+1 blocks. 

The algorithm is as follows: 

1. Compute So = the column nullity of A. 

2. Postmultiply the pencil by an orthogonal Q so that the first So columns 
of A vanish. 

3. Compute TO = the rank of the first So columns of the transformed B 

4. Premultiply the transformed pencil by an orthogonal P so that the 
lower left m - TO by So submatrix of the transformed B is zero. 

5. Repeat this on the subpencil in the lower right m1 = m - TO rows and 
n1 = n - So columns of the transformed pencil, defining Sl, T1, m2, n2, 

etc. 

We illustrate with the following small example: 

So n' 
o - )"Boo I Am - )"B01 * * * 

I 0- )"Bll A12 - )"B12 * * 
0- )"B22 A 23 - )"B23 * 

A'-)..B' 

14 



On completion, the Bjj blocks have full row rank, and the Aj,j+l blocks 
have full column rank. 

The ith step of this algorithm (starting from i = 0) works on the mj 
by nj lower right subpencil of A - >'B and computes the indices Tj and Sj. 

Just as in the single matrix case, each step restricts the Kronecker form 
of the pencil to a set of higher codimension. The incremental increase in 
codimension is given by Lemma 4.2, as the sum of the products of the row 
and column nullities of submatrices of A and B. Specifically the mj by nj 

submatrix of A has column nullity Sj, rank nj - Sj, row nullity mi + Si - ni, 

and so by Lemma 4.2 codimension (mj+sj-nj)sj. Similarly the co dimension 
due to B at step i is (mj - Tj)(Sj - Tj). The first pass through the algorithm 
determines the Land JO blocks so that the codimension due to these blocks 
is given by 

(10) 

We proceed to show that (10) is the formula given in Theorem 2.2. 
For convenience we list our notation: 

mj number of rows in the lower right subpencil at step i = m - E~::\ Tk 

ni number of columns in the lower right subpencil at step i = n - E~::ll Sk 

Sj column nullity of A-part of subpencil at step i 
Ti row rank of the first Si columns of B-part of subpencil at step i 
Ii number of Li blocks in the original pencil 
Ii number of LT blocks in the original pencil 
tj number of J? blocks in the original pencil 
u size of the regular structure corresponding to >. ~ o. 

5.2.1 Only left singular blocks 

We begin by assuming that our pencil only contains left singular blocks. Let 
Ii denote the number of Li blocks. It is easy to show by induction that the 
algorithm computes 

00 

mj = L (j - i)/j 
j=i+l 

00 

ni = L (1 + j - i)/j 
j=i+l 
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j=i 
00 

Ti = E Ij • 

j=i+l 

Thus for this case expression (10) evaluates to 

00 00 

0: = Eli E (j - i - 1)lj. 
i=O j=i+l 

This is exactly Li>j(fi + fj - 1) as in (6). 

5.2.2 Left singular blocks and JO blocks 

(11) 

We now add the assumption that there are JO blocks as well. Let ti be the 
number of Jf blocks, i.e., Jordan blocks of size i corresponding to a zero 
eigenvalue. Again by induction it is possible to show 

00 

mi= E(j-i)(lj+tj) 
j=i+l 

j=i 
00 00 

Si = Elj + E tj 

00 

Ti= E(lj+tj). 
j=i+l 

Now for this case Expression (10) evaluates to 

which can readily be manipulated to be 
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where a is the same interaction among the left singular blocks as in Equation 
(11). We recognize O:::i=i+1 tj)2 as the square of the i + 1 'st Weyr charac
teristic of the infinite eigenvalue. From our new proof of Theorem 2.1 we 
know that this sum is the codimension due to the infinite eigenvalue alone. 

Lastly, we must evaluate 

0;) i 0;) 0;) 

= L li(L L tk + L (k - i - 1)tk) 
i=O j=Ok=j+l k=i+l 
0;) i k-l 0;) i 00 

= L1i(L Ltk + L Ltk + L (k - i - 1)tk) 
i=O k=l j=O k=i+l j=O k=i+l 

0;) 0;) 

= (L li)(L ktk) 
i=O k=l 

= (size of Jordan structure for)' = O)(number of left singular blocks) 

5.2.3 Arbitrary singular blocks and arbitrary Jordan structure 

We complete the first pass through the algorithm by defining Ii to denote 
the number of LT blocks, and u to be the size ofthe regular Jordan structure 
for)' :F O. Thus, u includes the structre for)' = 00 which plays no special 
role during the first pass through the algorithm. 

We once again omit the details, but it is possible to show by induction 
that the algorithm computes 

0;) 

mi = m? + L(j + l)lj + u 
j=O 

0;) 

ni = n? + L Pi + u 

s· = s~ , , 
r · - rO 
,- i, 

;=0 

where the superscript 0 indicates no right singular structure and no non-zero 
regular structure, i.e. as in the notation of Section 5.2. 
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We now have that the codimension expression in (10) is 

where f3 is as in (12). With some algebraic manipulation, we obtain 

00 00 00 00 

'Y = f3 + L: lilj(i + j + 2) + u L:lj + (L:1D(L: ktk). 
i,j=O i=O i=O k=l 

The terms here are the terms 

L:( fi + 'f}j + 2) + 9 L:(Pi - q?) + h L: q? 
i,j i i 

5.3 Second and third passes through algorithm 

The first pass through the algorithm gives us a pencil A' - >"B', which may 
have only Lf blocks and nonzero eigenvalues. We then run the algorithm 
on (B' - >..A,)T, so that the indices that gave the right singular blocks before 
now give the left singular blocks. The indices that described >.. = 0 now 
describe>.. = 00. This algorithm returns a pencil with only a regular part 
that has no zero or infinite eigenvalues. 

If we reinvoke the previous results, we see that the second pass through 
the algorithms nearly completes the entire expression (6). The only gap is 

L: (q; + 3qi + 5q~ + ... ). 
>'~{O,oo } 

This is just the Jordan structure of the regular part other than the zero 
and infinite eigenvalues. This is covered in the third phase of the algorithm, 
completing the proof. 0 

6 Observations About Genericity and the Water
house Theorems 

As corollaries to Theorem 2.2, we comment on the most generic structure 
for an m by n pencil, as well as the most generic structure for an n by n 
singular pencil. 
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Corollary 6.1 The generic Kronecker structure for a matrix pencil with 
d = n - m > 0 has the form 

diag(LO/7 . .. ,Lao L Ot+b ... ,LOtH), 

where a = l mJ dJ, the total number of blocks is d, while the number of LOtH 
blocks is given by m mod d (which is 0 when d divides m). 

Proof From Theorem 2.2, this structure (and only this structure) has codi
mension 0, i.e., it is generic. 0 

The same statement holds when d = m - n > 0 if we replace the LOt and 
LOtH blocks by their transposes. 

Corollary 6.1 was obtained by Van Dooren, Wilkinson, and Wonham as 
discussed on page 3.55 of [12]. 

From Theorem 2.2 square pencils are generically non-singular. As was 
observed in [13], the smallest codimension for singular pairs is n + 1. (A 
simple argument would be that there are n + 1 conditions that the the n + 1 
coefficients of ,x in det(A - ,xB) = 0.) Another corollary to our theorem 
reproduces a result of Waterhouse([13]: 

Corollary 6.2 The generic singular pencils of size n by n have Kronecker 
structures 

diag(Li' L~_ i-I)' 

where j = 0, ... , n - 1. 

Proof Only these pencils have a singular part and also have co dimension 
n+ 1. 0 

More generally, [13] has shown that if a square matrix has one Lr block 
and one L; block and otherwise has a generic n - r - s - 1 X n - r - s -1 block 
(eigenvalues unspecified), then the codimension is (r+s+2)+2(n-r-s-1) = 
2n - (r + s). This too readily follows from our results. 
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