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The Processing and Potential Applications of Porous Silicon 

by 

Sy-yuan Shieh 

Abstract 

The processing of porous silicon (PS) and its potential applications, especially in the 

integrated circuit industry, are studied. The stability of a cylindrical pore under the 

influence of surface energy is very important for the porous silicon processing. Once the 

zig-zag cylindrical pores of porous silicon or oxidized porous silicon (OPS) are unstable 

and breakup into rows of isolated spherical pores, the oxidation of PS and 

densification/nitridation of OPS become difficult. This is attributed to the difficulty of the 

transport of the reactant gas (oxygen and ammonia for the oxidation of PS and nitridation 

of OPS, respectively) or the trapped gas (for the densification of OPS). Therefore, a first 

order analysis of the stability of a cylindrical pore (or a cylinder) is considered first. The 

growth of small sinusoidal perturbations by viscous flow or by evaporation/condensation 

are examined. The principal results "are the dependence of perturbation growth rate on 

perturbation wavelength. In the case of viscous flow, the result of the first order analysis 

is examined experimentally by heat treatment of artificial pores inside a glass wafer, 

which are created by employing the photolithography method and glass bonding method. 

Besides elongated straight pores, zig-zag -artificial pores are also produced to examine 

whether the bending point is a preferential breakup point. " 

To mitigate the adverse effect of the breakup of pore, rapid thermal processing is 

recommended for PS processing. Rapid thermal oxidation (RTO) of porous silicon is 



proposed as an alternative for the tedious two-step oxidation process, which oxidizes the 

porous silicon at a low temperature (e.g., 300°C) to stabilize the pore structure then at a 

high temperature (> 800°C) to fully oxidize the porous silicon. Transmission electron 

microscopy (fEM), energy dispersive spectroscopy (EDS), and electron spectroscopy for 

chemical analysis (ESCA) are employed to ensure that the result of RTO is as good as that 

of the two-step oxidation. Also, rapid thermal nitridation (RTN) of oxidized porous 

silicon in ammonia is proposed to enhance the OPS resistance to the attack of a 

hydrofluoric acid (HF) solution. The etching rates in a buffered HF solution before and 

after RTN are measured. TEM and ESCA are used to characterize the nitridized OPS. 

The breakup of pores ·of OPS results in the trapped gas problem during the OPS 

densification. Helium, with high permeability in silica (the composition of OPS), can 

alleviate this problem. Also, the viscosity of silica is low when the water content of silica 

is high. So wet helium (helium bubbled through water) is proposed as the OPS 

densification ambient gas to shorten the densification time. TEM is employed to 

characterize the densification results of different ambient gases to examine the validity of 

this proposal. 

Finally, the porous silicon is proposed to be an extrinsic gettering center in silicon 

wafers. The suppression of the formation of oxidation induced stacking faults is used to 

demonstrate the gettering ability. The possible mechanism is discussed. 
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Chapter 1 Introduction and Previous Investigations 

The goal of this research is to study the processing of porous silicon (PS) and its 

potential applications, especially in the integrated circuit (IC) industry. PS is formed by 

the anodic reaction of monocrystalline silicon in a hydrofluoric acid (HF) solution at a 

current density below a critical value.1-12 The formation mechanism of PS is still not. 

very clear. It has been proposed2, 7,8,13 that the inhomogeneous dissolution of the 

silicon, resulting from a divalent electrochemical reaction of silicon with HF, is 

responsible for the formation of PS: 

Si + 2HF + (2 - A)h+ - SiF2 + 2H+ + A,eG 

SiF2 + 4HF - H2SiF6 + H2 (1) 

here A < 2, and h+ and e- are an electron hole and an electron, respectively. Mass 

spectroscopy studies13,22 confirmed the evolution of H2 from the anode under the 

condition of porous silicon formation. When the current density exceeds a critical value, 

a tetravalent electrochemical reaction dominates the anodization process7, which removes 

the silicon homogeneously: 

Si + 4HF + (4 - A)h+ -+ Sif4 + 4H+ + A,e

Sif4 + 2HF - H2SiF6 (2) 

here A < 4. Zbang2 proposed another set of tetravalent electrochemical reaction, which 

involved the formation of Si02: 

1 



Si + 40H- + A.h+ -. Si(OH)4 + (4 - A)eo 

Si(OH)4 -. Si02 + H20 

Si02 + 6HF -. H2SiF6 + 2H20 (3) 

When the porous silicon film was formed, Unagami7 found that the net valency of the 

overall anode reaction varied from 2 to 28, which was obtained by dividing the number 

of flowing elementary charges by the number of dissolved silicon atoms. This implies 

that the divalent (EO. 1) and tetravalent (EO. 2 or 3) reactions proceed simultaneously and 

compete with each other during the silicon anodization process. The reaction rates of 

those tetravalent reactions -increase with increasing current density2. When the current 

density exceeds a critical value, the tetravalent reactions dominate and the silicon is 

removed homogeneously, i.e., only an e~ectropolishing effect occurs and no PS is 

formed. Generally, the critical current density depends on the HF concentration and 

dopant type and concentration of the silicon wafer. HillS and Zbang14 proposed that 

pores initiated at surface defects, e.g., lattice strain, broken bonds, surface vacancies, and 

kinks. Once the pore initiates, experimental evidence2,lS,16 shows that [100] is the 

preferential direction for pore propagation and the silicon dissolution reaction only takes 

place at the tip of the pore. Therefore, the pore is a zig-zag elongated void and generally 

perpendicular to the surface. Figure 1.1 is a transmission electron microscope (rEM) 

image of PS used for the present study and shows a zig-zag elongated pore shape. There 

are four models proposed to explain why the silicon dissolution reaction only occurs at 

the tip of pore: 

(1) Silicic acid passivation model7: Silicic acid (H2Si20S), an HF-insoluble product 

formed during silicon anodization, deposits on the pore wall to hinder further silicon 

dissolution, resulting in the silicon dissolution only at the tip of the pore. This model 

could not explain the effect of anodization conditions (current density, HF solution 

2 
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Fig. 1.1 
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concentration, and resistivity of silicon wafer) on the pore size and porosity. Also, why 

the silicic acid does not protect the tip area of pore is not answered. 

(2) Carrier depletion model17: The Fermi level at the Si/electrolyte interface is pinned due 

to the large surface state density. Therefore, the silicon between two nearby pores is 

carrier-depleted totally or partially18 and has very high resistivity (>107 ohm-cm18), 

which forces the anodic current to flow through the tip of pore only. The silicon 

dissolution reaction takes place where the anodic current flows, i.e., the tip of pore. 

Tenhunen19 exploited this model by using percolation theory to simulate the structural 

characteristics of PS and their dependence on the anodization conditions. The simulation 

result was consistent with the experimental observation. Generally, this model is the 

most plausible one so far. 

(3) Reactant diffusion-limited model20: The pore formation is controlled by the diffusion 

of reactants from the bulk silicon to the silicon/electrolyte interface. The pore tip is close 

to the bulk silicon, therefore has the highest probability to get the reactants. This results 

in the silicon dissolution reaction preferentially occurring at the tip of the pore. To 

accommodate the electropolishing effect at a high current density, a sticking probability 

function of reactant was also introduced into this model. This model proposed that the 

pore structure depended on the diffusion length and sticking probability of the reactant. A 

two-dimension random walk computer program was developed to simulate the pore 

structure by adjusting these two parameters (diffusion length and sticking probability). 

Unfortunately. these two parameters used in the model do not have clear physical 

meaning (e.g., what is the reactant 1) and cannot be obtained from anodization 

conditions. Therefore, it is impossible to predict the pore structure when the anodization 

conditions are given. 

4 
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(4) Electric field model14: Because of the difference in the radius of curvature, the electric 

field at the tip is much larger than that of the sidewall of pore. Then, the silicon 

dissolution reaction prefers to occur at the tip of the pore. 

Several tools have been used to characterize porous silicon. Beckmann21 found that 

the as-formed PS contained silicon hydrides by using Fourier transform infrared 

spectroscopy (FTIR). Therefore, when the PS is heated above 250°C, hydrogen gas is 

released.22 Electron spectroscopy for chemical analysis (ESCA)22,23 and Auger electron 

spectroscopy (AES)22 measurements detected the existences of carbon, oxygen, fluorine 

and trace amount of nitrogen. Reflection high energy electron diffraction (RHEED)22, 

TEM24, and X-ray diffraction16,2S results showed that the PS preserved the single crystal 

property of its parent silicon wafer. This is also confirmed from the electron diffraction 

patterns of Figure 1.1. Barla2S and Bellet16 found that the lattice parameter of PS was 

larger than that of bulk silicon (0.0004 - 0.0046 angstroms larger, dependent upon the 

anodization conditions) by using a x-ray topographic technique. 

Overall, porous silicon has the following usable properti~: . 

(1) High oxidation rate: Porous silicon can be rapidly oxidized to form a thick insulating 

film because of its high specific surface area (up to 60Om2/cm3).24,27-30 It has also been 

claimed that the surface of PS is intrinsically more reactive than that of bulk silicon.27 

This can considerably mitigate the problem of counterdiffusion of dopants during the high 

temperature oxidation step common in the IC processing. 

(2) Formation selectivity: Since only p-type silicon (or n-type silicon with illumination) 

can be anodized,1,15,17,27,31,33,34 the porous silicon can be formed at a specific area of a 

device. This selectivity property can be rationalized by examining the silicon dissolution 

reactions (EO. 1, 2, and 3). Those electrochemical reacti~ns need the presence of holes, 

which are majority carriers in p-type silicon. On the other hand, for n-type silicon, the 

5 



holes are minority carriers and illumination with wavelength shorter than 1 J..tm is needed 

to generate electron-hole pairs to supply the holes for the anodization reaction. 

(3) Controllable pore structure: The anodization conditions can be adjusted so that the 

porosity is 0.56 so as to compensate for the volume increase on oxidation, thus allowing 

the minimum step formation and defect development during the oxidation step in the Ie 
processing. The PS formation rate increases with increasing HF concentration2,9 and 

anodic current density9,35 but decreases with increasing wafer resistivity. The porosity 

increases with increasing wafer resistivity36,37 and anodic current density36-38 but 

decreases with increasing HF concentration.9,33,36-38 At very low anodic current 

densities, the porosity decreases with increasing anodic current density.9 The pore size 

increases with increasing anodic current density28,29 but decreases with increasing wafer 

resistivity37 and HF concentration.29,37 Table 1.1 summarizes the dependence of pore 

structure on the anodization conditions. 

(4) Single crystalline: Porous silicon preserves the monocrystalline structure of its parent 

silicon, so it can perform as a suitable substrate for silicon epitaxial growth.39-41• 

Recently, Luryi42 predicted that a defect-free heterogeneous epi-Iayer (e.g. GaAs or Ge) 

could grow on the PS substrate. Because of the "patterned" surfa~ of PS, the lattice 

mismatch strain could be released. But the experimental results (GaAs o~ PS43,44, CoSi2 

on PS45, and Ge.rSi1_x on PS46) did not show this strain relaxation effect. One 

explanation46 is that the "pattern" of PS is not a "checkerboard" with continuous voids as 

Luryi thought but just the opposite, i.e., the void is not the continuous phase, as shown 

in Figure 1.2 

(5) Visible luminescence: Porous silicon can photoluminesce in the visible region of the 

spectrum.47-58 This visible emission has been proposed50 to be due to the quantum size 

effect, which arises from the confinement of free excitons to a volume smaller than is 

available in the bulk material. In PS case, when the thickness of the silicon pore wall is 

6 
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wafer resistivity CUlI'Cnt density [HF] 

etching rate ) ( ( 

porosity ( .C ) 

pare size .) C ) 

Table 1.1 The characteristics of PS fonnation vs. anodization conditions. 

C: increase ): decrease 



(0) 
(b) 

Figure 1.2 (a) A patterned substrate as used in Luryi's theory and (b) a real PS 

substrate.46 
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smaller than the free exciton's Bohr radius of bulk silicon (about 50 angstroms59), the 

band structure of PS is modified and a blue shift50 (e.g., band gap shifts from 1.1 eV to 

1.5 -1.9 eV48,51) occurs. Furthermore, the indirect band gap begins to resemble a direct 

band gap as the thickness of the silicon pore wall decreases.60 Although the quantum 

size effect seems to be plausible, there are new challenges, e.g., Heinrich52 found the 

photoluminescence was from an amorphous area of PS by using TEM convergent beam 

diffraction technique. The light-emitting PS can be created directly by adjusting 

anodization conditions to get the pore wall thin enough to reach the quantum size effect 

reg ion. 55 The PS without photoluminescence ability can become light-emitting by 

thinning the silicon pore wall through chemical etching48 or oxidation followed by HF 

etching.56 

Based on above special properties, porous silicon has several potential applications: 

(1) Thick dielectric insulating material: 

Porous silicon (after oxidation) has been proposed for dielectric isoiation in the IC 

technology,15,31,32,38,39,61,62 particularly in a silicon-on-insulator (SOl) 

structure15,31,3S,38,39,61,64-67, because of its high oxidation rate, formation selectivity, 

controllable porosity, and monocrystalline properties. The published IC devices, based 

upon oxidized porous silicon (OPS) dielectric isolation, are summarized in Table 1.2. 

Generally, these device structures can be classified into three kinds of dielectric isolation 

schemes as shown in Figure 1.3. 

(A) Lateral (deep sidewall) Isolation: 

Porous silicon can be selectively formed by using an insulating mask which is impervious 

to a HF solution, such as Si3N4, to block the anodic current flow. But due to the 

spreading of current beneath the insulating mask, the sidewalls are curved as shown in 

Figure 1.3. To form vertical sidewalls, Unagami34 proposed a better processing 

technology in which an n-type layer is anodized by the injection of holes from the heavily 

9 
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Author Year Comments 

Imai84 1981 51-stage NMOS ring oscillator 

Imai8S 1981 1.3 k gate CMOS logic array 

Imai86 1981 16 k CMOS static RAM 

Man087 1982 CMOS NAND address decoder 

Imai88 1983 test MOSFET 

Imai61 1984 1.3 k CMOS gate array 

Nesbit73 1984 test NMOSFET 

Anzai89 1984 1 .... m COMS l00-stage ring oscillator 

Ehara90 1985 64kRAM 

Table 1.2 Published devices bOased on the OPS dielectric isolation 



1 1 

~Si~ 
LATERAL ISOLATION 

Full Isolation by Porous Oxidized Silicon 

cpi-Si 

Si 

Silicon on Oxidized Porous Silicon (SOl) 

~ OPS o Si 

Figure 1.3 Dialectically isolated structures formed from ps. 68 



doped p-type regions (P+) adjacent to n-type layer as shown in Figure 1.4. The lateral 

isolation structure has been suggested for high-voltage bipolar application. 68 

(B) Full Isolation by Porous Oxidized Silicon (FIPOS): 

The processing steps of an FIPOS structure are shown in Figure 1.5:61 

(a) p-type silicon - starting material. 

(b) Donor doping to transform the device island area into n-type silicon. 

(c) Selective anodization to convert the p-type region into PS. 

(d) Oxidation. 

Since the lateral PS size under the device island is smaller than the PS film depth, the 

maximum lateral dimension of device island is smaller than twice the PS film thickness. 

But this processing technology is able to provide very thick device island, which gives 

good quality high lifetime property.69 Therefore, FIFOS could be an excellent choice for 

dielectric isolation bipolar circuits. This processing technology can not be used for the 

fabrication of three-dimension circuits,69 because it is very difficult to put one transistor 

on the top of other in this isolation structure. 

(C) Silicon on Oxidized Porous Silicon (SOPS): 

The processing steps of SOPS structure are shown in Figure 1.6:41 

(a) Formation of PS. 

(b) Epi-silicon growth on the PS and mask formation. 

(c) Etching of epi-silicon. 

(d) Oxidation 

The SOPS structure is a kind of SOl structure, which has the following 

advantages:70,71 (1) reducing parasitic capacitance, (2) avoidance of latch-up problems (a 

parasitic p-n-p-n transistor in a CMOS device), (3) simpler process, (4) radiation 

hardness, and (5) ease of design. The SOPS method is very suitable for large area 

devices requiring thicker silicon layexs, such as high voltage circuits.68 The lateral size 
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p-Si 
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p-Si 

mask removal epi-Si growth 
epi-Si 

p-Si 

PS fonnation layer 

p-Si 

oxidation ~J'U"'\.JU dioxide 

type epi-Si 

p-Si 

Figure 1.4 Fabrication process of the injection type deep sidewall isolation scheme.34 



14 

p-type silicon 

masking u donor doping 

~EEill 
••••• r-:--'UQ.'),~II.~ layer 
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Figure 1.5 Fabrication process of FIPOS scheme61 
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Fonnation of PS layer 

Si-substrate 

epj-Si growth masking 
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epi-Si islands 

....... 1-- silicon dioxide 
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Figure 1.6 Fabrication process of SOPS scheme.~l 



limitation in the SOPS structure is the extent to which the oxide can laterally penetrate 

beneath the epitaxial layer. Wafer warpage, which is introduced during the porous silicon 

formation72 and oxidation73, is another problem for SOPS technology. Minimum 

demonstrated warpage during oxidation is of the order of 25 IJ.m in the fronts ide convex 

direction across a 4-inch wafer73• Goodenough65 proposed that the warpage could be 

minimized when the oxidation was done in a high pressure environment, e.g., 10 atms 

oxygen. 

Besides SOPS, there are three other popular SOl structure processing technologies: (A) 

Zone Melting Recrystallization (ZMR), (B) Separation by IMplantation of Oxygen 

(SIMOX)63, and (C) Wafer Bonding method (WB).74-76 Figure 1.7,1.8, and 1.9 show 

the conceptual fabrication processes of ZMR, SIMOX, and WB, respectively. Generally, 

the main drawback of ZMR is its high defect density due to the sharp temperature gradient 

around the melt/solid interface63• The high throughput is its key advantage.69 In contrast 

to the ZMR structure, SIMOX structure has low defect density and warpage but low 

throughput and high cost due to the need for high dose (about lol8 cm-2) deep-oxygen 

implantation. The SOPS processing technology provides very high quality SOl structure, 

i.e. low defect density, with low cost. But an extra high temperature densification 

process is needed to ensure the quality of the insulator.30,77 The WB processing 

technology also can create very high' quality SOl structure with low cost, but the wafer 

flatness is a problem. Table 1.3 summarizes the advantages and disadvantages of 

different SOl processing technologies.71 

(2) Gettering center: 

Porous silicon is proposed to be an extrinsic gettering center to enhance the 

performance of Ie devices in the present research. Its high specific surface area and 
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Lascrbcam 

Scan direction 

(100) silicon substrate 

Figure 1.7 Conceptual fabrication process of ZMR structure.71 

Silicon overlayer 

• _ ... ;., _ ...... 0 _ ... ____ .. ___ ,.. annealing .. 
1 Silicon substrate ] 1 

Silicon substrate 

Figure 1.8 Conceptual fabrication process of SIMOX structure.71. 
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Si wafcr I I I I 

(future SOllaycr) Polishing/ctching 
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Figure 1.9 Conceptual fabrication process of WB structure.71 

D silicon 

~ porous silicon 

aluminum 

Figure 1.10 Schematic cross section of striated-mesa device. 78 



Defect Thin Si film Minor. carrier Channel 
Ma terla I density thickness control lifetime mobllitv 

SPOS ++ + ++ + 
ZMR + - + + 

SIMOX + + 0/+ + 
Bonding ++ -- ++ + 

Comparison of some physical and electrical properties of 
the different SOl materials. Bulk silicon properties arc indicated as a 
scale reference. ++= very good. +=good. O=average. -=poor. --=very 
poor. Mobility figures do not include thin-film eCCects (enhanced 
mobility). 

Co m mcrcially Thin 
Material Country Purpose available? films ? Maturity 

SPOS US. Eu Rad N Y + 
ZMR US Eu Rad Y(up to 6") N + 

SIMOX US. J. Eu Rad. ULSI Y (up to 6") Y + 
Bondini! US J Eu Rad Y (un 10 6") N 0 

Comparison of the different SOl materials. US=USA. 
J=Japan. Eu=Europe. Rad=rad-hard _ circuits. Y=yes. N=no, +=good. 
O=average, -=poor.-

Table 1.3 The characteristics of different SOl processing technologies,?1 

19 



larger lattice parameter (relative to the bulk silicon) are the possible reasons why PS can 

perform as a gettering center. 

(3) Integrated Vapor Sensors: 

Anderson 78 designed a striated-mesa aluminum/PS/Si device to measure the relative 

humidity (RH) as shown in Figure 1.10. The water vapor condenses in the pores and 

changes the dielectric constant of PS, which can be sensed by the capacitance 

measurement Therefore, the RH is measured by using the aluminum/PS/Si device to do 

the capacitance measurement A group from Sandia National Lab.79 suggested that OPS 

could be substituted for the ·PS in the vapor sensor device 

(4) Microfilter: 

The PS and OPS have been proposed to form microfilters,80 because the pore size can 

be as low as several angstroms. Furthermore, the pore size and porosity is controllable 

by adjusting the anodization conditions. This microfilter can be used to do gas 

separation. 

(5) Optoelectronic material: 

The visible luminescence of PS opens the door for silicon in optoelectronic 

applications. The wavelength of the emitting light can be tuned by modifying the pore 

structure (e.g., the thickness of pore wall). But so far there is no optoelectronic device 

made by PS. 

Because the main potential application of PS is sti1~ to produce a thick dielectric 

insulating film, how to form a high quality insulator is one of the most important issues 

for PS processing. This involves the oxidation of PS to form OPS and the quality 
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enhancement of the OPS. The open, elongated cylindrical pores of PS are unstable at 

elevated temperatures81,82 (>400°C), called heat treatment effect. The pores disintegrate 

into rows of isolated pores to hinder the supply of oxidant species and coarsen to reduce 
-

the specific surface area, resulting in difficult PS oxidation. The driving force for the heat 

treatment effect is to reduce the total surface energy by reducing the total surface area. A 

two-step oxidation process38,81 is often employed to solve this problem: oxidize PS at 

300°C to form a thin layer of oxide on the pore wall to stabilize the pore structure, then go 

to high temperature oxidation (e.g.,900°C) to fully oxidize the PS. When the oxidation 

temperature is lower than 960°C, the OPS is still porous as shown in Figure 1.11. And 

due to these residual micropores, the quality of the OPS is poor, e.g., the resistance to the 

attack of a buffered HF solution (a standard test for a dense thick Si02 film) is much 

weaker than that of thermally grown silicon dioxide of bulk silicon.29,83 Therefore, a 

densification step at a higher temperature (>960°C) is needed to start the viscous flow of 

silica, the composition of OPS, to remove those residual pores.30,77 The densification 

rate depends on the pore structure of OPS, which changes due to the heat treatment effect 

too (when the temperature> 960°C). Therefore, the stability of cylindrical voids at an 

elevated temperature is very important for the oxidation of PS and densification of OPS. 

Chapter 2 focuses on the stability of cylinders and cylindrical voids, when the volume 

diffusion, surface diffusion, evaporation/condensation, and viscous flow are the mass 

transport mechanisms. The first three mechanism are important for crystalline materials 

(e.g., PS). On the other hand, the last two mechanism are possible operative 

mechanisms for amorphous materials (e.g., OPS). For the viscous flow case, the 

stability of a cylindrical pore is examined experimentally by heat treatment of artificial 

pores. Those artificial pores are cylindrical and formed inside glass wafers. Chapter 3 

discusses the oxidation of PS. Rapid thermal oxidation process is proposed to replace the 

tedious two-step oxidation process. Chapter 4 studies the ambient gas effect on the 
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densification rate of OPS and proposes a densification strategy to reduce the densification 

time. Also the feasibility of nitridizing OPS in ammonia gas to incorporate nitrogen to 

enhance the OPSIS resistance to the HF attack is studied. Chapter 5 proposes to use PS 

as a gettering center to enhance the performance of devices. This is demonstrated by 

showing the· concentration of the oxidation induced stack fault is reduced by applying a 

patch of PS on the back side of silicon wafer. Finally, a brief summary is given in 

Chapter 6. 
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Chapter 2 The Stability of Cylindrical Pores Under The Influence of Surface Energy 

21. Introduction 

It is well known that a cylindrical void (or cylinder) with nonzero surface energy may 

be unstable with respect to the disintegration of cylindrical void (or cylinder) into a 

number of isolated spherical voids (or spheres).!-7 Four possible mass transport 

mechanisms are involved in the disintegration process. They are volume diffusion, 

surface diffusion, evaporation-condensation, and viscous flow. For crystalline materials, 

the first three mechanisms are possible operative ones; the last two mechanisms are 

important for amorphous materials. Nichols and Mullins6 have examined the breakup of 

cylinders and cylindrical voids when the transport mechanism is surface diffusion or 

volume diffusion. For viscous flow as the transport mechanism, Lord Rayleigh 7 treated 

the disintegration of cylinders, but there has been no corresponding treatment of 

cylindrical voids. In the case of evaporation-condensation as the transport mechanism, 

the instability of neither cylinders nor cylindrical voids appears in the literature. It is the 

purpose of this chapter to rectify these omissions. One application of this instability 

study is to the processing of porous silicon (PS), which contains long, nearly cylindrical 

pores, as shown in Figures 1.1 and 1.11, with an aspect ratio in excess of 1000:18: 

(1) During oxidation of PS, when the pores break up into rows of isolated pores and are 

no longer open to the oxidant atmosphere, it is hard to fully oxidize PS. So keeping the 

pore shape stable (e.g., open to the atmosphere) is very important for the PS oxidation 

process. 

(2) During densification of oxidized porous silicon (OPS), residual pores in the OPS are 

to be eliminated by densifying at an elevated temperatures where viscous flow is the mass 

transport mechanism. The shape and size of the pores, which change drastically through 
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the disintegration process, play an important role on the densification rate. Also, the 

ambient gas trapped inside those isolated pores has the chance to reduce the densification 

rate (perhaps to zero), which is discussed in detail in chapter 4. 

For the viscous flow case, the instability of a cylindrical pore was also examined 

experimentally by heat treatment of artificial pores. The artificial pores were cylindrical 

and formed inside glass wafers9 by using a standard photolithography method in the 

integrated circuit (IC) industry and a glass bonding method. The glass bonding method is 

a modified silicon wafer bonding process,lO-13 which welds silicon wafers together 

without applying adhesives. The silicon wafer bonding process has been extensively 

studied recently to create a silicon-on insulator (SOl) structure.ll The silicon wafer 

bonding process consists of bonding and etch-back steps as shown in Figure 21. Two 

flat silicon wafers are oxidized to form a layer of silica (e.g., 1tJ.m) and then placed 

together to form bonding. The bond type and strength depend on the annealing 

temperature10,13: 

(1) room temperature: the bonding forces are caused by the attraction of silanol groups 

(=Si-OH) present at the bonding interface. 

(2) 200-300°C: the bonding forces are increased by the formation of Si~O-Si bonds at the 

interface through the following reaction: 

Si-OH + HO-Si - Si-O-Si + H20. 

(3) 1100°C and above: the viscous flow of the silica completes the bonding of the wafers. 

The last annealing temperature can be lower if an uniaxial stress is applied perpendicularly 

to the wafers, ie., a kind of hot pressing processing in the ceramic industry.14 The top 

wafer is to be thinned down to a few micrometers or less by mechanical grinding or 

chemical etching to form a SOl structure. 
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Figure 21 Detailed fabrication process of silicon w!lfer bonding SOl scheme 



The glass bonding method used in the present study only employs the bonding step of 

the silicon wafer bonding process with lower annealing temperature (e.g., 650°C). The 

detailed process is described in the experiment section. 

The stability of those artificial cylindrical pores at an elevated temperature is observed 

and compared with the theoretical prediction. 

22 Theoretical Consideration of Stability15 

The derivations consider a cylinder or a cylindrical pore of radius ro as shown in 

Figure 2.2, subjected to a sinusoidal perturbation of infinitesimal amplitude () and 

wavelength A. The rate of change of () is determined as a function of A. When the rate of 

change of () is positive, i.e., the perturbation grows, the cylinder or the cylindrical pore is 

unstable and tends to break up into row of spheres or isolated spherical pores. 

2.2.1 Viscous Flow Case 

L Cylindrical void 

The following assumptions are made: 

(1) quasi-steady state; 

(2) gravitational effects may be neglected; 

(3) the Reynolds number (Re=plu/fA., here p, 1, u, and fA. are density, characteristic length, 

velocity, and viscosity, respectively) of the flow is sufficiently low that the inertial terms 

in the Navier-Stokes16 equations may be neglected; 

(4) physical properties are constant. 

The Navier-Stokes equations then become 

{~ ) 2] o ~ru) + 0 u = op 
or r or iJz2. or (1) 
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Figure 2.2 Cylindrical coordinates used in the instability study. 
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1 ~ r 2 ] .1 0 ow 0 w Op 
r or r or az2 = oz 

(2) 

where p is the pressure, u and w the velocities in the radial (r) and axial (z) directions, 

respectively. 

The continuity equation becomes 

101 ow -;-tru)+-= 0 
r or oz 

Equations (1)-(3) lead to the usual result for creeping flow 

The equation of the perturbed surface is 

R = ro + ()sin(ooz) 

where 00 - 'br,(A. 

The curvature K is - [ R-t - ( :!)] which, for small 6 yields 

(3) 

(4) 

(5) 

(6) 

Taking the pressure within the void as a datum, that just beneath the surface is given by 

the Gibbs-Thompson equation17 and fluid mechanics18 

ou I -yK = -p + 2fA; or r=R.-ro 
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forr = R- ro 

where y is the specific surface energy. 

From equations (1), (2), and (7), 

u = J(r)sin( ooz) 

w = g(r)cos(ooz) 

p = - - - SID 00 Y 00 - - - 2Jl-- l=t y . {~2 1) oJ(r) I l 
ro r6 or 0 

forr=R- ro 

(7) 

With this as a boundary condition, along with the requirement that the pressure be 

finite for any r and Z, the solution to (4) is obtained as 

p = _ L _ sin oo{ytJ 002 _~) _ 2Jl oJ(r) I _ 1 Ko( oor) 
ro -\ r6 or I=roJ Ko( ooro) (8) 

where Ko is the modified Bessel function of the second kind, of order O. 

The solutions to (1) and (2), with the right hand sides obtained from (8) and a 

requirement that the velocities be finite for any r and Z, are 

u = C(r)sin(ooz)Kl(oor), w = D(r)cos(ooz)Ko(oor) 

where Kl is the modified Bessel function of the second kind, of order 1 and , 
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and 

11" £..1 2 2) of(r) I ~ 
A = J1l. U'Y\ 00 - 10 - 2t-tar r=ro~ 

(9) 

with C2 and ~ constants obtainable from (3) and the boundary condition that the 

tangential stress vanish at the surface, i.e., 

the results are 

f(r) = C(r)Kl(oor) 

(10) 

(9) + (10)--. 



The normalized growth rate of the perturbation is 

~ = u(R,z) "'" u(ro,z) 
6 dt 6sin (ooz) 6sin (ooz) 

_ XJl - oo¥o) 1.. 1 
- Jl 2002rij ro 1 - [Kd oorO)IK1( oorOD2 + 1~ oo¥o) (11) 

Because for the modified Bessel functions, Kl > Ko, Equation (11) reveals that small 

perturbations must grow for 00 < l/ro (i.e., for A> 2m'0 = Ac). The rate of growth of the 

perturbation increases monotonically with wavelengths shown in Figure 23. This is in 

contrast to the behavior for disintegration by surface or volume diffusion, in which cases 

Nichols and Mullins6 showed that growth rate maxima occurred at wavelength (Am) of 

8.89 ro and 1296 ro, respectively. 

IT. Cylinder 

Equations (1)-(4) are valid for this case. Boundary conditions at the tree surface are 

akin to those used above (with an obvious sign change in (6». The other necessary 

boundary conditions are obtained at the axis of symmetry by setting gradients of pressure 

and velocities equal to zero there. 

The solutions are 

u = E(r)sin(ooz)Il(oor) w = F(r)cos(ooz)lo(oor) 

with 
ArIo(oor) A AroIo(ooro) 

E(r) = 2O>11(oof) - 20>2 - 20011(oofO) 
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Figure 2.3 The rate of growth of the perturbation vs. wavelength. 
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and 

where 10 and 11 are the modified Bessel function of the first kind, of order 0 and 1, 

respectively. 

The perturbation growth rate is 

y (1 - w2rij) 1 1 

- fA. 2w2rij ro 1 - [Io(wro)IIl(wro)]2 + lAw2rij} (12) 

The modified Bessel functions are again positive, leading to positive growth rates for ).. 

> ~ro. The growth rate increases beyond this point to a maximum at infinity. This 

result agrees with the classical result of Rayleigh 7, although the derivation presented here 

differs somewhat from Rayleigh's. 

2.2.2 Evaporation/Condensation Case 

Two extremes are considered here! rate limitation by diffusion in the gas phase 

(assumed Fickian here) and rate limi~tion by sublimation at the solid gas interface. 

A. Rate limited by gas phase diffusion 

The quasi-steady state vapor concentration of the diffusing species in a closed system 

is described by 

(13) 
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This equation is applied to the two geometries as follows: 

L Cylindrical Void 

The vapor concentration at the surface is given by the Gibbs-Thompson equation: 

at r = ro (14) 

where Co is the equilibrium vapor concentration above the flat surface, Q the 

atomic/molecular volume, k is the Planck's constant, and T is the absolute temperature. 

Applying a second boundary of zero concentration gradient at the axis of symmetry, 

the solution to (13) is obtained, 

(15) 

The rate of change of the radius at the soid-vapor interface is given by the product of Q 

and the flux: 

aR = -QJ(at r = RliIl"d = D rlac) at r = rc at ga, ar 

(5) and (16) lead to 

1 a6 1 1 ' aR 
() at = 6 sin (ooz) at 

(16) 

(17) 
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Equations (15), (16), and (17) lead to 

(18) 

where Dg is the diffusivity in the gas. Again the perturbation growth rate is positive for A 

> 23tro but in this case a maximum growth rate occurs at A = 9.02ro as can be seen by 

differentiating (18) with respect to wroand setting the result to zero. 

IT. Cylinder 

The vapor concentration difference at the surface differs from that in (14) only in sign. 

The other boundary condition that is exploited is that the concentration remains finite at 

infinity. The solution of (13) then becomes 

The rate of change of radius of the solid vapor interface is obtained as before, yielding 

(19) 

This growth rate is again positive for A > 2m'o and exhibits a maximum at A = 1296ro-

B. Rate limited by the sublimation and condensation at the surface 

From the Langmuir17 and Gibbs-Thomson equations the radius change can be 

described by 
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aR=QK 
at 

where the curvature K is taken positive for a concave surface (cylindrical void), negative 

for convex surface (cylinder), and 

with po the equilibrium pressure over a flat surface, a the condensation coefficient, and m 

the mass of the atomlmolecule vaporized. 

Substituting for the curvature from (6) yields 

(20) 

with an identical result obtained for the cylinder. The growth rate is seen to be positive 

for A > 2m"o increasing monotonically with increasing wavelength. 

223. Discussions 

The significant results obtained above are summarized in Table 21, along with the 

results of Nichols and Mullins.6 There is a common feature for all four transport 

mechanisms in both cylinder and cylindrical void cases: whenever the perturbation 

wavelength is larger than 2nro, disintegration occurs. This characteristic wavelength 

length (2nro) can be obtained through a basic thermodynamic argument: 

The disintegration occurs, when the transport of mass from position 1 to position 2 as 

shown in Figure 2.2, is thermodynamically favorable, i.e., the change of chemical 

potential (L!a-w. =A1!) is negative. 
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A. For cylindrical void 

Transpon mechanism 
Viscous ftow 

Evaporation-condensation 
difl'usion limited 

condensation limited 

Volume diffusion" 

Surface dilfusion' 

B. For cylinder 

Transpon mechanism 
Viscous ftow 

Evaporation-condensation 
dilrusion limited 

condensation limited 

Volume dift'usion" 

"See Rd'. 6. 

8/8 

(
I ) I I 

AI ~_Q12 ;r,;; 1_ [Ko(Q1ro)/KI(Q1ro)]l + (l/Q11r~) 

( 
12) 61/1 ( Q1ro) 

041 ::1- cu 
r 0 10(Q1ro) 

A] (~- 61
2
). 

A. ::1- 61 ( 
I 2) Q1KI (Q1ro) 

'0 Ko(Q1ro) 

A, (~_Q12)Q12 

6/8 
I ) 1 I . 

AI (~_Q12 ;r,;; -l+[/o(Q1ro)/II("'ro)]i-(I/(.h~) 

( 
1 2) Q1KI (Q1ro) 

042 ~ - 61 Ko(Q1,o) 

A] (~_Q12) 

( 
1 2) 61/1 ( Q1ro) 

A. ~ - 61 10(Q1ro) 

Am 
CO 

9.02 ro 

co 

12.96 ro 

8.89 ro 

Am 
CO 

12.96 '0 

CO 

9.02 '0 

Table 2.1 GroWlh ratesofpenurbation andA",sfordifferenttranspon mechanisms. AI = r/2f'. A1 = CoD,yf12/kT, A) = apoyf11/~2TrmkTkT, A. 
= D.yf1/lkT, As = D,yvO.2/kT. D, and D. are surface and volume diffusion coefficients, respectively, I is correlative factor, v is Ihe number of dift'using 
atoms/molecules per unit surface area. 
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Au = ld:2-W = 1l(z=3J../4) -l!(z=A/4) 

= Wo+yQK(z=3i../4» - Wo+yQK(z=i../4» 

where J!O is the chemical potential of a flat surface. By using Eqs.(6), the above equation 

becomes 

A!! = 26yQ[(21c/i..)2 - (l/ro)2] 

Instability needs Au < 0, which gives i.. > 2:1tro. 

The failure to appear, of a finite wavelength of maximum perturbation growth rate, in 

two viscous flow cases, can be rationalized as following argument. The viscous flow 

results were obtained from the creeping flow equations (Navier-Stokes equations with 

inertial terms neglected). 'The neglect of these terms is only valid for small Reynolds 

number. An apprQpriate choice of the characteristic length in forming the Reynolds 

number is the wavelength. The only other length scale available is the cylinder radius and 

that choice would imply that the character of flow is wavelength independent, an unlikely 

happening. Consequently the creeping flow approximation is invalid at large wavelength 

and extrapolation of Eqs. (11) and (12) to infinite wavelength is unwarranted. This poses 

the question of the applicability of the results to the practical application mentioned in the 

Introduction. Here the largest possible wavelength is the OPS film thickness (of the 

order of micrometers). Employing representative numbers for the viscosity and for the 

velocity estimated from observed pore diameter and closing times yields a maximum 

Reynolds number of 2xlo-25• This value is much less than that of the requirement for a 

creeping flow (Re<0.1)16. It is suggested that the results obtained here by the creeping 

approximation are valid for the densification of OPS case. The implication of this first 

order analysis is that a cylindrical pore disintegrating by viscous flow should yield 

spherical pores with large size compared to the initial pore radius because the longer the 

perturbation wavelength is the more unstable the cylindrical pore is. 
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The monotonic increase of perturbation growth rate with wavelength in the 

evaporation-condensation case (when these two phenomena are rate .controlling) is also 

artificial. While these phenomena (rather than diffusion in the vapor phase) can be rate 

controlling at short wavelength they cannot remain so as wavelength is increased. 

Eventually a wavelength must be reached where transport from a region of evaporation to 

a distant region of condensation starts to influence the perturbation growth rate. 

The results of Nichols and Mullins for the cylindrical pore case are also very important 

for the processing of PS. The heat treatment effect of PS is the result of the instability of 

cylindrical pores. It causes the breakup of cylindrical pores into rows of isolated 

spherical pores. This kind of microstructure not only hinders oxidant species (oxygen or 

steam) from reaching the bottom of a PS layer but also has a thicker silicon wall to be 

oxidized. Therefore, the oxidation of PS is no longer a easy task. Since the PS is a 

crystalline material as shown in Figure 1.1, the surface diffusion, evaporation

condensation, and volume diffusion are the possible operative mass transport 

mechanisms ,for the disintegration process. A low-temperature (300°C) dry oxidation 

process19 can stabilize the pore structure and avoid the heat treatment effect. Herino's 

explanation19 is that a thin layer of Si02 is formed on the pore wall to hinder the surface 

diffusion, therefore, the pore structure is stabilized. A more comprehensive explanation 

is proposed here: Because the specific surface energy is decreased by the formation of a 

thin layer of oxide on the pore wall (Si-SiCh interface has less unsaturated bonds than the 

Si-atmosphere interface does), the driving force for the disintegration process is reduced. 

Also, the silicon surface diffusion coefficient along the Si-SiCh interface is expected to be 

smaller than that along the Si -atmosphere interface. After thin oxide forming, any change 

of pore structure resulting from the surface piffusion or volume diffusion of silicon must 

be accompanied by the viscous flow of the thin layer of silicon oxide, which is very 

unlikely at a temperature lower than 960°C. This is helpful to stabilize the pore structure 
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too. The silicon evaporation-condensation mechanism does not exist any more since only 

oxide exposed to the atmosphere. Therefore, no matter what kind of transport 

mechanism is responsible for the heat treatment effect of PS, the formation of a thin layer 

of oxide on the pore wall can suppress this adveISe effect. 

23 Experiments 

A photolithography method used in the IC industry and a glass bonding method were 

employed to produce artificial pores inside glass slides. Besides elongated cylindrical 

pore, artificial zig-zag pores were also formed to simulate the pore shape of a real OPS as 

shown in Figure 1.11. The glass slides used to form artificial pores are microscope glass 

slides, whose composition and physical properties are listed in Table 22 Figure2.4 

shows the flow chart of the formation of artificial pores. The detail experimental 

procedures are: 

(1) Qeaning step: 

Ultrasonic cleaning in 

SCl solution (H20: H202: NH40H = 5: 1 :1), 10 minutes; 

Deionized (OJ) water, 3 minutes; 

SC2 solution (H20 : H2~ : HCI = 6 : 1 :1), 10 minutes; 

DI water, 3 minutes. 

(2) Photolithgraphy step: 

Drying in air at 300°C, 1 hour; 

Exposure to the HMDS vapor 2 minutes; 

Spin-on positive photoresist (PR) with 5000 A thickness; 

Soft-bake in the air at 95°C 25 minutes; 

Exposure by using Canon 4X stepper with a mask shown in Figure 25; 

Development in the PR developer 1.5 minutes; 
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Table 2.2 Compositions of glass and its physical properties 

component wt% 

Si02 72.1 density: 2.48 g/cm3 
II 

Na20 14.15 softening point: 715 C 

Cao 6.4 annealing point: 533
11 
C 

MgO 4.1 strain point: 492
11 
C 

Al2~ 1.1 

K20 1.25 

Fe203 0.02 

Ti02 0.02 

S03 0.42 

As20 3 0.13 
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Hard-bake in the air at 120°C, 25 minutes; 

Etching in a 10:1 buffered hydrofluoric acid solution 4 minutes; 

Stripping the residual PR in a PR stripper solution. 

(3) Repeat the cleaning step 

(4) Glass bonding step: 

The etched glass slide and an unetched one are 

Baked in the air at 275°C, 1.5 hours; 

bonded together in argon atmosphere at 650°C, 2 hours. 

(5) Characterization step: 

An optical microscope is used to characterize the change of the pore shape during heat 

treatment (argon atmosphere, 650°C). 

2.4. Results and Discussions 

Because the wet etching is isotropic, there is an undercut effect as shown in Figure 

2.6(a). The equivalent radius (ro) is about 4J.l.m. The as-formed pores (i.e., after 

bonding) are shown in Figure 2.6(b). There are two kinds of pores: straight and zig-zag 

(the angle is 150). Two kinds of zig-zag pores: one with long segments (1500 J.l.m long) 

and the other one with short segments (60 J.l.m long) as shown in Figure 2.6(b). As 

expected, the pores disintegrate during heat treatment. The observed phenomena are 

summarized: 

(1) The pores disintegrated at a quite broad distribution of wavelengths (7 - 7Oro) as 

shown in Figure 2.7. Roughly, most of the pores broke up at a wavelength (Am) of 

about 10 - 15 rOo This result is consistent with the Ackler IS result20, where Am is about 

13ro· 

(2) No preferential breakup occurred at the bending point as shown in Figure 2.8. Maybe 

it does when the angle is steeper. 
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(3) There was an ovulation phenomenon (pore enlargement and then breakup) at the tip of 

the cylindrical pore as shown in Figure 2.9. The breakup wavelengths for this ovulation 

were from lOro to 25ro. This end effect has also been observed in the morphological 

change of a field-emitter cathode.2 And the breakup wavelength is 14.4ro, when the 

surface diffusion is the operative transport mechanism. 3 

The possible reasons why there appears a preferential breakup waveiength (Am) are: the 

theoretical consideration is only a first order approximation, which assumes that the 

perturbations are infinitesimal. The large (compared to the radius) perturbations 

necessary for pore breakup may behave differently from small ones. Furthermore, the 

pores in the experimental investigation are not infinitely long and exhibit an end effect. 

Because the zig-zag cylindrical pores do not have preference for breaking up at the 

bending point, the theoretical Am is infinite, and two adjacent pores have the chance to 

merge together after breakup to form a bigger pore, the pores of OPS after breakup are 

expected to be very large, compared to the initial pore diameter. 

25 Summary 

The stability of cylindrical voids under the influence of surface energy is very 

important for the PS processing, e.g., oxidation of PS and densification of OPS. It is 

mainly attributed to the disintegration of cylindrical voids of PS and OPS, which 

drastically changes the pore structure of PS and OPS. For viscous flow and 

evaporation/condensation as the transport mechanisms for the disintegration processes, a 

first order analysis of the stability of cylindrical voids (and cylinders) is given. In the 

case of viscous flow, the longer the perturbation wavelength is, the more unstable the 

cylindrical void is. The implication of this result is that a cylindrical pore disintegrating 

by viscous flow should yield spherical pores with very large size compared to the initial 

pore radius. This theoretical predication has been examined experimentally by heat 
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treatment of artificial pores inside glass wafers. The experimental results showed that the 

pores disintegrated at a quite broad distribution of wavelengths (7 - 7Oro, here, ro is the 

initial pore radius) but most of the pores broke up at a wavelength of about 10 - 15 roo 

The possible reasons why there appears a preferential breakup wavelength range (10 - 15 

ro) are: the theoretical consideration is only a first order approximation and the artificial 

pores are not infinitely long. 
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Chapter 3 Oxidation of Porous Silicon 

3.1 Introduction 

Since the main interest in porous silicon (PS) is due to its potential to form a thick 

dielectric insulating layer for integrated circuit (IC) devices, the oxidation reaction is most 

important for PS. Unagami1 concluded that the oxidation of PS is controlled by the 

surface reaction at both the external surface of PS and the pore walls in PS. The weight 

change of PS after two-hour oxidation (W) was measured to examine the amount of 

oxidation. W is related to the oxidation temperature (T) by the equation, 

A -E /kT 
W = e' . Here, A is the coefficient related to the anodization condition and the 

oxidation conditions, k is the Boltzman constant, and Ea is the activation energy of the 

oxidation of porous silicon. Ea is about 0.13 eV for the oxidation in dry oxygen. This 

value is much smaller than that of direct oxidation of bulk silicon2 (2 eV) and can be 

rationalized by the reactive nature of PS. The oxidation of PS can be completed at a 

rather low temperature! (e.g., 200°C) from a chemical point of view. Even at room 

temperature, porous silicon can be fully oxidized after exposed to the air for a few days3. 

The oxidized porous silicon (OPS) has the same properties (e.g., dielectric constant, 

breakdown strength, etching rate in' a buffered HF solution) as the thermally grown 

silicon dioxide of bulk silicon, if the oxidation is performed at a high temperature 

(>960°C)1,4-B. When the oxidation temperature is lower than 960°C, the OPS is still 

porous as shown in Figure 1.11. And due to those residual pores, the properties of OPS 

are poor, e.g., the etching rate in a buffered HF solution is much higher than that of 

thermally grown silicon dioxide of bulk silicon. So a densification step at a higher 

temperature (>960°C) is needed to start a viscous flow of silica with a reasonable rate to 

remove the residual pores.? When the temperature is above 960°C, the viscosity of the 
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thermally grown silicon dioxide (silica) is low enough to trigger off a IIsensiblell viscous 

flow,9,IO e.g., the activation energy of silicon oxidation changes when the oxidation 

temperature across 960°C,ll,12 where the viscous flow rate of the silicon dioxide is 

comparable with the oxidation rate. Unagamil also found that the Ea of PS oxidation 

changed remarkably when the temperature was roughly about 900°c' The densification 

of OPS is discussed in Chapter 4. Therefore, in view of forming a IIgood ll oxide, the 

oxidation process of PS should entail two mechanisms: (1) chemical oxidation of the PS 

and (2) densification of OPS at a temperature higher than 960°c' These two mechanisms 

can take place at the same time when the oxidation temperature is higher than 960°C or 

independently when the oxidation process is performed in two steps, first a low 

temperature oxidation followed by a high temperature densification. 

The pores of PS coarsen under heat treatmentl3,14 (temperature> 400°C), resulting in 

the drastic reduction of the specific surface area and the reactivity of PSI, which makes 

the oxidation rate decrease. Also, the open cylindrical pores may be unstable and 

disintegrate into isolated pores, then the oxidation task becomes harder because of the 

difficulty of transporting oxidant species. This adverse effect can be avoided by growing 

a thin silicon dioxide layer on the pore walls (e.g., oxidized at 300°C, dry oxygen,1 

hour) to stabilize the pore structure,6,13 before any high temperature process (e.g., 

oxidation6, epi-growth). The explanation of this stabilization effect has been discussed in 

Chapter 2 Therefore, in view of a chemical reaction, the PS oxidation process should 

consist of two steps6: (1) preoxidation at 300°C, dry oxygen,1 hour to stabilize the pore 

structure, and (2) oxidation at a higher temperature to fully oxidize PS. To avoid this 

tedious oxidation process, rapid thermal oxidation, proposed in present study, provides 

an alternative to the PS oxidation. 
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3.2 Rapid Thermal Oxidation of Porous Silicon 

Rapid thermal processing. (RTP), using incoherent radiation (e.g., tungsten-halogen 

lamp) as the heating source, has drawn attention in the IC processing industry recently15-

45 It is often used to enhance a desirable process and at the same time suppress an 

undesirable process, having a different activation energy.32 For example, rapid thermal 

annealing is employed for the dopant activation but leaves the dopant profile unchanged 

because of its very short processing time (seconds to minutes). By contrast, prolonged 

conventional furnace processing (CFP) not only activates the dopants but also alters the 

dopant profile. There are two key differences between RTP and CFP: 

(1) The heating and cooling rates are much higher in the RTP (e.g., as high as 500°C/sec 

and 50°C/sec for heating rate and cooling rate, respectively). 

(2) There is a photoeffect in RTP.15 Although radiation is the operative heat transfer 

mechanism in both RTP and CFP, the radiation spectra are different. The filament 

(radiation source) temperature is much higher than the substrate temperature in RTP. In 

the case of CFP, the furnace wall (radiation source) temperature is approximately the 

same as the substrate temperature. Therefore, for a given substrate temperature, there are 

many more photons with shorter wavelength (vacuum ultraviolet to visible regions) in 

RTP. These photons can provide certain photochemical and photophysical effects in the 

RTP, e.g., they can excite electrons from the ground state to an excited state. On the 

other hand, the photons in the CFP are mostly from the infrared region and have less 

ability to induce such photoeffects. 

These two novel properties mean that RTP has several potential applications in the IC 

processing: formation of dielectric materials15-31, activation of dopants (see review 

articles: reference 32 and 33), gettering34-37, formation of silicides (see review article: 

reference 32), and glass reflow37-45. The rapid thermal oxidation (RTO) of silicon has 

been proposed to form a thin gate oxide for a MOSFEJ'22,31 and a thin oxide layer for a 
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trench capacitor.47 The growth kinetics of thin dry oxide by CFP is still unclear, let alone 

that in RTO, which is more complicated. Compared with CFP, RTO provides a faster 

oxidation rate15,17,20-22,24 and better oxide16,19. The faster oxidation rate in the RTO is 

attributed to the photoeffect, which induces certain physical and chemical processes, e.g., 

the gas phase oxygen dissociation O2 - 20.15,24 Figure 3.1 shows the oxide thickness 

as a function of oxidation time for RTO at different oxidation temperatures (one curve for 

CFP at 900°C for comparison). The RTO technique is expected to fully oxidize porous 

silicon before the heat treatment effect becomes serious. Then, the tedious two-step 

conventional oxidation process can be avoided. 

3.3 Experiments and Results 

Two kinds of p-type, (100) oriented silicon wafers with different resistivities were 

used to study the RTO of PS: 0.02-0.005 ohm-cm (p++ sample) and 5-8 ohm-cm (p 

sample). The current densities were 50 mNcm2 and 10 mNcm2 in the p++ and p silicon 

wafer cases, respectively. The electrolyte for the PS formation was a solution with 20% 

HP, 20% H20, and 60% ~H50H. The electrolytic cell used to produce PS was a 

double-cell fixture46 as shown in Figure 3.2 The electrical contact was made to the 

wafer backside through a chamber filled with saturated KCI solution. The diameter of the 

O-ring was one inch, therefore the PS patch was an about one-inch diameter disc. The 

anodization time was 3 minutes. Each sample was equally broken into two pieces: one 

for the two-step conventional·oxidation, the other one for rapid thermal oxidation. 

(I) PS Oxidation 

- Conventional oxidation of porous silicon (COPS): 

To avoid any heat treatment effect, a two-step oxidation was used. The PS was 

preoxidized in dry oxygen at 300°C for 1 hour to stabilize the microstructure of PS, then 

oxidized in wet oxygen (oxygen bubbled through 85°C DI water) at 800°C for 1 hour. 
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Figure 3.1 (a) RTO oxide thickness vs. oxidation time at different temperature17 and (b) 

oxide thickness vs. oxidation time at 90(rC for RTO (curve A) and CFP 

(curveB).24 
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Figure 3.2 Electrolytic cell used for PS fonnation (Reprinted from Anderson46 1991). 
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- Rapid thermal oxidation of porous silicon (RTOPS) 

The RTO was performed in a AG. Heatpulse200. The oxidation conditions 

were: 6 minutes at 1000°C and 9 minutes at l050°C for p and p++ samples, respectively. 

(IT) OPS Characterization 

- Transmission electron microscopy (rEM) study 

Plane-view TEM samples were prepared. After the thickness was reduced to 

about 20 J.tm by mechanical grinding, ion milling was used to thin the sample until a hole 

appeared. The Philips EM 301 was used in this research. The TEM results are shown in 

Figure 3.3 and Figure 3.4 for p and p++ cases, respectively. The diffraction patterns of 

RTOPSs in Figure 3.3(b) and Figure 3.4(b) show amorphous rings only. No diffraction 

pattern from crystalline silicon can be detected. This suggests that the PS might have 

been fully oxidized by RTO of both p++ and p samples. The bright field images in the 

Figure 3.3(b) and Figure 3.4(b) show that the RTOPSs are still porous. 

-Energy Dispersive Spectroscopy (EDS) study - p++ sample only 

Energy Dispersive Spectroscopy (EDS)was employed to compare the RTOPS 

with COPS in the p++ case. The two EDS spectra shown in Figure 3.5 (RTOPS) and 

Figure 3.6 (COPS) are almost the same except for different carbon concentrations, which 

might be from the carbon films, evaporated onto the samples to avoid surface charge 

buildup during the EDS study. The two peaks are due to silicon and oxygen, 

respectively. The left shoulder of the oxygen peak is due to the presence of nitrogen. 

The reason why there is nitrogen incorporation into the sample is unknown. 

Nevertheless, the OPS formed by RTO is exactly the same as that formed by the tedious 

conventional two-step process. 
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-Electron Spectroscopy for Chemical Analysis (ESCA)* - p++ sample only 

Electron Spectroscopy for Chemical Analysis (ESCA), sometimes also known as 

X-ray Photoelectron Spectroscopy (XPS), was employed to compare the RTOPS with 

COPS in the p++ case. To avoid the surface contamination, the samples were sputtered 

in-situ to remove the top 1,000 angstroms of material. The compositions of RTOPS and 

COPS are the same within the experimental error as shown in Figure 3.7 and 3.8. There 

is about 3% nitrogen incorporated into the OPS in both processes. This is consistent with 

the observation in the EDS study. 

3.4. Discussion 

It has been confirmed by using TEM, EDS, and ESCA that the rapid thermal oxidation 

process can fully oxidize porous silicon just as the two-step conventional oxidation 

process does. The following reasons make RTO of PS feasible: 

(1) Once the oxidation rate is high enough to fully oxidize one balf of the silicon pore wall 

(generally hundreds of angstroms) within the oxidation time, oxidation of PS can be 

completed. From the TEM study shown in Figure 3.3(a) and Figure 3.4(a), one half of 

the average pore wall thicknesses of p++ and p samples are about 75 A and smaller than 

60 A, respectively. From Figure 3.1, the extrapolated thicknesses of oxide from RTO of 

bulk silicon at 1050°C for 9 minutes (p++ sample) and 1000°C for 6 minutes (p sample) 

are about 250 A and 130 A, respectively (about 120 A and 60 A thickness silicon 

consumed, respectively). In both cases (p and p++ samples), the amount of silicon which 

can be oxidized at these oxidation conditions, is greater than that of the half of the silicon 

pore walls. So the oxidation of PS can be accomplished theoretically for these samples 

under these RTO conditions. 

• The author gratefully acknowledge the assistance of Dr. Frank Ogletree in the ESCA measurements 
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(2) Porous silicon is more reactive than bulk silicon, so the above estimation is a 
,,. 

conservative one. 

(3) The oxidation time (especially, the heating time) is so short that the heat treatment 

effect is still not serious enough to hinder the oxidation. The TEM images in Figure 

3.3(b) and 3.4(b) show that the pores did not coarsen during RTO. The oxidant species 

(D2 or/and 0) can diffuse deeply to the PS/Si interface. So the oxidation takes place from 

top to bottom of the PS at the same time. 

Sometimes a prolonged oxidation time (tens of minutes) is still necessary for the RTO 

of PS, e.g., the thickness of silicon pore wall is order of tenths of micrometers and RTO 

is employed to oxidize the PS under the epi-silicon island in the silicon-on-insulator (SOl) 

structure as shown in Figure 1.6. In the latter case, a prolonged oxidation time is 

necessary to allow the oxidant species to diffuse laterally underneath the epi-silicon island 

(the diffusion path is about tens of micrometers long and about half of it is solid state 

diffusion). 

3.5. Summary 

The rapid thermal oxidation process can be an alternative to the oxidation of porous 

silicon. Due to the very rapid heating rate of rapid thermal oxidation (RTO), the 

enhancement of oxidation rate by the photoeffect of RTO, reactive nature of PS, and only 

a very thin silicon pore wall (hundreds of angstroms) to be oxidized, the oxidation time 

can be so short that the PS is fully oxidized before the heat treatment effect becomes 

serious. In some unusual cases, e.g., the thickness of silicon pore wall is thick (tenths of 

micrometers), a prolonged oxidation time is still needed for the RTO ofPS. 
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Chapter 4 Densification and Nitridation of Oxidized Porous Silicon 

4.1 Introduction 

To be a dielectric insulator material for integrated circuited (IC) devices, porous silicon 

(PS) is oxidized to form oxidized porous silicon (OPS). When the oxidation temperature 

is low (e.g., < 960°C), OPS. is still porous as shown in Figure 1.11 and the residual 

pores keep the "tube" shape of that of PS as shown in Figure 1.11(b). Because of these 

residual pores, the property of the OPS is poor, e.g., its resistance to the attack of a 

buffered HF solution is much weaker than that of thermally grown silicon dioxide of bulk 

silicon.1,2 Since a buffered HF solution is frequently used in an IC production line, the 

as-formed OPS is susceptible to being etched away totally. Therefore, enhancing the 

OPS's durability in the HF solution is very critical for the application of OPS in the IC 

technology2,3,4. Three possible ways to do this are: densifying at a higher temperature 

(>960°C)2,3 to remove the residual pores, nitridizing to incorporate nitrogen, and 

depositing a protective film (e.g., silicon nitride). The first two methods are studied here. 

4.2 Densification of Oxidized Porous Silicon 

OPS is merely a porous silica glass, which is an undercooled liquidS formed by 

cooling down from temperatures above the melting temperature of cristobalite (a 

polymorphous state of silicon dioxide6). Viscous flow of the undercooled liquid is the 

operative transport mechanism for the densification of porous glass.7-16 Yon2 found the 

activation energy of OPS densification process by studying the necessary densification 

time (when the OPS had the same etching rate in a buffered HF solution as bulk thermal 

oxide did) in steam ambient at different temperatures, was about 3 eVe This value could 

be related to the reported values for viscous flow of bulk silica (5-7 eV)24 and Yon2 
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concluded that the viscous flow, as expected, was the operative transport mechanism for 

the densification of the OPS. The possible reason why the activation energy of OPS 

densification process is smaller than that of the viscous flow of bulk silica, is due to the 

densification ambient (steam), which can effectively reduce the activation energy of the 

viscosity of silica as discussed later. The driving force for the densification process is to 

reduce the total surface energy. Frenkel17 proposed a hypothesis for the theory of 

viscous densification by equating the energy dissipated in the viscous flow to the energy 

change resulting from the reduction in total surface area. Many mathematical 

models9,12,17-19, based on' Frenkel's assumption, work quite well to describe the 

evolution of the densification of porous glass. One of the best known was proposed by 

Mackenzie and Shuttleworth20 (M-S model). The other main assumptions of the M-S 

model are: (1) both spherical and monosized pores inside the glass distribute uniformly, 

and (2) there is no gas trapped inside the pores. The model provides the following 

equation to predict the evolution of the desification of porous glass: 

1.418 (y t / J1)ml/3 = O.Sln[(1+x3)/(1+x)3] - v'3tan-1[(2x-1) /V3] 

- O.Sln[(1+x03)/(1+xo)3] -V3tan-1[(2XO-1)/ V3] 

where y is the specific surface energy~ J1 is the viscosity, t is the densification time, D is 

the relative density of OPS, Do is the initial relative density, x3 = (1-D)/D, X03 = (1-

Do)/Do, and m is the number of pores per unit volume of real material. 

When the pores are cylindrical voids, Scherer's model19 is applicable. His development 

of the equations was based on solid mechanics. An identical result can be obtained by 

using fluid mechanics, which presents a clearer physi~l picture. The Navier-Stokes 

equations21 with the inertia and gravity terms omitted are applied to solve this viscous 

flow problem as shown in Appendix 1. The result is 
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where rIO is the initial pore radius, r1 is the pore radius at time t, and r2 is the outside 

radius of the glass tube as shown in Figure 4.1. 

From the models above, it is quite obvious that the necessary densification time (i.e., 

the time needed to remove all pores) for a given pore structure (porosity, pore size, pore 

shape), depends on the specific surface energy and viscosity. The necessary 

densification time decreases with increasing specific surface energy and decreasing 

viscosity. For glass materials, the specific surface energy may be alt~red by the 

environment gas. For soda-lime-silica glass (Coming 0080), nonpolar gases (e.g., He, 

N2, H2t 02) have virtually no effect on the specific surface energy, whereas polar gases 

(e.g., H20, HCI, NH3, SOz) can lower the specific surface energy22. For silica glass, 

the specific surface energy is unaffected by water vapor and nitrogen22, but lowered by 

HCI gas16• The viscosity of glass depends on its composition,23-26 temperature,6,24 and 

thermal history6,23,24,27. Those species, that can effectively break the Si-O-Si bond, 

lower the viscosity, e.g., 0I!23-26 and CI23 can open Si-O-Si bond and form: 

-Si -OH + HO-Si- -Si-CI + CI-Si-

Hence the viscosity of the glass is dependent on the water vapor content of the gas with 

which it is in contact. The glass network modifiers (e.g., Na20 and Bz03), which break 

the Si-O-Si bond, also reduce the viscosity. In the glass industry, the Na20 is often used 

to reduce the viscosity of glass to facilitate the working of glass.6 Generally, glass is a 

Newtonian fluid12 and its viscous flow is a thermally activated mechanism. The viscosity 

of silica can be expressed by24: 
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fA. = 3xlO-13exp(171kcal/R1) 

where R is the gas constant. 

The activation energy decreases with increasing concentrations of impurities (e.g., Oll) 

effective in breaking Si-O-Si bond.24 The viscosity of silica with different OH contents 

is shown in Figure 4.2(a). In addition to the composition and temperature, the thermal 

history (e.g., fictive temperature6) has effect on the viscosity of glass.6,24 The fictive 

temperature is the temperature at which the existing structure of a glass material would be 

in equilibrium. The viscosity decreases with increasing fictive temperature.24 A typical 

viscosity of silica glass with different fictive temperatures is shown in Figure 4.2(b). 

The ambient gas not only has effect on the viscosity and specific surface energy 

(chemical effect) but also may cause a "trapped gas" problem20,27-34, which reduces the 

densification rate or the limiting density (mechanical effect). Coble30 did a very detailed 

analysis of the trapped gas problem during densification process: 

During the course of densijication, the open pore channels are pinched off at the specimen 
surface first (because offaster sintering there) and the trapped gas can no longer escape to 
the atmosphere. At the pinch-off the gas is trapped at the ambient pressure and is 
compressed as further shrinkage takes place. Shrinkage stops when the internal gas 
pressure (P) counterbalances the sur/ace tension (y) driving force as given by P = 2ytr, 

where r is the effective radius of curvature at the pore surface. Shrinkage stops if no gas 
diffusion occurs. At the opposite extreme, i.e., at relatively high gas diffusivity, the final 
shrinkage is not impeded by the presence of the gas; it simply continues at a speed 
dependent on the transport of the solid. At an intermediate gas diffusivity, the kinetics of 
gas diffusion to the specimen surface control the rate of final pore shrinkage. At a 
slightly lower diffusivity (still intermediate) in the range of values where the surface is 
essentially inaccessible within the sintering time, only exchange between adjacent pores is 
allowed. The shrinkage of all pores is not possible because while some shrink other 
near-neighbor pores must grow. The gas moving from the small pores to the larger ones 
expands because the equilibrium pressure in the larger pores is lower; i.e., after a density 
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limit is reached, continued growth of larger pores at the expense of their smaller 

neighbors occurs by a diffusion process and the gas exchanged between pores must 

expand, causing the specimen density to decrease. This decrease in density is called 

"bloating" effoct. 

Therefore, how the trapped gas affects the densification process depends on the relative 

rate of the removal of trapped gas and the transport of solid (e.g. ,viscous flow of silica). 

Both rates depend on the pore structure and some phySical properties (the gas removal 

rate: the gas diffusivity and solubility in the solid; the solid transport rate: specific surface 

energy and viscosity of the solid as discussed in the previous paragraph). For a gas to 

diffuse through a solid, it must be soluble in the solid. So a gas with high diffusivity and 

solubility in a solid can be removed quickly from isolated pores and has less or even no 

trapped gas problem. Coble3o did alumina sintering experiments and found that the 

theoretical density can be obtained if the ambient gas was H2 or (h, but not in the Ar, N2 

and He. His explanation was: compared with H2 and 02, the Ar and N'2 have smaller 

diffusivity and solubility in the alumina. Helium has high diffusivity in alumina, but it's 

solubility is very low. Therefore, porosity cannot be completely eliminated in a Ar, He, 

or N2 environment. 

For silica glass, the dominant gas diffusion path is interstitial35,36 because of its open 

structure37• The gas diffusivity increases with decreasing molecular/atom size. The 

activation energy Q for gas diffusion in silica can be given by36: 

where a and b are constants, r is the gas molecular radius. 

The experimental data23,33,38,3967,68 also show that the order of different gas diffusivity 

in silica is He > H2 » H20, Ar, 02, N2 as shown in Figure 4.3. The order of gas 
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solubility35,38-40 in a silica is H20> H2 > He > Ar, 02> N2. The reason why the water 

vapor and hydrogen have high solubility in silica is due to the following reactions: 

Si-O-Si + H20 - 2Si-OH 

Si-O-Si + H2 - Si-OH + Si-H 

The gas permeability (P) is the suitable parameter to represent the overall effect of gas 

diffusivity and solubility in a condensed material. The order of permeabilities of different 

gases in silica glass38 is He > H2 » Ar, 02, N2 (e.g., at 700 e, PHe = 210, PH2 = 21, 

PAr, P02, PN2 < 0.00001, unit: 1010 cm3 (STP)mm/(cm2 sec cmHg». According to the 

above argument and data, a strategy is proposed to do the densification of OPS to reduce 

the densification time: a wet He or H2 (He or H2 bubbled through water) is chosen as the 

densification ambient gas. The wet environment enhances the OH content and then 

decreases the viscosity of OPS. The He or H2 gas reduces or even eliminates the trapped 

gas problem. So the strategy is expected to provide a faster densification rate and a 

higher limiting density. 

4.3 Experiments: Densification of Oxidized Porous Silicon 

P-type, (100) oriented silicon wafers with resistivity 0.02-0.005 ohm-cm, were used 

to study the ambient gas effect on the densification of OPS. The current densities was 50 

mNcm2. The electrolyte for the PS formation was a solution with 20% lIF, 20% H20, 

and 60% ~H50H. The anodization time was 3 minutes to form an approximately 3 Ilm 

thick PS layer. To avoid heat treatment effects, a two-step oxidation was used. The PS 

was preoxidized in dry oxygen at 300°C for 1 hour to stabilize the microstructure of PS, 

then oxidized in a wet oxygen at 800°C (oxygen bubbled through 85°C DI water) for 1 

hour. Then the OPS was densified in different ambient gases. 

· 
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(1) Dry environment 

, To facilitate the comparison, one OPS/Si (OPS patch on silicon substrate) wafer was 

broken into four pieces: three of them were densified in dry He, dry AI, and vacuum , 

and the fourth one was left as-formed. The densification temperature was HOOoe and 

densification time was one hour. Both the heating and cooling times were one hour too. 

Transmission electron microscope (TEM) was used to characterize the pore structures. 

The results are shown in the Figure 4.4. A second OPS/Si wafer ~as also broken into 

four pieces. Three of them were densified in dry AI, 02, and N2. The densification 

temperature was 1090 C and densification time was one hour. The heating and cooling 

times were 5 and 7 minutes, respectively. The results are shown in Figure 4.5. 

(2) Wet environment (gas bubbled through 85°e DI water) 

One OPS/Si wafer was broken into two pieces. They were densified in wet He and 

wet AI, respectively. The densification temperature was 1090°C and densification times 

were 5, 20, 40, and 60 minutes respectively. The heating and cooling times were 5 and 7 

minutes, respectively. The results are shown in Figure 4.6. 

4.4 Results and Discussion: Densification of Oxidized Porous Silicon 

The pore structures were almost unchanged after 1-hour densification in dry ambient 

atmospheres as shown in Figures 4.4 and 4.5. It implies that the densification rate of 

OPS is quite slow in a dry environment because of high viscosity. On the contrary, the 

OPSS were fully densified in the wet ambient atmospheres for the same densification time 

(one hour) as shown in Figure 4.6(d). This faster densification rate is attributed to the 

higher OH concentration in a wet environment, which reduces the viscosity. There are 

three other observations to be made in Figure 4.6. (1) The pores disintegrated and 

became very large (about 0.5 J.UIl in radius) after 2O-minute densification as shown in 
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Figure 4.6(b). This phenomenon is consistent with the prediction in Chapter 2. The 

pores do not have preference for breaking at the zig-zag point and the theoretical value for 

the most unstable breakup wavelength is infinite, the after-breakup pores are expected to 

be large. Also, the distance between two pores is so short that two after-breakup pores 

can merge together to form a bigger one. As discussed by Coble30, the large pores grow 

at the expense of their smaller neighbors. Therefore, it is not surprising to see such large 

pores. (2) The wet He environment provides a little bit faster densification rate than the 

wet Ar environment does (see 40-minute desification results as shown in Figure 4.6(c)). 

(3) There is no limiting density observed for OPS densification in a wet environment, 

i.e., OPS can be densified to zero porosity (see 60-minute densification results as shown 

in Figure 4.6(d)). 

The trapped gas problem during OPS densification is not as significant as that in the 

alumina sintering case30, e.g., no limiting density observed for the OPS densification. 

This can be rationalized by the open structure of silica. Therefore, most of the gases have 

resonably high permeability in silica, i.e., less trapped gas effect. 

4.5 Nitridation of Oxidized Porous Silicon 

Nitridation OPS to form silicon oxynitride (SiOxNy) is another way to enhance the 

OPS resistance to the HF solution. Recently, silicon oxynitride has received much 

attention42-45,47,48,52-64 because of its unique dielectric, chemical, and thermal 

properties. Compared with silicon dioxide, silicon oxynitride has higher dielectric 

constant and dielectric breakdown strength, and provides a better impurity diffusion 

barrier, chemical, and oxidation resistance. So it has been proposed to be a more reliable 

gate insulator than conventional thermal oxide, e.g., in the scaling-down of MOS 

devices. The silicon oxynitride can be formed by the thermal nitridation of silicon or 

silicon dioxide in nitrogen (N2) or ammonia (NH3). It is easier to control the formation 
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of silicon oxynitride by the nitridation of silicon dioxide than that of silicon. 42 In contrast 

to in ammonia, the nitridation process in nitrogen needs higher process temperature and 

prolonged process time, which are not acceptable in the IC industry.43 The nitridation of 

silicon in nitrous oxide (N20) can alsofoim silicon oxynitride for thin gate insulatoz44, 

but the amount of nitrogen incorporation is low. Therefore, most of the effort in the 

present study focuses on the nitridation of silicon dioxide in an ammonia gas. Pantan045 

used the SOLGASMIX computer program, developed by Eriksson46, to calculate the 

high temperature thermodynamic equilibria in the Si-O-N-H system and proposed that the 

Si2N20 is the thermodynamic equilibrium product when silica is nitridized in ammonia at 

lOOO°C. The nitridation of the silicon dioxide proceeds via the replacement of oxygen 

atom on the silica tetrahedral by nitrogen atom, which then is coordinated by three silicon 

atoms. The nitrogen concentration is not uniform but U-shape across the silicon 

oxynitride film with a high nitrogen concentration at the surface (up to 40%) and the 

SiOxNy/Si interface. The silicon oxynitride etching rate in a HF solution decreases with 

increasing nitrogen content. Therefore, the etching rate is not uniform across a film. For 

example, It047 found that the etching rate in a solution of Nfl4F : HF = 10 : 1 was as low 

as that of silicon nitride at the surface of the film and about one-third that of the thermally 

grown Si~ in the central part of the film. To overcome this uniformity problem, Brow48 

nitridized microporous silicon dioxide thin film, prepared by using sol/gel technology, in 

ammonia to form silicon oxynitride. Because of its initial interconnected microporosity, 

the porous film rapidly incorporates a high concentration of nitrogen and transforms into 

a compositionally uniform silicon oxynitride film45,48. According to its very fine pore 

structure, OPS should also be easily nitridized by ammonia to form silicon oxynitride 

with uniform nitrogen distribution. To avoid the heat treatment effect, a rapid thermal 

nitridation (RTN) was employed to incorporate nitrogen into OPS. The etching rates in a 

buffered HF solution (Nl4F: HF = 10: 1) was measured to examine the effect ofRTN. 
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The ESCA (electron spectr-oscopy for chemical analysis) was used to analyze the 

composition of the nitridized OPS film. 

4.6 Experiments: Nitridation of Oxidized Porous Silicon 

P-type, (100) oriented silicon wafers with resistivity 0.02-0.005 ohni-cm were -used to 

study the nitrogen incorporation effect on the chemical durability of OPS. The electrolyte 

for the PS formation was a solution with 20% HF, 20% H20, and 60% ~H50H. The 

current density was 50 mNcm2• The anodization time was 1 minutes to form an 

approximately 1 flm thick PS layer. To avoid heat treatment effects, a two-step oxidation 

was used. The PS was preoxidized in dry oxygen at 300°C for 1 hour to stabilize the 

microstructure of porous silicon, then oxidized in wet oxygen at 800°C (oxygen bubbled 

through 85°C DI water) for 1-hour. 

(1) Etching rate measurements: 

One OPS/Si wafer was broken into four pieces (named A, B, C, and D). Sample A 

was untreated. Sample B was densified in dry He 1 hour .at 1100°C. Sample C was 

densified in wet He (He bubbled through 85°C DI water) 2 hours at 1100°e. Sample D 

was R1N in ammonia gas for 8 minutes at 1000°C. The standard photolithography 

method as described in Chapter 2 was employed to only allow certain area to be exposed 

to the etching solution (buffered HF solution; NH4F: HF = 10 : 1). Mer the protective 

photoresist was removed, the etching step was measured by using a Tencor, Alphastep 

200 Profiler. Then the etching rate was obtained by dividing the step height by the 

etching time. 

(2) Film composition measurement: 

The composition of the R1N sample (i.e., sample C) was analyzed by using ESCA 
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4.7 Results and Discussion: Nitridation of Oxidized Porous Silicon 

The average etching rates for sample ~ B, C, and D are about 8.9, 5.2, 0.1, and 1.7 

JAlIl/min, respectively as shown in Figure 4.7. The nitridation process really can enhance 

the chemical resistance of OPS. The result of the 8-minute, 10000 e RTN treatment in 

ammonia (sample D) is better than that of 1-hour densification treatment in dry He at 

1l00oe (sample B). It can be rationalized by examining the microstructure of sample B 

as shown in Figure 4.4(b), which shows that there is very little densification effect after 

that treatment. The ESCA result is shown in Figure 4.8. It shows that there are certain 

amount of nitrogen atoms incorporated into the OPS but the composition is still not a 

stoichiometric one (Si2N20). Figure 4.9 shows that the nitridized OPS is still porous, 

which provides an explanation why the etching rate of the nitridized OPS is higher than 

that of smple e (densified in wet He 2 hours at 1l00°C), which is expected to be fully 

densified. 

The ammonia treatment really provides an alternative to enhance the OPS resistance to 

the HF solution. Also, nitridation of OPS is a promising method to form thick and 

compositionally uniform silicon oxynitride. The nitridation process for PS to form NPS 

(nitridized porous silicon) might have another potential application: microfilter. The 

processing flow chart is shown in Figure 4.10. Compared with OPS, NPS is much more 

inert to most of the silicon etchants (e.g., HF + HN03 + CH3eOOH). It makes the 

silicon etching step can stop itself when the silicon substrate is totally removed. The 

microfilter process described here is superior to Parker's proposed process49, in which 

the PS is removed from the silicon substrate before attached with a supporting porous 

substrate. The mechanical strength of PS thin film after silicon substrate is removed, is a 

big problem in Parker's proposed process. Also, the nitridized PS and OPS might find 

the same application in the microsensor as the PS65 and OPS66 do. 
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4.8 Summary 

The densification rate of OPS can be greatly enhanced in wet ambient. Although the 

trapped gas effect during O~S densification is not as significant as that during alumina 

densification, wet He (He bubbled through water) is still recommended as the 

densification ambient. Since the potential application of OPS is not for the gate oxide or 

capacitor oxide, the wet ambient process is acceptable. Nitridation of OPS in ammonia 

really enhances OPS's resistance to the HF solution but the nitridized OPS is still porous. 
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Chapter 5 Suppression of Oxidation-Induced Stacking Faults by Using Porous Silicon 

as a Gettering Center in Silicon Wafers 

5.1 Introduction 

110 

Oxidation-induced stacking faults (OISF) in silicon wafers have deleterious effects on 

device performancel -6• They increase the leakage current of a p-n junction diode7, 

degrade the storage time of a MOS (Metal Oxide Semiconductor) deviceS, and enhance 

the possibility of localized microplasma breakdown9• There have been many efforts10-30 
, , 

to understand the formation mechanism of OISF defects to eliminate them because the 

thermal oxidation of silicon is common in the silicon integrated circuit (IC) processing. 

The OISF lies along {111} planes and is bounded by Frank partial dislocations with a 

Burgers vector of 1/3<111>13,14. The nature of the OISF is extrinsic, i.e., formed by 

the precipitation of supersaturated silicon interstitials. These silicon interstitials are 

generated during silicon oxidation. Two mechanisms have been proposed to explain the 

generation of supersaturated silicon interstitials during silicon oxidation: (1) The oxidation 

of silicon at the Si-8i<>2 interface is incomplete. These unoxidized silicon atoms enter the 

silicon substrate and occupy the interstitial positions26. (2) There is a volume stress 

associated with silicon oxidation since the volume increases 125% when silicon 

transforms into silicon dioxide. The injection of silicon interstitials into the silicon 

substrate can relieve this volume stress30,31. Both models predict the ratio of oxidized 

silicon atoms to the supersaturated silicon interstitials is from 1,000 to 10,000.26,32 The 

formation of OISF is a heterogeneous nucleation process26• The possible nucleation 

centers are impurity precipitates,26,33,34(e.g., transition metals, oxygen, and carbon), 

mechanical damage at the surface1S, Swirl defects35, and HF acid attacked areas24. 

Therefore, two logical ways to suppress the formation of OISF are: eliminating 
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heterogeneous nucleation sites and reducing the supersaturated silicon interstitial 

concentration. The former one, especially eliminating metal impurity precipitates, has 

been studied91,99. Gettering37-121 is a technique to remove the metallic impurities from 

the devi~ active area of a silicon wafer to a predetermined region. Removing the metal 

impurities from the device active area is very important for device performance and yield. 

Beside acting as nucleation_sites for the OISF, metallic impurities can also act as a 

generation/recombination center to decrease the minority carrier lifetime .. They also can 

decorate defects (e.g., stacking fault, dislocation) to increase the leakage current of a 

diode36. Basically, the gettering technique has two steps: (1) forming a gettering center 

outside the device active area in a silicon wafer and (2) annealing the silicon wafer at an 

elevated temperature (gettering temperature, 8SO-110Ctc) to let the impurities diffuse into 

(and then be trapped in) the gettering center. According to the origin of the gettering 

center, there are two kinds of gettering techniques: intrinsic and extrinsic. Intrinsic 

gettering37-52 employs the defects (e.g., stacking fault and dislocation) created by the 

oxygen precipitates (intrinsic impurities) in the bulk: region to getter the metallic impurities 

in the device active area. It consists of three temperature steps: (1) High temperature 

(-l1S0°C) step for the out-diffusion of oxygen in the device active area, (2) Low 

temperature (-6S0°C) step for the nucleation of oxygen precipitate in the bulk region, and 

(3) High temperature (>1000°C) step for the growth of the oxygen precipitate (SiOX>. 

The gettering of metallic impurities takes place during the cooling period of the last 

step.53,54 Because of the complex precipitation kinetics of oxygen in a silicon wafer and 

the variation of the oxygen concentration in an as-received silicon wafer, there are still 

difficulties in introducing intrinsic gettering technique successfully in an Ie production 

line. Also, it is necessary to determine experimentally the gettering efficiency to optimize 

the gettering process for a specific production line. 55 Moreover, there is always some 

residual oxygen43,47, which precipitates later, in the device active area after the out-
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diffusion of oxygen. These residual oxygen precipitates have adverse effect on the device 

performance47 and make the intrinsic gettering technique unacceptable. A current trend is 

toward a low oxygen silicon wafer to minimize the risk of oxygen defect related 

failures.56 Then, the extrinsic gettering technique becomes the only choice to remove the 

unwanted impurities from device active area when a low oxygen silicon wafer is used. In 

extrinsic gettering, the impurities are captured by a gettering center introduced externally, 

e.g., at the backside of the wafer. There are many ways to form extrinsic gettering 

centers: 

(1) Damage: mechanical scratching57-64, laser irradiation62,~, ion implatation69-86. 

(2) Thin film deposition: polysilicon62,87-89, nitride89-93, germanium,94 metaI95-98• 

(3) Phosphorus diffusion62,63,69,99-106. 

(4) Ge-doped Si epitaxy.100-lOO 

(5) Low-current corona discharge.110 

(6) Chlorine oxidation.111-1l6 

(7) Sacrificial oxidation. 63,117-121 

There is a different optimum gettering temperature, which gives the highest gettering 

efficiency, for each technique. These gettering techniques are additive,62,123e.g., when 

two or more gettering techniques are applied together, the gettering result obtained is 

better than that of each one- applied alone.62,89 Generally, the polysilicon thin film 

technique and phosphors diffusion technique are more efficient than others.62,122 There 

are four models to explain the extrinsic gettering mechanism: 

(1) Extended defect modeI122,135: This model is one of the most wildly accepted and 

applicable. The defects, such as dislocations, stacking faults, surfaces, and grain 

boundaries, can act as sinks for impurities. This defect-impurity interaction can relieve 

the strain energy, so it is energetically favorable. 

.. 
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(2) Enhanced metal-solid solubility model: This model works quite well in the 

phosphorus diffusion gettering case. The metal solubility is enhanced through a Fermi 

level effect,lOl ion pairing reaction,lOl and compound formation.142 The solubility of 

impurities (e.g., Au, Cu) in silicon is changed by the pr~ence of charged phosphorus, 

which has an effect on the Fermi level. As the Fermi level is altered~ the concentration of 

the charged impurity is changed. The concentration of the neutral impurity is independent 

on the Fermi level. So the total concentration of the impurity depends on the Fermi leve~ 

i.e., the concentration of phosphorus. Also, the Au-P and CU-P ion-pairing reactions to 

relieve the strain and the formation of AU2P3 and CU2P3 compounds, increase the 

impurity solubility in the high phosphorus concentration area. This solubility 

enhancement is used to explain how the impurities are gettered in a high P concentration 

area. 

(3) Interstitial silicon model143: This model only works in the phosphorus diffusion case 

too. Phosphorus diffusion causes an emission of silicon interstitials. These silicon 

interstitials kick out impurities (e.g., Au, Pt) from low-mobility substitutional positions 

into high-mobility interstitial positions. Then the impurities can easily diffuse to the 

surface and are trapped there. 

(4) Segregation modell22: This model is quite general It states that the driving force for 

gettering is due to the segregation coefficient being greater than one between the gettering 

area and the device active area. So the impurities prefer to segregate in the gettering area. 

The whole gettering process consists of release, diffusion, and capture of impurities as 

shown in Figure 5.1. Although this model can not provide any practical information 

about gettering, it outlines a conceptual picture about what gettering is. 

This study proposes a novel extrinsic gettering tecJ:mique to reduce the impurity 

concentration and then suppress the formation of the OISF by forming a patch of porous 

silicon on the backside of a silicon wafer. 



(1) Release 

Device Region I 
I 
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. (2) Diffusion (3) Capture 
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I 
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Figure 5.1 Conceptual gettering process of segregation model.122 
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5.2 Experimental Procedures 

Four sets of experiments were used to show the ability and the possible mechanism of 

the suppression of OISF by using PS as an extrinsic gettering center. 

L Experiment I was employed to show the suppression of OISF by using PS. The flow 

chart of experiment I is shown in Figure 5.2: 

1. Formation ofPS on the backside of silicon wafer: A boron-doped, (100) oriented, 

0.02-0.005 ohm-cm, and Czochralski method grown silicon wafer was anodized in an 

HF solution(25% HF, 50% C2lIsOH, 25% H20) at a current density of 60 mNcm2• An 

approxmately 3-.... m thick PS was formed on the backside of the 525-Jlm thick silicon 

wafer. 

2 Preoxidation gettering: Extrinsic gettering procedure was applied by annealing the 

sample in a nitrogen environment at l000°C for 1 hour. 

3. Wet oxidation to form OISF: The annealed sample was oxidized in wet oxygen 

(oxygen bubbled through 95°C deionized water) at l000°C for 2 hows to grow OISF. 

4. Removal of oxide and Secco etching141 to reveal the OISF: The oxidized sample 

was dipped into a 10% HF solution for 10 minutes to remove the thermally grown silicon 

dioxide, then etched in the Secco etch ant (49wt% HF : 0.1M K2Cr207 = 2 : 1, by 

volume) for 1 minute. The characterization tool was scanning electron microscope 

(SEM). The result is shown in Figure 5.3 

IT. Experiment II was used to examine the OPSISi and PSISi interfaces to understand 

why the PS getters impurities. The flow chart of experiment II is shown in Figure 5.4: 

1. Formation of PS on the front side of silicon wafer: The other conditions were the 

same as those used in the experiment L 



Silicon wafer 

PS formation preoxidation gettering 

Si Slayer 

oxidation 
r--_____ -'-__ ~~-.,....~ilicon dioxide 
. '.~". ~.: :.' ~ . 

oxide removal Secco etching 

SEM characterization 

a: Figure 5.3(a) 

b: Figure 5.3(b) 

c: Figure 5.3(c) 

Figure 5.2 Experimental procedures of the suppression of OISF by using PS. 
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Silicon wafer 

• 
PS fOlmation 

Si 
PS layer 

PS removal 

Figure 5.4 Experimental procedures to examine the PS/Si and OPS/Si interfaces 
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2.Wet oxidation: One half of the sample was oxidized in dry oxygen at 300°C for 1 

hour and then in wet oxygen (oxygen bubbled through 87°C deionized water) at 800°C 

for 1 hour. The other one was left unoxidized. 

3. Removal of OPS and PS to examine the OPS/Si and PS/Si interfaces: The 

oxidized one was dipped into a 10% HP solution for 1 hour to remove the OPS layer. 

The unoxidized one was dipped into a 0.1 % KOH solution for 1 hour to remove the PS 

layer. 

4. Secco etching: The samples were etched in the Secco etchant for 2 minutes. SEM 

was used to examine the interfaces of Si/OPS and Si/PS. The results are shown in Figure 

5.5. 

ill. Experiment m was designed to understand that the role of PS was to getter metal 

impurities or silicon interstitials when the formation of OISF was suppressed. The flow 

chart of experiment m is shown in Figure 5.6: 

1. Introducing impurity-Au into a silicon wafer: A 0.5 Jlm thick gold film was 

sputtered onto the both sides of a boron-doped, (100) oriented, 0.02-0.005 ohm-cm, and 

Czochralski method grown silicon wafer. Then, the gold was driven into the silicon 

wafer at 1000°C in a nitrogen environment for 2 hours. The residual gold films were 

removed by dopping into an etchant solution (HN03: HCI = 1 : 3) for 1 minute. The 

wafer was annealed at 900°C in a nitrogen environment for 2 hours to homogenize the 

gold distribution. 

2 Formation of PS on the backside of silicon wafer: The Au-doped silicon wafer was 

anodized in an HF solution(25% HP, 50% C2HSOH, 25% H20) at a current density of 

60 mNcm2. An approxmately 6 !-lm thick PS was formed on the backside of silicon 

wafer. 
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Figure 5.6 Experimental procedures to examine the role of PS 
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3. Preoxidation gettering: Extrinsic gettering procedure was applied by annealing the 

sample in a nitrogen environment at 1000°C for 1 hour. 

4. Removal of PS patch: The PS patch was removed by mechanical grinding and 

approximately 100 Jlm thick silicon (with PS patch) was removed. 

5. Wet oxidation to form OISF: The sample was oxidized in wet oxygen (oxygen 

bubbled through 95°C deionized water) at 1000°C for 100 minutes. 

6. Removal of oxide and Secco etching to reveal the OISF: The oxidized sample was 

dipped into a 10% HF solution for 10 minutes to remove the thermally grown silicon 

dioxide and then was etched in the Secco etchant for 1 minute. The characterization tool 

was an optical microscope. The result is shown in Figure 5.7. 

IV. Experiment IV was a deep level transient spectroscopy (DLTS) study, which 

provided a direct evidence for PSIS gettering ability. The flow chart of experiment IV is 

shown in Figure 5.8: 

1. Introducing impurity-Au into silicon wafer: An approximately 0.1 Jlm gold thin 

film was sputtered onto the both sides of a boron-<ioped, (100) oriented, 5-8 ohm-cm, 

and Czochralski method grown silicon wafer. Then, the gold was driven into the silicon 

wafer at 900 C in a nitrogen environment for 2.5 hour. The residual gold films were 

removed by dipping into an etchant solution (HN03 : HCl = 1 : 3) for 1 minute. Then, a 

silicon carbide paper (grid 1200, Excel Tech. Inc.) was used to rub (damage) the front 

side of silicon wafer to facilitate porous silicon formation. 

2. Formation of PS on the backside of silicon wafer: The Au-dopped silicon wafer 

was anodized in an HF solution (25% HF, 50% C2HSOH, 25% H20) at a current density 

of 10 mNcm2. The anodization time was 10 minutes. 

3. Preoxidation gettering: Extrinsic gettering procedure was applied by annealing the 

sample in an argon environment at 900°C for 1.5 hours. Then, the PS layer was 
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Fig. 5.7 XBB 924-2987 
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. Figure 5.8 Experimental procedures for DLTS study 
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removed by mechanical grinding. 

4. Chemical polishing the front surface of silicon wafer: The front surface of the 

silicon wafer was chemically polished by being dipped in a silicon etching solution (HF : 

HN03 : CH3COOH = 3 : 5 : 3) for 10 seconds. 

5. Schottky barrier diodes formation:· To perform the DLTS study, Schottky barrier 

diodes were made by sputtering aluminum dots (about 1mm in diameter) on the front side 

of the silicon wafer. A copper foil with punched holes (about 1mm in diameter) was 

placed directly on the top of sample wafer as a mechanical mask. The diodes were tested 

to ensure they were Schottky barriers. If not, the diodes were removed and reproduced. 

6. DLTS measurements:· The DLTS spectra of both samples without and with PS 

patch on the backside are shown in Figure 5.9. 

5.3 Results and Discussion 

From Figure 5.3, it is seen that the density of stacking faults is much lower in the area 

where there is PS on the backside. So the PS can act as a gettering center to suppress the 

formation of OISF. Two possible mechanisms can be used to explain this result: 

(1) The PS acts as a gettering center for impurities: Maybe due to its very high 

specific surface areal 24(up to 600 m2/cm3) orland its larger lattice with respect to the bulk 

silicon substratel25, PS performs as an extrinsic gettering center for metal impurities. 

Once the concentration of ihe nucleation sites (metal precipitates) is reduced, the 

formation of the OISF is suppressed. It has been experimentally proven that the 

impurities prefer to segregate and precipitate at/near the silicon surface.126-132 The 

reason why the surface getters impurities is still unknown.l26 It may be related to the 

defect 

• The author gratefully acknowledge the assistance of Mr. Jeff Bailey in the DLTS measurements. 
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Figure 5.9 The DLTS measurements, (a) without PS gettering and (b) with PS gettering. 
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nature of the surface. The PS patch provides enormous surface area to getter impurities. 

The larger lattice of the PS with respect to the bulk silicon also gives two possible reasons 

why PS patch getters impurities: (a) the metal impurities prefer to stay in an area with 

larger lattice to reduce the strain energy, and (b) the metal impurities are gettered by the 

extended defects formed by the lattice mismatch between the PS and the bulk silicon, i.e., 

the PS gettering is just a kind of a thin film deposition gettering. Since the mismatch is 

very small (only 0.5%125), the latter explanation is unlikely. Figure 5.5(a) shows that 

there is almost no defect fomied at the interface of PS/Si. But the OPS patch might getter 

impurities through its extended defects formed at the interface of OPS/Si as shown in 

Figure 5.5(b). These defects are OISF and dislocations, which formed during the 

oxidation of PS. 

(2) The PS performs as a sink for silicon interstitials: The enormous surface area of 

PS provides an ideal sink for silicon interstitials, generated during silicon oxidation. The 

high diffusivity of silicon interstitial makes this gettering mechanism possible. For 

example, the diffusivity of the silicon interstitial is 2xlO-7 cm2/sec at 10OO°c.133 Then, 

the characteristic diffusion length for 1 hour diffusion time is about 270 fA.m, which is the 

same order of magnitude of the thickness of the silicon wafer. This mechanism is similar 

to the CI+ implantation to create vacancy to annihilate silicon interstitials resulting in the 

reduction of OISF.134 

The results of the experiment ill might be helpful to figure out which one is the 

operative mechanism. Figure 5.7 also shows the defect density is much smaller in the 

area where there was PS on the backside. Since the PS patch was removed before the 

oxidation, the low defect density is due to the preoxidation gettering of the once existed 

PS patch. Unfortunately, whether the defects are OISF can not be identified from Figure 

5.7. If those defects are OISF, then the role of PS is to getter metal impurities rather than 

silicon interstitials. Beacuse there was no PS patch to getter silicon interstitials during 

• 
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oxidation. IT the operative mechanism is to getter silicon interstitials, a high and uniform 

defect density should be observed across the whole area with or without PS patch on the 

backside of silicon wafer. 

The results of DLTS measurements can provide direct evidence for the gettering ability 

of PS. Figure 5.9(a) is the DLTS spectrum of a silicon sample without PS gettering. 

There are two groups of peaks: the right one is similar to the gold acceptor level 0.52 e V 

above the silicon valence band, the left one is unknown (0.47 eV above valence band, 

which is very close to the copper acceptor leveI145). This gold acceptor disappears in the 

silicon sample with PS gettering as shown in Figure 5.9(b), i.e., the Au is gettered. But 

the unknown set of peaks is still present. There are two possibilitfes: (1) The unknown 

impurity was introduced after the PS gettering step. The Schottky barrier diode formation 

step might be responsible for this contanmination, because this step had been repeated 

more than ten times before a usable Schottky diode was formed. For example, copper 

contamination might be introduced through direct contact with the mechanical mask, a 

copper foil with punched holes. This also explain why the unknown energy level is very 

similar to the copper acceptor level. (2) The PS patch can only getter gold. This is very 

unlikely and hard to find a theory to support it. 

Although it still far away to reach the conclusion of the gettering mechanism of PS, the 

above experimental results provide some evidence that the PS can act as a gettering center 

for metal impurities to reduce the density of OISF. 

Some of the extrinsic gettering techniques are not stable1, especially at high 

temperature. The damage and extended defects are annealed out and then can no longer 

trap the impurities. Polysilicon recrystallizes and results in the reduction of gettering 

efficiency.136 Although the heat treatment effect137 (pores coarsen at an elevated 

temperature) can reduce the specific surface area, the microstructure of PS can be 

stabilized through a low temperature (300°C) dry oxidation process as discussed in 
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Chapter 2. The PS patch performs as a reasonably stable extrinsic gettering center. From 

the cost point of view, PS gettering is also superior to others. The cost of the anodization 

process to form a PS patch is likely to be much less expensive than those of CVD 

(chemical vapor deposition) processes for thin film gettering techniques, that of ion 

implantation process, and that of laser processing. The drawbacks of the PS gettering 

technique might be: (1) PS has the potential to absorb impurities in the solution during 

any wet chemistry step, (2) Wafer warpagel44 might take place when PS is formed and 

becomes worse when PS is oxidized, (3) The PS patch must be formed before any IC 

processing step is performed. The other gettering techniques ( e.g., thin film deposition, 

phosphorus diffusion, ion implantation) can be introduced at any time provided the 

gettering temperature is not high enough to damage the existed pattern, and (4) There. 

might be some unknown damage on the front surface of silicon wafer (Le., the device 

active area) when PS patch is formed on the backside of the wafer. 

5.4 Summary 

Porous silicon can act as an extrinsic gettering center to suppress the formation of 

oxidation-induced stacking faults. This new technique may be more stable and less 

expensive than most of other existing extrinsic gettering ones. The possible mechanisms 

to suppress the formation of OISF are to getter the metal impurities to reduce the 

nucleation sites of OISF and to getter the silicon interstitials produced during oxidation. 

Some experimental results show that the former one might be the operative one but how 

the metal impurities are gettered by PS is still unclear. 

• 
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Chapter 6 Summary 

In this thesis the processing of porous silicon (PS) and its potential applications have 

been studied. The stability of a cylindrical void under the influence of surface energy is 

very important for PS processing. Once the zig-zag cylindrical pores of PS or oxidized 

PS (OPS) are unstable and breakup into rows of isolated spherical pores, the oxidation of 

PS and densification/nitridation of OPS become difficult. This is attributed to the 

difficulty of the transport of reactant gas (oxygen and ammonia for the oxidation of PS 

and nitridation of OPS, respectively) or trapped gas (for the densification of OPS). For 

viscous flow and evaporation/condensation as the transport mechanisms for the 

disintegration processes, a first order analysis (an infinitesimal sinusoidal perturbation 

introduced on the surface of the void) of the stability of cylindrical voids (and cylinders) 

has been given and summarized in Table 21. The analysis shows that whenever the 

perturbation wavelength is larger than 2m"O (ro is the initial radius of cylindrical void or 

cylinder), disintegration occurs. In the case of viscous flow, the longer the perturbation 

wavelength is, the more unstable the cylindrical void is. This theoretical predication has 

been examined experimentally by heat treatment of artificial pores inside glass wafers. 

The experimental results show that tlie pores disintegrate at a quite broad distribution of 

wavelengths (7 - 7Oro) but most of the pores break up at a wavelength of about 10 - 15 

roo The possible reasons why there appears to be a range of preferential breakup 

wavelengths (10 - 15 ro) are: the theoretical consideration is only a first order 

approximation and the artificial pores are not infinitely long. No preferential breakup 

occurs at the bending point (the bending angle is 150) for zig-zag artificial pores. 

According to these theoretical and expetimental stability studies, the pores of OPS after 

breakup are expected to be very large (tenths of micrometer), compared to the initial pore 
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size (tens of angstroms), which has been confirmed experimentally. This pore size 

enlargement increases the adverse effect of the trapped gas for the OPS densification. 

Rapid thermal processing provides an alternative to the processing of PS. Due to the 

enhancement of oxidation rate by the photoeffect of rapid thermal oxidation (RTO), 

reactive nature of PS, and only a very thin silicon pore wall (hundreds of angstroms) to 

be oxidized, the oxidation time is so short that the PS is fully oxidized before the heat 

treatment effect becomes serious. This has been confumed by the characterization results 

of transmission electron microscopy (fEM), energy dispersive spectroscopy (EDS), and 

electron spectroscopy for chemical analysis (ESCA). Also, The rapid thermal nitridation 

of OPS in ammonia really ·enhances the resistance to hydrofluoric acid (HF). But the 

etching rate in a buffered HF solution is still higher than that of a fully densified OPS 

because the nitridized OPS is still porous. 

The densification rate of OPS is greatly enhanced in a wet ambient. Although the 

trapped gas effect in the OPS densification is not as significant as that in the alumina 

denSification, wet He (He bubbled through water) is still recommended as the 

densification ambient. 

PS can act as an extrinsic gettering center to suppress the formation of oxidation

induced stacking faults (OISF). This new technique may be more stable and less 

expensive than most of other exisiing extrinsic gettering methods. The possible 

mechanisms to suppress the formation of OISF are to getter the metal impurities to reduce 

the nucleation sites of OISF, and to getter the silicon interstitials produced during 

oxidation. Some experimental results suggest that the former one might be the operative 

one but how the metal impurities are gettered by PS is still unclear. 

The following future extensions to this study are suggested: 

(1) Stability study: Computer simulation is· recommended to study the stability of 

cylinders or cylindrical voids to relax the limitation of the first-order analysis. 

.... 
• J 
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Experimentally, find the bending angle of the artificial pore, which has a preferential 

breakup at the bending point, then compare it with the common bending angle of pores of 

the real OPS. This information will be helpful to predict the pore breakup of OPS. 

(2) RTO of PS: Create a silicon on oxidized porous silicon (SOPS) structure and examine 

the lateral size limitation on the epi-silicon island by using the RTO process. 

(3) Densification of OPS: The detailed evolution of porosity during densification is very 

informative and can be obtained by using a light scattering technique1 or ellipsometer. 

The former method employs a He-Ne laser to beam into the sample and the light 

scattering perpendicular to the laser beam is detected. This scattered light provides the 

information of pore size and density. The latter employs an ellipsometer to measure the 

refractive index of the sample and then applies the effective medium theory2.3 to calculate 

the porosity of the sample. Besides the pore size from TEM study, the quality of the OPS 

can be characterized by measuring its breakdown voltage and dielectric constant. 

(4) Gettering: The deep level transient spectroscopy work should be repeated. The 

surface photovoltage technique (SPV) can be used to measure the average diffusion 

length of carriers, which is related to the metal impurity concentration. This information 

will be very helpful to figure out the role of PS in the suppression of OISF. A test device 

on a silicon wafer with PS patch on the backside should be produced and tested to ensure 

that the PS gettering process doeS not induce any adverse effect on the device 

performance. 
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Appendix: Derivation of Densification Rate with a Stable Cylindrical Pore 

The following assumptions are made: 

(1) quasi-steady state; 

(2) gravitational and inertial effects may be neglected; 

(3) the cylindrical pore shape is stable; 

(4) physical properties are constant 
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Then, the suitable equations to describe the viscous flow of the densification process 

are 

~[l. o(ru)] = 0 
or r or] (1) 

(2) 

where the circumferential components disappear because of cylindrical symmetry, u and 

w are the velocities in rand z directions, respectively. 

With continuity equation 

1 0 ow --(ru)+-=O 
r or OZ 

and boundary conditions 

u = 0 forr = r2 and w = 0 for z = 0 

,) 
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The equations (1) and (2) can be solved: 

u = cr - cti and w = -2cz 
r 

where c is a constant. 

The average rate of dissipation energy for unit volume of silica is 

1(au)2 (:\2 (aw)2 J Ev = 2 - + llL, +-ar ave rave az av 

where IJ. is the viscosity and 

au 2 1 au 2 
- =- - 2m'dr 1

12 

(arL v • (arl 

(U:\2 = 1-.112 (ll\22mdr 
rJavc V rJ 

11 

(aw)2 _ 4c2 
az ave 

Equations (3)-(5) lead to 

Ul (u for r = rl) is equal to: 
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(3) 

(4) 

(Sa) 

(5b) 

(5c) 

(5d) 

(6) 
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then the By can be expressed as 

(7) 

Since the aspect ratio is very large, the surface energy changes on the top and bottom 

of silica tube can be neglected. The rate of total surface energy reduction per unit volume 

of silica is 

(8) 

The :By is assumed to be equal to - Es, then the Ul can be obtained: 

Ul = arl = _ y(2tl) (~ + if) 
at (~+ 3rt) 

where rIO is the initial pore radius and t is the densification time. 
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