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_ by
Stephen Edmund Bradforth

Abstract

The transition st;,ate region of a neutral bimolecular reaction may be
expeﬁméntally investigated by photoelectron spectroscopy of an appropriate negative
ion. The photoelectron spectrum provides information on the spectroscopy and
dynamics of the short lived transition state and may be used to develop model
potential energy surfaces that are- semi-quantitativé in this important region.

' The principles of bound — bound negative ion photoelectron spectroscopy are
illustrated by way of an example: a full analysis of the photoelectron bands of CN-,
NCO~ and NCS-. 'I-‘ransitbn state photoelectron spectra are presented fo_r the
following systems Br + HI, Cl + HI, F + HI, F + CH,0H, F + C,H,OH,F + OH and F
+ H,. A time dependent framework for the simulation and interpretation of the bound
— free transition state photoelectron spectra is subsequently developed and applied
to the hydrogen transfer reactions Br + HI, F + OH — OCP, 'D) + HF and F + H.,.
The theoretical approach for the simulations is a fully quantum-mechanical wave
packet propagation on a collinear model reaction potential surface. The connection
" between the wavepacket time evolution and the photoelectron spectrum is given by
the time autocorrelation function. For the benchmark F + H, system, comparisons

-

with three-dimensional quantum calculations are made.
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Each system investigated also reveals information on electronically excited
potential energy surfaces in addition to the ground reaction surface. Transitions to
different electronic surfaces may be ’distinguished and assigned by photoelectron
anisotropy measﬁrements. Upper potential energy surfaces are evaluated for the
excited state interactions correlating to O('D) + HF and F(*P,,) + H, with reference

to the OHF~ and FH, ™ experimental photoelectron spectra.
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Chapter 1. Introduction

1. Spéctroscopy of the Transition State

The fundamental question we wish to address in this research is the detailed
description of a chemical reaction, and, in particular, of the chemical transition state.
"~ We undertake this from a microscopic, or molecular, viewpoint trying to uncover the
forces and interactions expérienced by | the individual atoms involved in the
transformation from reactants to products. Thié research builds upon the wealth of
work in thé field of reaction dynamics, and is essentially a pursuit qf a. complete
understanding of chemical mechanism.’

The key to the description of a chemical reaction lies in the transition state.
For a bimolecular reaction, e.g. A + HB — AH + B, this is where bonds are forming
and being broken at the same time: [A_..H..B]1E . This was recognized by Arrhenius and
elaborated by Eyring; it has been the linchpin to many theories of chemical reactivity.
The transition state is the geometrical configuration of the reaction partners where
there is a bottleneck on the free energy surface describing the reaction. Therefore, the
intermolecular forces at play at or around the fransition state are the most important
in the dynamics of the reactive encounter.

The goal of reaction dynamics is then to characterize precisely the potential
energy surface(s) governing a reaction particularly in the region of the transition
state. This should, in turn, lead to a complete understanding of the electronic
interactions determining the microscopic mechanism for branching and energy
disposal in a reaction. Unfortunately, the transition state is the hardest part of the

potential energy surface to characterize because of its very nature as an extremely
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short lived transient. A kinetics experiment, which determines the reaction rate as
a function of température, provides some information in this respect: the derived
activation energy gives a crude estimate of the barriér height at 'the transitioﬁ state.
However, much more discriminating experiments are required to uncover quantitative
information ébout the potential energy surfaée. |

This thesis describes the application of photoelectron spectroscopy of negative
ions to the investigation of the transitioﬁ state in a chemical reaction. By using
appropriate negative ions as precursofs for our experiment we havé developed a
technique that is a direct spectroscopic probe which is uniquely sensitive to this
extreinely short lived reaction transient species. Thus this work is termed, along with
others in a new generation of reaétion dynamics experiments, "transition state
spectroscopy".%?

The chemical reactions for which this technique proves useful are the so-called
"elementary” bimolecular reactions - those normally associated with the simplest
individual steps in a che_inica‘l process. As such, these are ubiquitdus in chemistry,
but their study is particularly important in atmospheric and combustion processes.
Historically, these reactions have been experimentally investigated in the gas phase
by measuring energy disposal and/or angular distributions among the réaction
products with various degrees of control over reactant initial conditions. * 5 ¢
Under- single collision conditions these experiments can provide fairly detailed
- evidence for the shapes of the potential surfaces in-the interaction region. However,
their handle on the dynamics is firmly connected to the aéymptotic distribution of

products. More ambitious scattering experiments where rovibrational state resolved

differential cross sections are measured, either in crossed beam instruments,’ or via
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laser based vector correlation methods,? ‘will provide more rigorous tests of the
poténtial energy surfaces through compaﬁsoﬁs with quantum scattering calculations.
Van der Waals cluster initiated reactions have more recently introduced a new flavor

to full collision dynamics experiments,” '

as have aligned and oriented molecular
beam exper.iments.11

The results of these experiments provide different and complementary pieces
of information about the important transition stat,e_region for the reaction. Although
the differential cross sections and detailed microscopic state-to-state cross sections are
sensitive to the entire reaction potentiai surface, there is not a straightforward or
intuitive connection between the data and the potential at the transition state. In
contrast, our technique, being a half collision rather than a full collision experiment,
probes the transition state region directly. By preparing a negative ion, AHB™, which
is geometrically similar to the supposed neutral transition state structure [AHB}, and
removing an electron from the ion, we >access the transition state region of the
potential energy surface describing the reaction A + HB — AH + B. The electron
energy spectrum is a probe of the quantum states at the traﬂsition state rather than
a mapping onto the asymptotic product states.

As we shall see, photoelectron spectfoscopy provides an experime'nta.ll route .
from which the spectrum of an internally cold, mass-selected species yields detailed
information on the ground state dynamics of a neutral reaction. The experiment is
described in Chapter 2. Mass selection is an important feature of our experiment as
we can be sure that there is no background signai due to other chemical pathways;
such secondary reactions often make the results of full collision experiments hard to

interpret. In addition, because the anion precursor is rotationally cold, the dynamics -
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of the half collision are restricted to only a few angular momentum states. This
facilitates comparison with theory.

In many respécts our half collision technique is conceptually similar to
molecular beam photodissociation experiments, particularly those that monitor the
photodissociation cross section as a function of excitation wavelength (action
spectroscopy).™ ¥ However, these latter experiments normally measure the
photodisspciation cross section by detec_:ting pfoducts. The closest analog to our
experimental "transition staté" specti'um is the absorption spectrum of a molecule to
a dissociative upper state, such as fhe first absorption band of H,0.'* Such
absoi'ption experiments have not, to date, been recorded in a molecular beam
environment. The use of negative ions as precursors in our experiments is important
as this half collision technique is directly applicable to reactions that normally occur
via bimoleculaf_ gas phase collisions (i.e. thermal rather than photochemical
processes), in contrast to photodissociation studies on ne;trals-.» Thus half collision
data (the negative ion phofoelectron spectrum) and complementar'yv full collision
kinetic, cross-beam, and product state data may bé compared for a single reaction
1 system. This allows, for the first time, something of a full picture for a bimolecular
reaction to emerge. Many of the advantages of negafive ion transition state
speétroscopy as a probe of the chemical transition state are detailed in a recent review
paper.**

Although transition state dissociation occurs on a femtosecond time scale, the
activated complex can vibrate one or more times before complete fragmentation: it is
this motion that leads to structure in the observed photoeieétron speptrum. In some

special circumstances long lived states, called scattering resonances, which live for
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many tens of vibrational periods, may be observed in the photoelectron spectrum.
Zewail has pioneered efforts to observe the femtosecond dynamics of the transition
state in real time using femtosecond lasers.”® The clocking of the dissociation
dynamics by an internal vibration, however, suggests a time domain analysis of our
photoelectron spectra, and we have indeed pursued this route for an alternate

understanding of the information revealed in the photoelectron spéctra.

2. KPrixvlciples of Photoelectron Spectroscopy

Photoelectron spectroscopy is a well .developed branch of molecular
spectroscopy. The interaction of light with a molecule to form a molecular ion and an
electron (photoionizatién) is the\most cbmmoh form of photoelectron spectroscopy. If
the precursor is instead a negative ion, the process is termed photodetachmeht and
a neutral molecule and an electron result. Negative ion photoelectfon svpectroscopy,~
developed in the last 20 years and made possible by fhe appearance of high pdwér

visible and UV lasers, can be represented as follows:

M @'V + kv ~ M@,V)+e(E). 1)
hv is the photon energy, and is constant in this experiment, i.e. the light source has
a fixed wavelength. E,, the kinetic energy 6f the eleptrons resulting from
photodetachment, is the experimental ob_servable. n”, v”, n” and v’ describe the
electronic and vibrational states of the anion and neutral molecule respectively. By

the relationship



E = hv - EA(M) - E'('v)) + E"("¥") _ (2)
the observed elect_;ron kinetic energy distribution, I(E,), may be associated with the
internal energies, vibrational and electronic, of the ﬁegative ion and neutral. As the
energy resolution of current electron detection systems (~ 5 - 10 meV, that is ~40-
80 cm™) is inadequate to resolve the rotational spacings of most molecules, the
rotational state labels are omitted and we shall seldom concern ourselves with the
rotational behévior of the ion or neutral.

| In our emeﬁﬁents, the negative ions are formed in a free jet expansion. This
means that they are created with a restricted range of internal energies; typically the
vast majority of the ions are present in their ground vibrational and electronic state.
Hence, E” in equation (2) is usually zero. Therefore, the photoelecfron spectrum I(E,)
is a direct measure of the énergy levels of the neutral species M. The peaks in the
spectrum at highest electron kinetic energy correépond to transitions to neutral
states with lowest internal energy.
If we consider the distribution of electrons in a molecule in- terms of a
: ﬁolecdar orbital model, then Equation (1) implies the removal of an electron from a
single molecular orbital. This "one-electron” picture is often used in photoelectron
spectroscopy and characterizes the only electronic selection rule: any transition
between ion and neutral is allowed that éccurs by removal of an electron fz;om a single
orbital without rearrémgeineht of the electron occupation of the other orbitals. If
several electronic states of the neutral are accessible energetically from the anion with
the photon energy employed, those thét are related to the anion electronic

configuration by a one-electron process will be seen in the photoelectron spectrum.
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The photoelectron ‘process for a di'.atomic negative ion 1is illustrated
schematically in Figure 1-1. The potential energy curve for the anion and for the
ground and first excited states of the neutral are shown. The expected photoelectron
spectrum is shown on the right hand side. The spectrum shows two bands due to the
two electronic statés of the neutral; éach band exhibits a vibrational progression. The
spacings of peaks in the spectrurﬁ directly yields the séparations of eigenstatés in the
neutral. The length of the progression and the exact intensities of the peaks in each .
band are governed by the Franck Condon Principle. This principlé states thét
electronic transitions are fast compared to nuclear motion;® for example, a
photoelectron departs if,s parent ﬁegative ioﬁ in ~ 10" s. Therefore, the neutral is
born on th‘e'uppér statevpotehtial surface in the éonﬁguration of the precursor anion. |
Quantum mechanically speaking the resulting distribution. of neutral states is given
by the projection of the anion wave function y” over the neutral vibrational wave
functions y”.!'” The intensities are given by the so called Franck Condon Factors

(FCFs)
| FCFOv'=v") = (!, |4/ ? O ®

Therefore, if the anion and neutral have very different equilibrium geometﬁes, there
is a correspondingiy long vibrational progression in the photoelectron spectrum, and !
vice versa. The theoretical evaluation of the Franck Condon factor, for the purposes |
of simulatihg\the photoelectron spectra, is discussed in-detail in Chapter 4.

The above description and schematic pertains to case where the upper neutral

state has a bound potential. Chapter 3, which reports the photoelectron spectra of
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CN-, NCO~ and NCS-, provides a complete example of this bound — bound

. spectroscopy and showﬁ the straightforward generalization of the above rules to
polyatomics. This chapter lays much of the groundwork and language for the more
complex transitioﬁ state spectroscopy results that follows. The bound — free
formalism required to describe the transition state experiments is detailed in |

Chapter 4.

3. Relationship of thé photoel_ectro'n spectrum to short time chemical
dynamics.

An alternative picture for the interpretatibn of a photoelectron spectrum is to
consider the relationship between spectral structure and the short time dynamics of
the neutral species formed by photodetachment.® A simple Fourier transformation
relates the photoelectron spectrum, I(E,), with the time autocorrelation function, C(t).
C(t) describes the time evolution of a wave packet prepared on the neutral potential
surface.’® The time resolution of the autocorrelation function constructed iﬁ this way
is given by the overall spectral bandwidth. Likewise, the window in time allowed
from Fourier transformation of the experimental spectrum depends on the
instrumental energy resolution. Assurﬁing a typical bandwidth of 1 - 2 eV and the
energy resolution of our spectrometer (ca. 10 meV), the autocbrrelation function could
be constructed with a time reéolution of 0.5 fs for a Lorentzian time window with a
half-width at half-maximum (HWHM) of 66 femtoseconds.

This time dependent picture is developed in Chapter 4, where a derivation of
the photoelectron spectrum couched in the time-dependent formulation is also given.

We will, in the main, use the connection between the time dynamics, expressed by



the structure in the transition state photoelectron spectra. Once qualitatively
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C(t), and the spectrum in the opposite sense, i.e. wave packet propagation will be used
to theofetically simulate the dissociation dynamics» of the transition state species, and
the Fourier transformation of the calculated ‘autocorrelation is compared with the
experimental photoelectron spectrum. The quantum wave packet method .is also
described in Chapter 4. | |

The theoretical simulations will prove invaluable in assigning and interpreting

assigned, we may modify the potential energy surfa;e on which the wave packet
propagation takes place, to try and improve the fit between theoretical simulatioﬁ and
experiment. In most cases ab initio calculatior;s to estimate the properties of the
anion are necessary as a precursor to the dynamiés simulation because data of-
spectroscopic quality is scarce for negative ions. This, unfortunately, limits the extent
to which the neutral reaction surface may be fit from the experimental spectrum and

the simulation process.

4. Photoelectron Angular Distribution

The photoelectron departing the neutral molecule carries with it a well defined, , |
quantized, angular momentum. For atomic anion photoelectron spectroscopy the
angular momentum of the leaving electron is restricted by selection rules relating to
the orbital angular momentum of the parent ion and detached neutral. The nature
of the allowed angular momentum states of the departing electron, and their mutual
interference, along with the polarization of the detachment laser, determines the
angular distribution of electrons in the laboratory frame. If the electron leaves the

neutral complex as an "s-wave" (1 = 0) only, as for the threshold photodetachment of
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an electron from a p atomic orbital of a halide ion, the angular distribution is
isotropic.?’ For all other waves, and for a superposition of various waves, the
distribution * of electrons is anisotropic. To first order, the diffe_rexitial

photodetachment cross section is given by

Ao _ w1 a03.0c20-1 @)
e = 2 (1+BCeos’-1))

where ©,,, is the vtotal photodetachment cross section and B is the asymmetry
parameter (-(1<f<2, B= 0 implies an isotropic distributior;) and is a function of
electron kinetic energy. dQ is the solid angle subtended by an imaginary infinitesimal
detector and 6 is the angle the detector position vector makes with the laser
polarization axis. Notice that the effect of the asymmetry parameter is removed if the
direction of electron collection is chosen to be at the "magic angle”, 6 = 54.7°.

For molec'ular photoelectron spectroscopy, B parameters are often hard to
rigorously relate to the symmetry of the molecular orbital in the ion from which the

electron was removed?* However, qualitative information is available from

' polarization measurements. Although B may vary weakly over a vibrational

progression in transitions to a single electronic state of the neutral, transitions to

‘different electronic states of the neutral are expected to have quite different B values,
particularly if the neutral states arise by the removal of an electron from molecular
orbitals of different symmetry in the anion. Therefore it is often useful, particularly

in cases where the spectrum has overlapping electronic bands, to record photoelectron

spectra at both extreme laser polarizations (8 = 0° and 6 = 90°) to facilitate

assignment of peaks to the different states. The actual value of B for a photoelectron
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reaction, where to some extent the energy release for the reaction is decided.
Photodetachment of FH,™, on the other hand, lands to the entrance valley side of a
very early barrier, and finally OHF ~ has an anion geometry which coincides with the
anticipated saddle point geometry. |
In all cases,l the étructure in the phbtoelectron spectra contains _infoﬁnation
about the ground reaction potential energy surface in the vicinity of the transition
state, or equivalently the femtosecond dynamics of the transition state complex. In
each of the three chapters we make strong connections with theoretical simulations
and explore possible electronically excited Born-Oppenheimer surfaces that may also
contribute to the spectra. The assignment of spectral features to these excited

electronic surfaces is supported by photoelectron anisotropy measurements.

6. The Future
The extension of the technique to reaction systems with much higher molecular |

complexity, e.g. F + ROH, and the success of transition state studies in solvated

‘complexes® is very encouraging. This represents a significant new avenue for

exploration. Diatom-diatom reactions remain an important target, especially as these
present a challenge to full quantum scattering theory. For the more esoteric goal of
using our spectroscopic technique to quantitatively determine a reaction’s potential
energy surface, much new work ;-émains to be done but is a;hievable.

" The .negative ions, which f)rovide such a useful springboard to learning about
the neutral reaction, need to be much more quantitatively characterized. Although
ab initio calculations can proﬁde helpful estimates of their proﬁerties, full

spectroscopic investigation of their equilibrium geoinetries, vibrational energy levels
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band can often be useful in adding weight to the assignment of that band to a

particular electronic state.®’ This is explored in Appendix A.

5. Transition state spectroscopy by negative ion photodetachment

The remaining chapters of this thesis demonstrate the application of negative
ion photodetachment as a transitidn state spectroscopy fof a number of reaction
systems. All are hydrogen transfer reactions of the type A + HB —» AH + B. This is,
however, a very important class of reaction systems,’ in terms of both fundamental
reaction dynamics interest and in applications such as chemical lasers and

atmospheric processes. Chapter 5 reports the photoelectron spectra of FHI™, CIHI~

and BrHI~ and describes their relationship to the Bimolecular reactions X + HI - HX

+ I (X =F, C], Br). In Chapter 6 the series of feactions F+ OH -> HF + O, F + CH,OH
— HF + CH,0 and F + C,H,0H — HF + C,H.O are investigated. Finally, in Chapter
7 the benchmark: F + H, reaction is studied by transition state spectroscopy of FH,™.

The sysfcems featured in the three chapters turn out to illustrate three
experimental scenarios. Photodetachment of BrHI-, OHF~ and FH,~ accesses
different parts of their respective ground neutral reaction surface. This is shown
pictorially in Figure 1-2. Let us divide up the transition state (or interaction) region
of the potential surface describing a direct reaction arbitrarily into three parts: the
saddle and the entrance and exit valleys to either side of the saddle. The latter are
not, however, the same as the asymptotic reactant or product regions. Further, we
adopt the usual chemical dynamicé convention and talk about a reaction proceeding
from reactants (entrance) to products (exit) in the exothermic direction. In this

language, we see that BrHI~ photodetachment probes the exit valley for the Br + HI
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and dissociation energies is urgently required. Using this information, experiments
that control the region of the neutral potential energy surface probed in the anion

photodetachment can be devised. In much the same way as collision based |

the reactive collision dynamics,® so may we vibrationally pump the anion prior to |

photodetachment to choose the part of the reaction transition state region we wish to

learn about. This is not unlike Crim’s photodissociation excitation spectroscopy from
O-H overtone pumped H,0.%#

Figure 1-3 shows this selectivity with a schematic of such an experiment using
the negative ion BrHI™ as an example. The vibrationally excited ion hfas
substantially better overlap (lightly shadéd) with the saddle point than the ground
state ion (darker shading). Vibrational excitation of a single quantum in this
hydrogenv stretching mode v, requires around 920 cm™” of energy to be resbnantly
deposited in the ion.? Two possible optical excitation schemes to achieve this are
shown in the lower half of Figure 1-3. Tunable infrared sources of rédiation, required
for scheme (1), in this range are few: difference frequeﬁcy mixing of visible light in
non-linear media or line tunable CO, lasers are possibilities. Free-electron lasers,
which can provide tunable, high power, 1 cm™ bandwidth radiation in this region look
particulaﬂy suitable,-and if such a source becomes available® this may well be the
optimal photon source. Another attractive possibility is stiinulated Raman pumping,
as shownv in scheme (ii), -using two visible photons. from a YAG/ dye of YAG/
Ti:sapphire laser system.*

The results of such an experiment are simulated in the closing section of

Chapter 5. The simulations indicate that the restriction imposed by the anion
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equilibrium geometry may be lifted by the proposed vibrational pumping scheme.
Preliminary experiments to investigate the feasibility of such an approach have
demonstrated that a line tunable CO, laser, despite its high ﬂlience, is inappropriate
for two reasons. It is not continuously tunable and the linewidth is too narrow to
move a large population of rotational _substates; Prior to a new effort in this direction,
the exact gas phase anion fundamental frequency needs to be detérmined.

It is perhaps evident that speétroscopic approaches to the characterization of
reaction transieixt species are becoming incréasingly important in the experiinental
~ armory of the reaction dynamics field. The recent introduction of commercially
available femtosecond laser systems will surely bring an explosion of time-domain

15,27 The advance of

measui'éments of reaction transients in the gas phase.
‘theoretical methods to describé thev quantum dynamics of a reaction, and the
development of electronic structure methods that are accurate enough fo 'compute
reaction potentiai energy surfaces to chemical accuracy, are driven by the quality of
experimental information available. Transition state spectroscopy experiments can

provide the sort of high quality data on the part of a chemical transformation that

is most important in this respect.
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Figure Captions for Chapter 1.

Figure 1-1.

Figure 1-2.

Figure 1-3.

Schematic of !the ‘photodetachvment ‘process for a diatomic negative ion.
The photoelectron spectrum expected for the hypothetical potential
energy curves is shown on the right hand side of the Figure.
Photodetachment of the anions (a) BrHI-, (b) OHF~ and (c¢) FH,~
access different regions on their respective neﬁtral surface. Contours
of the neutral potential and the approximate extent of the Franck
Condon region (shaded) are shown. The region probed is, in all three
cases, in the three atom interaction fegion of the potential energy
surface, however each case is‘ sensitive to a different segmeﬁt of the
transition state region. Assumptions for anion and neutral potential
surfaces for each system detailed in chapters 5, 6 and 7.

Schematic of a vibrationally-pumped photodetachment experiment.
(Top) BrHI~ anion and Br + HI — HBr + I neutral potential curves
along an idealized reaction coordinate. The anion v; = 0 and v, = 1
wave functions are showp, and the upward shaded regions indicate the
section of neutral reaction curve detachment from each vibrational state
would access. (Bottom) Excitation schemes with anion levels shown in
solid lines and detachment continuum shaded; (i) direct infra-red
excitation of negative ion with tunable IR laser, (i) stimulated Raman
pumping of negative ion with two-color scheme where hv, is "pump” and

hv, "Stokes" laser.
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Chapter 2. Experimental: modifications and improvements to the negative

ion photoelectron spectrometer‘

The experimental apparatus employed for all work presented in this thesis, a
pulsed time-of-fli ght- negative ion photoelectron spéctrometer, was constructed By Theo
Kifsopoulos, Ricardo Metz, Alex Weaver and Dan Neumark in 1986-7. The machine
is described in detail in the Ph. D. thesis of Alex Weaver.! The computer prdgram
used to control the apparatus and to perfprm some of the data manipulation is
likewise described in the thesis of Ricardo Metz.? A brief description of the apparatus
appears here and also in each of chapters 3, 5, 6 and 7 with emphasis on the
particular features important to those individual studies.

In this chapter, I will describe in detail the major modifications to i:he
apparatus hardware and enhancements to the data collection program, that have been

made in the last few years. A full description of the calibration and background

- subtraction procedures applied to the raw data is given. As these two processes are

routinely applied as a first step in analyzing virtually all data recorded on the
photoelectron spectrometer, it seems appropriate to detail their correct usage.

The apparatus is a dual time-of-flight spectrometer. Ions are created in a free-
jet/ electron impact source of Johnson and Lineberger design.® The ion for study is
selected in a Wiley-McLare_n type mass spectrometer,’ and the electrons liberatéd
from the ion on irradiatibn with the photodetachment laser are energy analyzed by
time-of-flight. A schematic of the experimental apparatus is shown in Figure 2-1. The
experiment relies heavily on the advances in negative ion sources in recent years. The

source region is shown on the left hand side. A pulsed molecular beam valve (1)
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introduces the reagent gases into the source chamber. A free jet expansion ensues
which, when crossed by a fast electrén_ beam (2), generates cold molecular ions
suitable for spectroscopic study. The ion source is described in greater detail in
section 1.2. The negative ions produced in the free jet are injected into a time-of;ﬂight
mass spectrometer (3) which separates them into paékets according to their mass.
The ion signal can be monitored at the microchannel plate detector (4). The timing
of a pulsed fixed-frequency laser, which intersects the ion beam at (5), is chosen so
that only the ion packet corresponding to the mas.s of interest is photodetached. The
resulting neutrals can also be monitored at the detector (4) when a retardation field
is applied to the front of the detector to block undetached ions.

The polarization of the laser radiation is varied by means of a half wave plate.

The angle between the electric vector of the radiation field and the direction of

electron detection, denoted by 6, may therefore be controlled. Photodetachment

produces electrons that travel away from the center of mass over all 4n steradians.
Only electrons that are released into the small solid angle subtended by the éleétron'
detector (6) at the end of a 1 meter flight tube are detected. The energy of each
electron is determined by its flight time in the field-free flight tube (6). The resultant
electron energy distribution gives information about the vibrational eigenstates, or

scattering states, of the neutral.

1. Enhancements to the apparatus
1.1 Electrbn Detection
A simple but significant improvement to the apparatus was the installation,

in July 1991, of a new electron detector with a set of larger diameter microchannel

e
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plates (at position (6) on Figure 2-1). The eriginal 40 mm diameter plates (the quoted
diameter refers to plate active area) were replaced by two new 75 mm diameter plates
(Galileo), and a new detector mount was constructed. The channel plates are, as
usual,.mounted in chevron conﬁgﬁration. An identical circuit to that used previously
is employed to bias each of the detector elements.! The electron collection efficiency
is improved by a factor of ~ 3.5 because of the increased solid angle subtended by the
electron detector at the laser interaction region. Now about 0.04% of the total
photoelectrons are collected yielding a three- to four-fold signal-to-noise improvement
in the photoelectron spectra. One would expect. a small degradation in the electron
energy resolution >because of this change; there is now a greater uncertainty in the
lab to center-of-mass correction term (see section ‘2.1 below) for the electron energy
due to the increased acceptance angle of the detector® Calculations indicate an
expected resolution of 11 - 12 meV for a 0.65 eV electron, photodetached from I-, Wlth
this new detector. Indeed, we experimentally observe the peak width of the ICP,,) «
I~ transition in the 266 nm photoelectron spectrum of I, which occurs at this electron
kinetic energy, broadens from 8 - 9 meV with the 40 mm plates to 12 - 13 meV with
the new plates. | | | |

Despite the increased electron collection efficiency, the background electron
signal, which is due to electrons released from ﬁetal surfaces in the detector chamber
by scattered light, has been reduced. This has been achieved by new laser baffles, to
, 'reduce the amount of scattered light, and a realignment of the electron baffles
(marked (7) on Figure 2-1) in the electron flight tube,’ which block man& of the

background electrons. Together, the improvements to the detector and to the baffling
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have increased the signal-to-background ratio for 213 nm photoelectroﬁ spectra by a
factor of four. |

These signal collection improvements make a significant diﬁerehce to the
experiment in several ways. Clearly, it takes less time to accumulate spectra of
comparable quality to earliér work, but also it allows spectra to be recorded for
systems that were impossible before the charige. For example, spectra can now be
recorded for systems at both parallel and perpendicular polarizations of the laser,
where collecting data on one of the polarizations may have been impossible earlier due
to very low signal. This is demoﬁst;'ated in results presented by way of postscripts to
chapters 5 and 6, and in all the new data in chapter 7. The most persuasive
demonstration of the power of a "factor of four” is the recent successful observation of
resonances in the 213 nm photoelectron spectrum of CIHCI-,® which had eluded us

in many previous attempts!’

12 Ion Source

The operation of our ion source is described in Weaver’s thesis.’ Synthesis of
a large variety of negative ions has been achieved in this source. The modifications
to our basic source, necessary to make various ions, and some of the more
unconventional modes of operation of the source, are described below. For example,
a small mixing chamber can be added to the front of the main pulsed valve for the
purpose of mixing a secondary gas into the expansion. A more complicated version
of this arrangem‘ent involves two pulsed valves. Toimprove the cooling and clustering

properties of the pulsed expansion, a piezo-electric valve has been incorporated into
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our source. An important piéce of diagnostic equipment for this work is-the Fast Ion
Gauge® (FIG) for testing the gas pulses from each valve arrangenient.

The tw_ivo main components of the source are the. pulsed valve, or the device that
introduces the gaseous sample into the vacuum system, and the electron beam that
crosses the free jet and induces various fragmentation, ionization and electron capture
events which in turn generate the desired negative ions. The continuous electron
beam, plfoduced from an electron gun of a Tektronix scope, is easy to nianipulate;
consequently this component of our source is seldom altered. The pulsed valve in
contrast has seen numerous changes. The ’basic’ arrangement is a small pulsed
commerciél solenoid valve, a General Valve Series 9 (General Valve Corporation,
Fairfield N.J.), which ié backed by 2 - 5‘atmospheres of a dilute gas mixture. The
operation of this valve and the pulsing circuits used to drive it are described in detail
elsewhere.’® Synthesis of many of the negative ions deséribed in this thesis have
been achieved with this basic arrangement.

Often, é precursor required‘ as a reagent in the jet exists in the liquid state
under standard conditions. If the liquid is volatile at room temperature, the liquid
may be entrained into a carrier gas by bubbling the carrier through the liqujd and
then pulsed successfully into the vacuum chamber. All valves will seize up after a
period of time in this mode of operation , and need some serious maintenance work.
An advantage of the simple solenoid valve, over a more advanced valve like'the piezo-
electric valQe, is the General valve has only a few internal parts, which may be
cleaned, or if necessary, cheaply replaced in a few minutes. Moreover, it is often hard
to get sufficient liquid entrained into the carrier gas, i.e the liquid does not have a

sufficiently large vapor pressure at room temperatufe. The General Valve is robust
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enough that the liquid sample may be physically dropped into the body of the valve,

while it is hangin.t,’r in vacuum, and then the valve pulsed a few times to flow some of
the liquid over i;he surfaces inside the val§e. Once this initial cycling has been
completed, a fairly stable beaﬁl of the précursor, entrained in tl;e carrier at much
higher density, can be achieved. This ’short cut’ has been employed for the liquids
benzyl isocyanate, benzyl thioisocyanate, formic acid and mefhanol to prepare the ions
NCO-, NCS-, HCO,™ and CH,0H. F~ respectively.

' Furthér e;:perimentation with pulsed nozzle design however has been
necessitated by the quest for other negative .ion.s. A common requirement is for two
different reagent gases to be present in an expansion in order to perform the desired
ion-molecule chemistry in the electron beam interaction region. One gas may be
required to produce the seed ion, say N,O to produce O~, and the second as the target
molecule for reaction or clustering, e.g. methane or hydrogen for the processes O~ +
CH, » OH™ + CH; or O~ + H, - O~ (H,). In many cases, the two gases can be
premixed thoroughly in a stainless steel cylinder, for example N,O and HCI used in
the source clustering reaction of O~ with HCl. However, in these two examples the
reagent gases definitely cannot be premixéd at high pressure before introductioﬁ to
the pulsed valve. Other such combinations> of active gases, e.g. oxidizihg and reducing
agents or acid/ base gaseous mixtures, would often be desirable for producing some
interesting ions, but are impossible to .premix and thus to use with the single valve
inlet arrangement. Instead, each active gas needs to be introduced separately into the
jet expénsion. Another powerfﬁl use of such a double inlet arrangement would be for‘

varying the ratio of two active gases ét run time; rather than finding the optimal ratio
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for premixing by trial and error - each trial mix needs t§ stand for several hours. For
some of the more exotic AHB~ ions (where A # B) this would be extremely useful.
The basic Generai valve is ideal for designing hybrid gas inlet assemblies as
it is small gnd it is easy to attach add-ons to its flat faceplate. We have experimented -
with both continuous and pulsed secondary gas inlets. The idea is to merge the
secondary reagent gas with the main pulsed beam after the pulsed valve but prior to
the free jet expansion. The gas through the main valve carries one reagent and the
carrier gas for the expansion, and the secondary reagent gas is introduced via ;1 small
mixing chamber (see Figure 2-2) attached to the exterior of the pulsed nozzle orifice.
Ideally, the mixing is optimized by creating maximum turbulence in fhe main flow
within the mixing chamber. This is how we arrived at the triple—i;ljector design 6f
Figure 2-2. A free jet expansion, albeit somewhat weaker than that from the
unimpeded pulsed valve, then takes place from the front aperture of this mixing

chamber. This approach has been successful for producing good densities of OH™ by

~ the reaction of O~ (from N,0) with NH, introduced continuously through the "mixing

chamber”. The flow of ammonia is controlled by a leak valve outside the chamber.

- OH"is surprisingly difficult to make from any simple dissociative attachment process;

neither H,O or H,0, produces OH~ in our source! Clusters based on OH™ are in fact
highly desirable targets for future transition state studies in our laboratory.

A pulsed design for the secondary gas inlet would clearly be advantageous over
the above continuous scheme so as to reduce the gas load on the pumping system and
to increase the density of the secondary gas present during the main valve pulse cyéle.
An in-line General Valve (Series 9, two way) has succes-sfully been incorporated into

the secondary gas supply line to the mixing chamber. Instead of the mix chamber
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design of Figure 2-2, we use a similar, but simpler, _single injector (0.070" diameter)
chamber; the central hole, for the main ﬁow, has the same 0.080" diameter as before.
Unfortunately the secondary gas pulses are not limited by the in-line valve’é open'
time, but ;'ather by the small conductance of the 1/8 " tubing (inner diameter is onl:}
0.052") attaching the second valve to the mix chamber. Even so, the ~2 ms duration
pulses reduce the pumping load by a factor of ca. 25 when running at 20 Hz, allowing
much higher concentrationé of the secondary gas in the expansion at reasonable total
source chambef pressures. The yield of FHCI™ in the mass spectrometer, when
running NF; behind the main valve and 5% HCV/ He Behind the second in-line pulsed
valve, can bé varied over an order of magnitude by adjusting the pulsing delay and

“duration of the. iﬂ-line valve driving circuit.

Despite the flexibility of the General valve, the fast ion gauge clearly shows
that the gas pulses produced by this valve are not limited only by the flow through the
faceplate aperture (choke’ flow). The internal armature of the valve, which withdraws
the poppet sealing the valve when the solenoid is activated, does not respond very fast
compared to the overall pulse duration. This problem is compounded by the wedge
tip design of the poppet in the General Valve, and so choke flow is échieved only very
late in the gas pulée. The properties of a free jet expansion that make its use
attractive to spectroscopists are the high degree of internal cooling achieved in the jet
and the high local molecular densities that accompany this dramatic cobling. Pulsed
valves are used to reduce the overall load on the vacuum system. Thus a pﬁlsed valve
that delivers a high gas intensity in a short pulse, with choked flow during the large
part of that pulse, is optimal. The above two problems of .the General valve in this

respect are mostly removed in the piezo-electric valve.>'° This valve has a fast rise
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time - the motion of the piezo-electric crystal keeps up with the high voltage dﬁving

pulse - and uses a flat o-ring, rather than a wedge, seal against the faceplate aperture.
We have therefore recently built!’ and used a piezo-electric valve in our experiments

on FH,™ and other clusters.'?

2. Procedures for improved data collection
2.1 Calibraﬁon description

The calibration brocedure has been described briefly in the thesis of Alex
Weaver.1 Here wé outline the procedure ill full, detailing several new aspects of this

important part of the photoelectronv experiment. The calibration of 213 nm

_photoelectron spectra is dealt with; hitherto there were no good calibrant ions to

anchor the electron energy scale for this laser phobon energy (5.822 eV) in the region
of principal use (0.5 - 1.5 eV). This work has indicated a more serious problem in the
calii;ration process itself. The linear calibration procedure used by our group up until
now proves inadequate to accurately calibrate over a 2 eV range of electron energies.
A quadratic schemé, similar to one used in the Zare group for their multiphoton
ionization photoelectron spectrometer (MPI-PES) apparatus,'® has been implemented,
and yields a much more useful and accurate energy scale. This is important for the
precise determination of electron affinities and electronic state se}?arations from
spectra recorded on our apparatus.

Conversion of the electron flight time, t, measured on our apparatus, to the
electron center-of-mass kinetic energy, E_- ..., is given, in the absence of any electric

or magnetic fields, by
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1)

where AE is the correction term to the electron energy from the laboratory to center-

of-mass frame. For electron detection at right angles to the ion beam, AE is given by

v _
AE = e v + Ry ; (2)
mlou 2 : '

and m, and m, , are the mass of the electron and the mass of the ion from which the
electron was photodetached.! V, and V,,, are the experimental float and extraction
voltages, which have been set up in the experiment to yield a stable and focussed ion

packet at the interaction region for the particular ion of mass m,,. The parameters |

1 and t,, respectively, describe the zero of time and the distance from the laser
interaction region to microchannel plate detector. To find these parameters, which in
fact do yéry .from day to day, it is necessary to record photoelectron spectra of several
atomic ions, to calibrate the energy scale. The energies for the transitions of these
calibrant ions are well known to fractions of meV.

To perform this calibration we invert equation (1) to yield

: 2 |
pegge Dl L _ ¥ 3

2 " JE-AE E-AE

where we have dropped the e~, com l_abel‘ for the electron energy, and we have

‘included an extra term, y/ (E - AE), for flexibility. For the moment, we shall assume
Y = 0, however later we will see it is necessary in some cases to include a non-zero y
to yield a reasonable calibration fit. The introduction of this term physically

corresponds to recognition that there is some acceleration of the electron over its flight
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path, and therefore not all fields have been eliminated. One important field that
should not be neglected is the interaction qf the electron with the residual charge
cloud due to the undetached ions.

The calibration takes place as follows. A set of photoelectron spectra are
recorded at the lowest possible ion levels, or at least below the "space charge limit"
. for that ion. The Coulomb repulsion of the residual ion cloud on the departing
electron shifts the'peaks in the ion’s photoelectron spectrum to higher electron kinetic
energy. The space charge limit is the highest ion density at which the peaks in the
ion’s photoelectron sﬁectrum are unshifted due to this Coulomb repulsion. This
varies for ion to ion, and to some extent on the nature of the ion’s spectrum. For -
example, a molecular, rather than atomic, calibrant’s photoelec_trbn specfrum will have
broader vpeaks and so the onset of Coulomb shifting will seem to appear at a higher
jon level. For cases where it proves impossible to obtain spectra at the space charge
limit (ﬁsually around 10 mV ion level, with ion detector stack voltage set at 1650 V,
see Table 2-1), because of signal-to-noise considerations, extrapolation down to "zero-
- space-charge" will be necessary. This should occur only for CN~ calibration at 213 nm
because of the high background level for the low electron energy li_nes. In my
experiehce this calibrant ion may be satisfactorily run at 80 mV ion level, and a "zero-
space-charge"” extrapolation (of the order of 5 meV for 80 mV CN~ ion level), with

care, can be carried out to good accuracy.” These more tedious measures are

b This assumes that the space charge shift is constant for all peaks in the ion’s

photoelectron spectrum. Recent work shows that there is a dependence on the
electron’s kinetic energy, but that this is small for overall shifts less than 10

meV.
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unfortunately necessary as the calibration fit for 213 nm can be poor without lines at

low electron kinetic energies.

.Table 2-1. = Estimated space charge shift (in meV) for calibrant lines, as a function
of ion level. Ion levels are height of ion peak measured on scope trace
(in mV) when ion detector stack voltage set at 1650 V.

Ion Level 100 mV 50 mV 30 mV 10 mV

Ion mass

F- 19 4.5 3.0 1.5 0.0
CN— 26 5.0 30 15 0.0

Cl- 35 6.0 4.0 25 00

Br- 79 | 45 1.0

I- 127 10.0 40 . 1.0

For each calibrant photoelectron spectrum, the time-of-flight for each spectral
line and the extraction and float voltages set while obtaining that ion’s spectrum, V.,
and V,, are recorded. Note, in order to achieve zero-space-charge conditions for each
calibrant ion the extraction voltage niay vary widely. It is therefore important to
record, to the nearest 10 V, the extraction voltage used for each ion so as to compute
accurately the center-of-mass correction, which may be as large as 35 meV (F~) and
depends on V,,, according to Eqn. 2. This set of observed information, along with the
- expected electron energies (Table 2-2 and 2-3) are used to perform a weighted linear
least squares fit to Eqn. 3. The uncertainties in the time-of-flight for each line are

the weights input into the fit; for most lines this is the 2.5 ns uncertainty in

estimating a peak center. This fitting procedure has been simply and conveniently
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automated”” in the TENURE data acquisition computer program,? and should be

performed at the time of calibrant data collection. The goodness-of-fit, ?, a quélity
factor (Q) and any disparities m the fit are displayed, along with an root-mean-square
(-nﬁs) error, in meV. Q is the probability of %, equal to or poorer (higher) than that
in the fit, occurring by chance.’ Q factors higher than 0.50 (1.00 is perfect fit,
indicative of a fudge!) and rms errors smaller than 2 meV are usually obtainable, Q
factors above 0.95 usually indicate that '_che uncertaintieé in the time-of-flight
datapoints have been over-estimated. Because this iﬁfomaﬁon is avail_able at rﬁn
time, the operator can go back and re-record specific calibration spectra immediately
if this is deemed necessary. In this way highly accurate electron energies, with
quantitative error bars, can be deduced from recorded spectra. This procedure has
been adopted in the reporting of all spectra in this thesis, and particular attention has

been paid to this issue in Chapter 3.

2.1.1 Calibration at 213 nm'

Whenever a spectrum has peaksvover a broad range of electron energies, the
electron energy scale needs to be calibrated over the entire range. This is genefally
the case for our 213 nm spectra, although it ma& be true at any other wavelength.
This causes a pafticular problem for 213 nm, as the shortest wavelength of our atomic
calibrant lines (I(P,,) « I yields electrons with 1.82 eV kinetic energy. New
calibrant lines to cover smaller electron kinetic energiés at this laser wavelength are

required. No suitable atomic ions have excited states in this region. The CN~

o The subroutine that performs the calibration in the TENURE program has

been completely rewritten and is reproduced in Appendix A.
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photoelectron spectrum does have several lines spanning this electron kinetic energy
range,'® and so we choose this diatomic as our calibrant of the 218 nm spectra, along
with some of the halide ions for the high electron kinetic energy end of the scéle.
Using a diatomic ion has disadvantages; thé peaks are broader and peak shépes
temperature depéndent, and so assignment of peak centers have larger uncertainties.

For 213 nm calibration, and for any other laser wavelength where a large
energy rangé is being célibrated, a satiSfactqry linear calibration of the energy scale
is impossible, and’ é quadratic fit is needed. Then the féctor v, called the quadratic
scale compression factor, is non-zero in Eqn. 3. It is noted that y should alWays be
negative and typically has a value in the range of -100 to -130 eVens. Once the
inclusion of this parameter becomes necessary, the conversion of observed flight times

to electron kinetic energies no longer follows Eq. 1, but instéa& is given by

E, . - AE =

e-,com

b + ﬁy(t -1 + ‘/Bz(bz +4y( - 1)) )
2(t - ) -

where b” = %m . Eq. 4 reduces to Eq. 1 in the limit of Y — 0, as required. This
reformulation of the time-of-flight to energy relationship has been included into the

data acquisition program TENURE.
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Table 2-2  Calibration lines typically used for UV laser wavelengths.
- Electron kinetic energies for atomic and diatomic transitions at
213, 266, 299 and 355 nm.* '

Transition®

Mass 213nm  266nm 299 nm° 355 nm

5.822eV  4.657eV  4.141 eV 3.493 eV

CN-

CN(A,V=2)

a)

b)

c)

All electron kinetic energies correspond to the zero space charge limit.

CN~ transitions labelled by néutral electronic (X(®z*), A(®IT)) and vibrational

state. See Figures 3-1 and 3-2 for sample spectra.

- First Stokes Raman line in H, using Nd:YAG fourth harmonic (266 nm) as

pump wavelength.

Data used to construct table: Nd:YAG fundamental 1064.8 nm, (9391 cm™, 1.164 eV).

First Stokes Raman scattering in H,, v=v

pump

- 0.516 eV.* EA(I) = 3.0591 eV,"

EA(Br) = 3.363590 eV,”” EA(C)) = 3.61269 eV, EA(F) = 3.401190 eV and raw

EA(CN) = 3.861(3) eV."® Afomic spin orbit splittings: (F, 0.05010;* Cl, 0.10940;" Br,

0.4569;° and 0.94268 eV,’®). CN electronic and vibrational levels.®

(
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Table 2-3  Calibration lines tjpically used for near UV and visible laser

a)

'b)

wavelengths. Electron kinetic energies for atomic and diatomic
transitions at 355, 416, 532 nm.*

Transition® Mass 355 nm 416 nm° 532 nm
| 3493eV  2977eV 2329 eV

0,” O,(a, v=1) 32 1.881 1.365 0.726,

All electron kinetic energies correspond to the zero space charge limit. All O,~
transitions are to centers of unresolved spin orbit doublets.
O, transitions labeled by neutral electronic (XCZL,), a('A), b('Z;")) and

vibrational state. See sample spectra in Figure 2-3 and 2-4.
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Table 2-3 continued

c) First Stokes Raman line in H, using Nd:YAG third harmonic (355 nm) as
pump wavelength.

d) Spin orbit splitting (20 meV) of anion O,~ resolved in these transitions.

Data used to construct 'table.: Nd:YAG fundamental 1064.8 nm (9391 cm™, 1.164 eV).

First Stokes Raman scattéring inH,,v=v

pump

- 0.516 eV.’* EA(I) = 3.0591 eV,"" raw

EA(OQ,) = 0.454(3),° and O, electronic and vibrational levels from Ref. 16.
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2.2 Backgroﬁnd subtraction

The background signal, despite improvements described in section 1.1, can still
be significant for 213 nm photoelectron spectroscopy. We estimate that around one
background electron is collected every shot at this laser wavelength. This signal must
be removed to restore the correct intensity distribution in the molecular photoelectron
spectrum. As the spectrum of background electrons is smooth and does not change
from day to day, the bacisground signal Ihay be separately averaged, typically for at
least 120,000 laser shots, and stored. This background spectrum may be filtered to
remove any high frequency noise, and then séale& and subtracted from the
photoelectron spectrum of the ion under study. This procedure is less time consuming
than background subtraction at run time, where alternately 250 shots, say, of signal
+ background and then 250 shots of background are collected and subtracted.
Additionally, as fhg signal-averaged background spectrum 1is filtered before
subtraction, the overall signal-to-noise for the subtracted data ié higher than in the
"run time" method.

The method of filtering the background data deserves some discussion. The
background time-of-flight dataset is fast Fourier transformed.“ A fast Fourier
transform (FFT) works on a dataset that has 2" data points, i.e. 128, 256, 512 or 1024
etc. points. Althoﬁgh padding of the time-of-flight dataset from the usual 800
channels (0 - 4000 ns timé-of-ﬂight) with zeroes up ,to 1024 channels works, in practice
it is better to sample the background spectrum into 1000 channels (i.e. out to 5000 ns)
aﬁd pad with only 24 zeroes. The power spectrum of the dataset, that is the modulus
squared of the complex frequency (Fourier) representation of the dataset, has

approximately the form of a Lorentzian function centered about zero frequency,
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although it has a non-Lorentzian tail. This is no surprise; the inﬁhitely averaged

background spectrum varies smoothly, i.e. would have only low frequency components.
The 'high frequency componénts of the power spectrum are due to noise. in the
incompletely averaged data. To remove the noise we use optimal (Wiener) filtering.
The reader is referred to Ref. 14 for a complete discussion of this technique.
Essentially, the Fourier spectrum is multiplied by a narrow Lorentzian filter function
that has approximately the same form, i.e. the same FWHM, as the Fourier dataset
itself. In this way the high frequency fail is damped out. The user can altef the
precise value of the filter width so as to control the dampiné of the high frequency
»components. The product dataset is then reverse Fourier transformed back into the
time domain by another FFT. The result is a smoothed background time-of-flight
dataset, which can be truncated to 800 channels (0 - 4000 ns) and saved to disk.
Comparison of the filtered and original background datasets, by plotting the two files, -
is strongly recommended. |

This Fourier filtering is preferable to simply fitting the background spectrum

with a polynomial function for two reasons. Firstly, it does a better job at reproducing
the shape of the backgfdund spectrum, and secondly it is a lot less arBitrary as the
only variable is the Lorentzian filter Width. The filtered background is subtracted off
the summed photoelectron spectrum of the ion under study, after apbropriate scaling
of the background spectrum by the ratio of the total laser shots for which data was

accumulated for the ion to the total shots for the background.

We have observed that the background spectrum is slightly different for
different polarizations of the laser, mostly in the integrated number of counts, but

there can also be small variations. in the background distribution. Therefore,
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background spectra should be recorded for each polarization used in the ion
photoelectron sﬁudy. The reader is referred to Appendix A for details on the use, and
source code, of the relevant background filtering and subtraction subroutines in the

program TENURE.
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Figure Captions for Chapter 2.

Figure 2-1.

Figure 2-2.

Figure 2-3.

Figure 2-4.

Experimental apparatus schematic. The photoelectron.spectrometer’

contains four differentiélly pumped chambers. Numbered components

are described in Figixre key and in the text.

Mixing chamber for the continuous introduction of sécondary reagent
gas into the pulsed expansion, to the vacuum side of the main pulsed
valve. The Figure shows the two component parts of the chamber front-
on and in cross section. The two pieces are assembled (the smaller
piece fits tightly inside the larger donut), and bélted to the faceplate of
the General Valve by the four bolt holes. The ovérall dimensions of the
assembled chamber is 1.330" diaméter by 0.394" thick.

Raw time-df-ﬂight photoelectron spectrum for O, recorded at 355 nm.
Peaks labelled according to transitions_ denoted in Table 2-3. The :
positions of unlabelled peaks (x5, a0) are typically too poorly
determined without lengthy signal averaging, and are not therefore
used in the calibration.

Raw time-of-flight photoelectron spectrum for O,~ recofded at 532 nm.
Peaks labelléd according to transitions denoted in Table 2-3. The spin
orbit splitting in the O, ion (20 meV) can often be resolved in the al

and a2 peaks.
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Gas #2 in

&

Front View

Side View

Notes: Center hole has 0.080" dia.
Three feeder holes for second gas have inner dia. of 0.010"

Material Aluminum .
Chamber bolts to General Valve Faceplate
Second gas introduced through 0.0625" stainless steel tubing

which mates at indicated point by a 1-72 NF fitting.

) " Figure 2-2
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Chapter 3. Photoelectron spectroscopy of CN-, NCO-, and NCS—"

Abstract

| The 266 nm photoelectron spectra of CN", NCO~ and NCS~ have been
recorded with a pulsed tiﬁe-of-ﬂight photoelectron spectrometer. The photoelectron
spectrum of CN~ has also been recorded at 213 nm revealing transitions to the A%
state as well as the ground X?T* state of the CN radical. The foilowing adiabatic
electron affinities (EAs) are determined: EA(CN) = 3.862 = 0.004 eV, EA(NCO) =
3.609 = 0.005 eV and EA(NCS) = 3.537 = 0.0Q5 eV. The adiabatic electron affinity of
cyanide is in disagreement with the currently accepted literature value. OQur
measurement of the electron affinity of NCS confirms recent theoretical estimates that
dispute the literature experimental value. By Franck Condon analysis of the
vibrational progreésions observed in each spectrum, the change in bond lengths
between anion and neutral are also determined. For NCO“tiﬁs yields Ro(C-N) = 1.17
+ 0.01 A and R,(C-0) = 1.26 = 0.01 A, and for CN~ the equilibrium bond length is
found to be R(C-N) = 1.177 + 0.004 A. The gas phase fundamental for CN~ is

determined for the first time: v = 2035 + 40 cm™.

1. | Introduction |

The CN;, NCO-, and NCS~anions are of considerable interest in both solution
phase and gas phase chemistry. The three anions are "bseudohalides" in that they are
closed shell species with relatively high electron binding energies. On the other Hand,

there are important chemical differences in comparison to' the halide ions; in

‘J. Chem. Phys., in press (1993)
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transition metal complexes, for example, thé halide and cyanide anions are at opposite
ends of the spectrochemical seriés. A numbe; of experimental and theoretical studies
of the spectroscopy and thermochemistry of these anions have been pérformed in
recent years. However, several quantities, particularly the electron affinities of the
NCO and NCS radicals, are not well-determined. In order to address this, we have
measured the ultraviolet photoelectron spectra of the three anions. The spectra yield
accurate values of the radical electron affinities, as well as some anion viBrational :
frequencies and bond lengths.

The spectroscopy of the CN radical has been fhoroughly studied,' but, while
CN~ has been investigated in various condensed phase environments,>*** CN~ has
not been fully characterized in the gas phase. Neither the bohd length nor the
vibrational frequency for gas phase CN" have been experimentally determined,
although there has been very high quality ab initio theory performed to describe the
ion.®” The CN electron affinity (EA) has been measured by Leone and coworkers,?
whose value of 3.821 + 0.004 was in good agreement with the previous experimental -
measurement of Berkowitz (3.82 + 0.02 eV).? CN~ has a higher reported electron
binding energy than any atomic or other diatomic species, and is therefore a desirable
calibration standard for our photoelectron spectrometer. However, our photbelectron
spectra show the CN electron affinity to be slightly but significantly higher than the
currently accepted value of Leone. In addition, we observe a ‘hot band" from
vibrationally excited CN~, yielding the gas phase vibrational frequency, aﬁd we obtain
the CN~ bond length from a Franck-Condon analysis. |

Despite thé well characterized spectroscdpy of the radicals NCO and NCS,*

the electron affinities for these species have not been accurately determined;
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currently the EA’s listed in the compilation of Lias et al.!* are 3.59 + 0.36 and 2.15

+ 0.02 eV for NCO and NCS respectively. The value for the electron affinity of NCS,
vobtained &§m Page’s magnetron experiments,'? is particularly suspect. Not only
does it seem inconsistent with the other CN containing molecules, it is also
considerably lower than theoretical estimates of this quantity.'* We no’pe that Page’s
accompanying result for EA(CN), 2.80 eV, is éimilarly too low.? Dillard and i?raﬁklin
derived EA(NCS) = 3.51 eV frdm measured heats of férmation of NCS and NCS—in
ion molecule reactions;' the mbst recen£ theoretical work supports this value with
a calculated EA of 3.45 eV.?®* We show that the true electron affinity is close to that
derived from the thermochemical cycle and the theoretical value, and that the
previous "direct” measurefnent of the EA is in error.

The vibrational spectroscopy éf the NCO~ and NCS; anions have been
thoroughly investigated in various alkali halide matrices.’®'®'"® In addition,
high resolution infrared gas phase spectroscopy has been performed oﬁ both NCO~
and NCS— in Saykally’s laboratory.’®®® This work yielded the v, fundamental
frequehcy and the equilibrium rotat-i'onal constant for each of these linear ions.
However, as isotopically substituted spectra were not recorded, the rotational constant
does»not completely define the molecular stfucture, and therefore the two bond lengths
remain unknown for each ion. In contrast, for the NCO radical at least, N isotopic
subsiitution in the optical spectra, along with microwave data for *NCO, yieids the
individual neutral bond lengths, R (C-N) and Ry (C-0)2' With this data for the
neutral bond lengths, and a - Franck Condon analysis of the NCO~ photoelectrbn

spectrum, we determine the individual bond lengths for the NCO™ anion.
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2. - Experimental

The photoelectron spectra of NCO~, NCS—, and CN~ were recorded on our
fixed-frequency negative ion photoelectron spectrometer. This apparatus has been
described in detail elsewhere Briefly, the instrument is a dual time-of-flight
photoelectron spectrometer. A gas mixture at a stagnation pressure of ca. 3 atm is
expanded through a pulsed mdlecular beam valve. Just below the orifice of the pulsed
valve, a continuous 1 keV electron beam intersects the gas beam at 90°. Ions are
made in the continuum flow region of fhe jet. Subsequent collisions in the expansion
cool the internal degrees of freedom of the ions. Varying degrees of "cooling of the
vibrational ﬁlodes can be .achieved by changing the carrier gas.

In these experiments, to make CN~, a mixture of 3% HCN, 8% NF, seeded in
N, is expéhded through the pulsed valve. CN~is produced in the jet by the following
reactions:

NF, + e~ — NF, + F-
F~+ HCN - HF + CN-
To produce NCO~ and NCS—, a few drops of benzyl isocyanate or benzyl
thioisocyanate respectively are dropped into the valve, and 3 atmospheres of He or a
40% CF,/He mix, is expanded through the ‘wét’ valve. NCO~ and NCS~ are
- produced by dissociative attachment of an electron to'PhCHzN CO or PhCH,NCS. The
CF,/ Hé mix is found to give far superior cooling for vibrational modes of the NCS~
ion.. | |

The ions are perpendicularly extracted into a time-of-flight mass spectrometer

of Wiley-McLaren design.?®* The mass-selected ion of interest is photodet-achéd using

a pulsed Nd:YAG laser that propagates perpendicular to the ion beam. In these
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experiments, the fourth (266 nm, 4.657 eV) or fifth (213 nm, 5.822 e¢V) harmonic of the

Nd:YAG laser is used. Phdtoelectrons ejected from the mass selected ion are detected
at the end of a 1 meter field-free flight tube which is orthogonal to the laser and ion
. beams. Thé energy of the detached electrons is determined by time-of-flight. The
energy resolution is 8 meV for electrons with 0.65 eV of kinetic energy and degrades
as E* for higher kinetic energies. The polarization of the laser can be adjuéted by
means of a half-wave plate such that the angle 8 between the electric vector of the
laser radiation and the direction of electron detection may be sampled. Adjustment
of the laser polarization to the magic angle (8 = 55°) can be used to eliminate the
photoelectron angular anisotropy term.? |
Due to the high photon energy employed, any scattered light will release
electrons from metal surfaces inside the chamber. This effect is minimized by electron
and laséi' baffles but, even so, at 213 nm the background level is sufficiently high that
the background signal must be subtracted from the data. As the kinetic energy
distribution of the background photoelectrons is smooth and does not change from day
to day, a smooth function is fitted to the background, scaled and subtracted from the
experimental spectrum. This subtraction procedure has been followed for the 213 nm
photoelectron spectrum of CN™ here.
The calibration procedure used in these spectra is worthy of some discussion.
In the photoelectron spectrum of A~ at photon energy hv, the electron kinetic energy

of each peak is determined by

eKE = hv-EA(A)-E(A)+E(A"), 8 )
where EA(A) is the electron affinity of A (or, equivalently, the electron binding energy

of A7), and E(A) and E(A") are the internal energies of A and A~ for that transition.
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Ideéﬂy, for calibration pﬁrposes, the electron aﬁinity and the‘intem.al energies of the
calibrant species should be extremely well known. At 266 nm the electron kinetic
energy scale is calibrated using photoelectron spectra of the atomic ions F~, Cl ;, Br-,
and I-, for which the corresponding neutral electron aiﬁnities (3.401190, 3.61269,
3.363590, and 3.0591 eV, respectively®) and neutral atom spin-orBit splittings
(0.05010,% 0.10940,2" 0.4569%° and 0.94268‘ eV,% respectively) are known to good
precision. Each calibrant ion gives two narrow peaks in the photoelectron
spectrum,?® and these atomic lines cover the range of electron kinetic energies (0.65-
1.60 eV) appropriate for photodetachment at 266 nm. At this wavelength, we can
access the ground electronic states of CN, NCO, and 'NCS, and can therefore
- accurately deteﬁniné‘ their electron aff'miﬁes.
The ;ahbration proceeds és follows: the recorded flight times, t, for each
calibrant line are fitted to the following form:

m P Yy | @)

=1 + . +
0 2

Fu  Es

where m, is the electronic mass and E,,, is the expected electron kinetic energy in the

laboratory ffame-of-reference. Using the 8 or more calibrant lines, the offset t,, the
effective flight length ¢, and the quadratic correction factor y are determihed 'by least
squares. For 266 nm, a linear calibration of the energy scalel (Y = 0) is generally
sufﬁcient. Using these constants that define the electron energy scale, the ﬂigﬂt times
for the spectrum of interest are converted to electron kinetic energies; this convérsion
procedﬁre includes a small center-of-mass correction to the energy.?

The situation at 213 nm is less auspicious. For this photon ene.rgy‘ the halide

lines are clustered near electron kinetic energies of 2 eV or above. There are no other
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atomic negative ions with higher electron binding energies so it is necessary to go to
a molecular calibrant ion. One of our motivations for studying CN~ was to obtain
calibration points for 213 nm at lower electron kinetic energies. This can be done
using the transitions from CN~ to .the first excited electronic state of CN, the A1
state, which lies 0.83 eV above the X*T* ground state. This, of course, requires the
accurate value for EA(CN) determined at 266 nm. Thus, the results presented in the
next section will allow us to better calibrate future spectra at 213 nm. We note here
that to fit the electron kinetic energy scalé at 213 nm over the entire range covered
by the halide and cyanide transitibns, the quadratic scale compression factor, vy, must
be included. This calibration fit then reproduces all lines to within the measured
time-of-flight uncertainties for all p.oints.29 The inclusion of a quadratic term in the
calibration is similar to that employed on negative ion photoelectron instruments in
the Lineberger® and E‘_llison31 groups. Our conversion scheme from time-of-flight
to electron kinetic enefgy is analogous to that used on the multiphoton ionization

photoelectron spectrometer described by Anderson et al.®

3. Résults

The 266 nm photoelectron spectra of thé three molecular ions are shown in
Figuré 3-1. The NCO- spectrum was recorded using the laser polarized at the magic
angle (0 = 55°) because a change in relative.intensities across.fhe band was noticed
aé a function of laser polarization. For NCS~ ana CN-, .although‘ there is sizeable
change in absolute counts recorded with the two extreme laser polarizations, the band
profile did not chaxige, so spectra were recorded with polarization chosen to maximize

signal/noise. This was with 6 = 0° for CN~and 6 = 90° for NCS~. Figure 3-2 shows
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the 213 nm photoelectron spectrum of CN~ with 4t};e polarization of the laser.
perpendicular (8 = 90°) to the electron collection direction.

"The spectra in Figure 3-1 are all relatively simple. Photodetachment of each.

ion leads to very little vibrational excitation in the corrésponding neutral. The CN~
: 266 nm spectrum shows only a single peak, the 0-0 transition, indicating virtually no

geometry change between CN- and the X5 ground state of CN. In the 213 nm
| spectrum (Fig. 3-2), in addition to the X state transition, a more:extended progression
(peaks A0-A2) in the vibrational levels of the A1 state is observed. Thus, according
to the Franck-Condon principle, there is a somewhat larger geometry change for this
anion—neutral transition. Since the vibrational spacings and the energy of the
electronic origin in the CN A?[ state are known,! peaks Al and A2 can be used in
addition to AO to calibrate the electron energy scaie at 213 nm. The only new
spectroscbpic feature in Figure 3-2 is peak a0. VThis‘ is a hot band originatiﬁg from the
v=1 level of the anion. This spectrum was recorded under source conditions which
* increased the vibrational temperéture of the anions; in other spectra (not shown), this
feature can be elimiﬁated. Observation of the hot band is desirable since it represents
the first gas phase measurement of the CN- vibrational fundamental frequency, 2035
:»40 cm™,

The NCO.“ photoelectron spectrum shows a short progression in the v,
’antisymmetric stretch’ mode of the NCO X° state (Fig. 3-1). Each peak consists of
overlapping transitions to the two spin-orbit compdnents of NCO (A, = -95.6 cm™).%®
For the NCS X1 state, the spin-orbit si:)litting is much larger (Agy = -323.4 cm™),*
and transitions to the individual fine structure components are resolved. The spacing

between the doublets is close to the v, (C-S stretch) fundamental in NCS. However,
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a more detailed comparison of the observed peak positions and the term values
derived from extensive optical measurements® reveals some discrepancies. This is
discussed in more detail when we attempt to simulate the NCS~ photoelectron
spectrum.

The widths of the ol;served peaks (~»28’ meV for NCO~, ~ 21 meV for NCS-
and ~ 16 meV for CN~, 266 nm) are larger than that due the instrumental resolution
alone. In the case of NCO, the extra width is due to the unresolved spin-orbit
splif.ting. For the remainder, the peak width is due to sequence bands and the

underlying rotational contour for the transition.

4. Analysis and Discussion
4.1 Electron Affinities

The electronw affinities for the three radicals can be determined from the 266
nm spectra shown in Figure 3-1. The adiabatic electron affinity is estimated as
follows. The electron kinetic energy at the peak center of the assigned origin (E,(A)

= E(A") = 0.0, see Eq. 1) yields the raw electron affinity via

EA = hv - eKE - @
where hv is 4.657 eV for 266 nm. Cﬁrrections are made for the spin-orbit splifting af
appropriate), sequence bands, and any bshiﬁ 'betwee’n the cenfer of the rotational:
contour and the rotationless origin. Anothe;' factor to be considered in deriving
accurate electron affinities is the effect of Coulomb repulsion of the remé.ining ion
charge cloud on the ejected electrons. The interaction of the undétached ion packet
with the electron causes the kinetic energy of the .departing electron to be increased

slightly. We correct for this effect by determining the magnitude of this shift for an
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atomic ion of similar mass, for the same ion density. Values for all of these
corrections are listed in Table 3-1. As can be seen, the magnitude of this latter ’space
charge’ effect is fairly small.

The rotational correction is calculated by simulating the expected rotational

contour®-®

using the known rotational constants for each molecule and assuming
a simple s-wave detachment model developed by Fano® and Walker®. This is an
approximation; an s-wave model is not strictly appropriate here, since the electron
kinetic energies are on the order of 1 eV. Using an anion rotational temperature of
200 = 50 K, the rotational contour, when convoluted with the ins'grumental resolution
function, matches the experimental lineshape, and the (small) correction between peak
maximum and rotationless origin for the transition may be estimated. It turns out
for all these systéms that the correction is smaller than the error bars for the
correction process, which nevertheless are propagated into the final uncertainty in the
electron affinity. The rotational contour simulation for the photoelectron band to the
CN ground state is shown in the inset of Figure 3-1. The possibility of broadening of
the origin peak in the CN~266 nm photoelectron spectrum due to the 1 « 1 sequence
band has been checked for; the simulated profile does not change even for vibrational
températures as large as 1400K. The final electron affinities derived from this work
appear in the final column of Table 3-1.

| Let us compare our electron affinity determinations with thése currently in the
literature. The reported CN eléctron affinity of Klein et al.® obtained via laser
6ptogalvanic spectroscopy lis slightly lower than our measurement, and both

measurements lie outside the range of their mutual error bars. Klein reports EA(CN)

= 3.821 + 0.004 eV® whereas we deduce EA(CN) = 3.862 = 0.004 eV from the 266 nm
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spectrum. We have repeated this measufement several times with independent
célibrat_ions, and are therefore 'conﬁdent in'our value. To resolve the discrepancy
between these two measurements we atberﬁpted to measure the total photodetachment
cross section on a different apparatus,” with a tunable dye laser. Such an
experiment is much more akin to the optogalvanic experiment, and should provide an
independent test. However, in contrast to Klein’s éxperiment, we mass-select the CN~
before irradiation. This experiment confirmed that the threshold for CN-
photodetachmeht occurs to the blue of Klein’s reported threshcﬂd; our total detachment
cross section rises at 321.1 = 0.3 nm (3.862 eV) compared to 324.4 nm (3.821 eV). One
possible explanation of this discrepancy is that Klein et al., who only observed the
324.4 nm threshold when using BrCN as their source of ions, were actually observing
the threshold for the channel Br(*P,,)«Br, which occurs at 3.8205 eV.>** Indeed
the authors noted a strong  slowly rising background -due to the Br(°Py,)«Br~
ti'ansition throughout the wavelength region they investigated.
Our reported values for the electron affinity of NCO and NCS are in excellent
E agreement with some recent theoretical determinations, but in varying agreement
with experimental estimates. For NCO, there havé been numerous experimental
determinations of the electron affinity. Brauman and coworkers® observéd that
NCO has a higher EA than fluorine (3.401 eV®). Oster and Illenberger estimate
| EA(NCO) = 3.8 + 0.2 eV based their. observed 0 eV appearénce potential of NCO~and
SF;~ from low energy electron attachment to SF,NCO,*! although this is only an
upper limit if the appearance energies are less than 0 eV. Dillard and Franklin
calculated EA(NCO) = 1.56 eV from the heats of formation of NCO and NCO~

measured in their ion-molecule experiments,™ but the heats of formation found in this
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work appear to be inconsistent with currently accepted values.  Wight and
Beauchamp calculated a value of 3.62 + 0.2 eV from their measured NCO~ proton
affinity using literature heats of formation for AHYHNCO) and AHYNCO).* Our
direct measurement of the adiabatic electron affinity is consistent with the
measurements of both Brauman and OSter; ‘and also with Wight and Beauchamp’s
derived value. As discussed in the Introduction, previous ’direct’ measurements of the
NCS electron af‘fln.it»y,li2 in contrast, appear to be incorrect. Our value of 3.537 = 0.005
eV, however, is in agreement with Dillard’s derived value of 3.51 eV."

The theoretical values for the adiabatic electronl affinities of Koch and
Frenking, 3.71 eV for NCO and 3.45 eV for NCS,'® are in good agreement (better than
0.1 eV) with our obsex;ved values. These calculated electron affinities are zero-point

~corrected MP2/6-31+G* energy differences between the optimized ion and neutral
strqctures. Baker et al. have presented an exhaustive compai'ison of ab initio
estimates of electron affinities for several molecular systems including NCO.*** An
interesting conclusion of that study was that the use of a simple MP2/6-314+G* scheme
for calculating the energy difference between ion and neutral was among the most
effective methods for estimating the adiabatic EA, with the caveat that spin
contamination in the unrestricted (UHF) radical wavefunction should be small (asis
the case for NCO). This explains the success of Koch’s calculations, and we have
ourselves found that a MP2/6-31++G** model reliably yields excellent EA’s in our own
calculations when we compare to other experimental measurements in our laboratory.
This is certainly an encouraging result for ab initio theory which hés traditionally

viewed negative ions as one of the hardest classes of molecules to describe correctly.
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It appears that all three ions studied here have very similar electron binding
energies. This wouid lead one to suspect that the ’extra’ electron would be closely
associated with the CN part of the molecule. The considerably larger electron
affinities .of NCO and NCS relative to OH and'SH (1.828, 2.314 eV respgctively”)
seem to support this, since, in OH~ and SH™, the electron is localized on the oxygen
and sulfur atoms. However, the HOMO (of &t symmetry) for NCO~has amplitude over
all three atoms, not just the CN group, as is shown in Figure 3-3. This suggest that
the ’éxtra’ electron is actually somewhat.delocalized just as for N, (E.A(N,) = 2.68
eV*). The HOMO in NCS~is also shown in Figure 3-3. It appears more localized
than the HOMO in NCO-, but actually‘has more amplitude on the sulfur end of the
molecule than on the CN group; This is consistent with Ramsay’s explanation for the
large spin-orbit splitting in X*IT NCS radical (323 em™) which he attributed to the

‘valence structure that has the unpaired electron localized on the sulfur atom
dominating the electronic description of this radical.** The replacement of an oxygen
atom by a sulfur atom usually raises the electron affinity of a molecule, but the
observation that NCO and NCS have similar electron affinities suggests this effect is
approximately canceled by the more extensive electron delocalization in NCO~ than
in NCS™. Overall, the electron affinities appear to be determined by the interaction
of electron delocalization and electronegativities of various chromophores in the

molecule.
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42 Derived Thermochemical quantities
With a precise estimate of the NCO ‘and NCS electron affinities, we may
critically review some related thermochemical quantities. Shobatake®® has recently
reported the threshold for photodissociation of HNCO
HNCO +hv - H + NCO (A%%")
tobe A = 162 = 1 nm. This impiies the bond dissociation energy to the A state of

NCO, DAH-NCO) = 7.65 eV.*> As the T, for the A state is well known at 2.82 eV,*

‘these data together yield a bond dissociation energy, D (H-NCO) < 111.4 * 1 kcal/mol.

Usihg the ionization potential 6f hydrogen and our electron aﬁinity for NCO, we
calculate D (H*-NCO"-) < 341.9 = 1 kcal/mol, and a bond enthalpy DH,(H*-NCO") =
3432+ 1 }kcal/mol. Wight and Beauchamp observed DH,(H*-NCO™) = 344.7 + 2
kcal/mol by the prbton abstraction reaction of HCO,~ with HNCO iﬁ an ion cycldtron

resonance (ICR) machine. Their heterolytic bond dissociation enthalpy is evaluated

by comparison to that for formic acid, HCO,H. The homolytic and heterolytic bond

dissociation thermochemistry therefore appéars to be consistent. AH; (NCO™) may
also be re-evaluated from the recent direct determination of the heat of formation of
neutral NCO in our laboratory,*® AH,(NCO, g, OK) = +30.4 = 1 kcal/mol, and the
electron affinity reported here. Adopting the "ion conventioﬁ" for ionic heats of

formation,'! AH,(NCO-, g, OK) = -52.8 = 1 keal/mol. Using the frequencies in Table

- 3-II, we estimate AH® (NCO™) at 298K to be unchanged at -52.8 kcal/mol.

For the thermochemical cycles involving NCS-, the energy for the HNCS
homolytic bond dissociation is less well defined than the heterolytic bond dissociation.
We may thus use our electron affinity with the DH,o(H*-NCS™) of Bierbaum et al.*’

and the ionization potential of the H atom to deduce DH,,(H-NCS) = 96 + 6 kcal/mol.
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The temperature dependence of the electron affinity and ionization potential have
been ignored here. The homolyticﬂbond dissociation energy calculated here is
considerably lower than the 111 = 1 kcal/mol literature value listed in Lias.™
However this value for DH,,(H-NCS) was derived from Page’s comparison of the
’apparent’ electron affinities of NCS measured with the magnetron technique using
HNCS and (NCS), as precursors.’? It is becoming fairly clear that this technique
relies on rather too many other thermochemical assumptions to be trusted.
Surprisingly, Lias’ compilation neglected the more recent work of D’Amario*® from
which DH298(.H-NCS‘) could be calculated. D’Amario’s derived AH} (NCS) = 76.4 = 1
kcal/mol from the photodissociation thresholds of CH,SCN and CH,NCS to produce

NCS. Using

DH,,,(H-NCS) = AH® (NCS) - AHe (HNCS) + AHS (H),  (4)

AH; (HNCS) = + 30.6 = 0.5 keal/mol,"" and AH? (H)= + 52.1 kcal/mol,*® DH,4(H-NCS)

= 98.0 = 1 kcal/mol is derived.®*® Our unambiguous result for the electron affinity of .

NCS, coupled with Bierbaum’s gas phase acidity for HNCS confirms this lower value

for DH,,(H-NCS).

4.3 Simulations

Our goal in this section is to use a simple Franck-Condon model to simulate
the photoelectron spectra, allowing us fo derive some structural and vibrational
parameters for the negative ions. The method employed for Franck-Condon modelling
is due to Hutchisson,®’ and treats ea;ch mode as an independent Morse or harmonic
oscillator within the normal mode approximation. In addition, we assume that the

form of the normal coordinate for a mode changes little between anion and neutral;
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this is known as the parallel mode approximation. Anion state populations are
determined by Boltzmann factors characterized by one (or more) vibrational

temperatures.

CN- ‘

The 266 nm spectrum (Fig. 3-1) consists of a single peak: CN (X2£*) (v’ = 0) «
CN—(v" = 0). The absenceof a (V"= 1) « (v"' =0) peakvindi;:ates that CN~ has a
bond length similar to ground state of CN: 1.1718 A The 213 nm spectrum (Fig.
3-2) shows a single peak due to a transition to the X state, as wellvas a progreséion
due to transition_s to the A state of CN. The A state bond length is 1.2223 A.! By
simulating the Franck Condon Factors for transitions to the two states we may
bracket the value of R, in CN™.

In the simulations we use the known equilibrium bond lengths, -harmonic
frequencies and anharmohicities for the X and A states of _CN, as well as the spin
orbit coupling-parameter of -52.6 cm™ for CN A(’TT).! There is no spin orbit splitting
in the CN ground X(s*) state. The anion vibration 1is also treated as a Morse
oscillator; the anhérmonicity used is that calculated for CN;by Peterson and Woods,®
and the harmonic frequency is derived from this anharmonicity and‘the value of the
fundamental observed in our spectrum. We vary only the anion equilibrium bond
length and the vibrational temperature until a satisféctory fit to the experimental

spectrum is obtained. Franck-Condon factors for transitions to the two electronic

~ states of the neutral are calculated separately. For transitions to the X(**) state,

values of R, in the range 1.162 A < R."*" < 1.182 A were acceptable in predicting

intensity < 2% in the v=1«0 transition, in accord with the absence of this feature in
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the experimental spectrum; this range is centered on the value of R, in the ground

state of the neutral (1.1718 A). Thi_é result also confirms that the anion bond length
is shorter than that in the CN ACIT) state (1.2333 A). Figure 3-4 shows our best fit
to the photoelectron band due to transitions to the A stafe, with R ***(C-N) = 1.1765
A._ Values of R, ranging frpm 1.173 to 1.182 A ga\.re acéeptable fits to the observed
intensity distribution, allowing for the uncértainties in experimental peak heights
determined from Poisson counting statistics. The experimental observation of two
pho’_coelectron bands allows independent determinatioﬁs of R>™*(C-N). The results

are completely consistent; our final estimate of the anion equilibrium bond length is

R, = 1.177 + 0.004 A. This result is in excellent agreement with the Peterson and |

Wood’s MP4(SDQ) prediction of R, = 1.1772 A and Botschwina’s valﬁe_ of 1.1768 +
0.001 A calculated ﬁth the. Coupled Electron Pair Aﬁproximation (CEPA-1) method.®’

Let us compare our observed gas phase value of 2035 + 40 cm™ for the CN~
fundamental_ frequency with other reported values. The vibrational frequency of the
anion is 2080 cm™ in aqueous solution and 2076 cm™ in KCN crystal.? Frequencies
ranging from 2068 to 2106 _cm‘1 were observed in various CN~ doped alkali-metal
halides.® Mendenhall et al gave @, = 2125 + 6 cm™ and 0x, =142 0.7 cm™ for CN~
in KCl, and similar valueé for CI:I' in NaCl and NaBr.3 Sherman and Wilkinson
plotted the observed CN~ frequency in these various alkali halides (ovér 250
ineasurements) versus the estimated shift due to the matrix, calculated from a lattice
perturbation model, and predicted a free space vibrational frequency for CN~ of 2038
= 3 cm™,! in excellent agreemenfwith our measurement. Very recently, Forney et al.’
isolated CN~in a neon matrix. The observed fundarﬁental frequency in this inert and

non-polar environment was 2053.1 cm™. The ab initio calculation of Peterson and
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Woods predicted @, = 2081.7 cm™ (and ©®.X, = 13.58 cm™ which we have used in our
fit), giving a fundamentél of 2055 + 6 cm™;¥ Botschwina similarly computed 2052 =
6 cm™ for the anion fundamental.” It aj)pears that the observed value is in reasonable
accord with the ab initio work, and is, as expected, lower than the reported
frequencies in condenSed media. This trend is also reported fdr the C-N stretchihg
frequency in NCO~ and NCS—*** For comparison, the vibrational fundamentals for
CN radical in the X(**) and ACII) states are 2042.4 and 1787.3 cm™ respectively.!
A simple molecular orbifal picture of bonding in the CN species would suggest

that the neutral has a bond order of 214 while the negative ion has a bond order of 3;
we thus expect the bond length in the ion to be shorter than that of the radical
(1.1718 A) ahd the harmonic frequency to be higher; The A state of CN also haé a
bond order of 2V, but it has a longer bond length fhan the ground state (1.2333 A).
In fact we find, in agreement with the ab initio calculations, that the negative ion has
a slightly longer bondblength than the gfouhd state of the neutral and a similar or
slightly smaller vibrational frequency. Thus, in contradiction to the bona order

arguments,.the bond in CN~is the same strength or slightly weaker than that in CN

‘radical. It appears that the ¢ electron removed from the negative ion is only very

- weakly boriding and has part lone pair character (see Fig. 3-3), whereas the x electron

removed to form the A(CT) state is strongly bonding. This result is consistent with the
photoelectron spectra of N,,*® where ionization to N,* X(*Z;) gives a very small
lengthening of the N-N bond, and a photoélectron band dominated by the 0-0

transition, but ionization to N,* A(*T1,) gives a much larger bond length change and

‘consequently a longer progression. One additional effect comes into play for negative

ions: the extra charge on the negative ion weakens, in the absence of any other
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effects, the bonding overall because all valence electrons are held less tightly by the

nuclear charge relative to the corresponding neutral. These arguments go some way
in explaining why CN~ has a longer equilibrium bond length than CN, and the

relative vibrational frequencies of the anion and radical X and A states.

NCO’

Both NCO énd NCS are known to be linear in neutral and anion ground states.
Therefore photodetachment is éxpected to excite only the bond stretching normal
modes. In fact, only the v, mode is appreciably excited in the NCO~ and NCS~
photoelectron spectrum. The ‘intensity distribution in the v, progression allows us to
evaluate the normal coordinate displacement between anion and neutral: From these
displacements and the force constant matrix, the individual bond length changes
between the neutral and anionic species can be determined. We will employ ab initio
predictions to guide this process. The Hterature ab initio values have been
supplemented by our own computations where appropriate; we have used the

Gaussian 90 package for all our calculations.* Because of the larger data set

available for NCO, we will describe our simulation for the NCO- photoelectron |

spectrum in detail. For NCO, the individual neutral bond lengths have been
experimentally determined by comparing the ground state rotational constant for
15NCO, observed in the spectroscopy of the A2S«XT electronic band,”! and the
rotational constant for “NCO determined (to higher precision) in the microwave
spectrum.’**® This means that we can then use the bdnd length changes derived

from our photoelectron data to extract the two anion bond lengths. These values are
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then checked for consistency with the anion rotational constant as evaluated by

 vibration-rotation spectroscopy.®®

The ab initio data in Table 3-III'*4357% gyggest that the difference in
equilibrium structure between anion and neutral is that the C-N bond lengthens and

the C-O bond contracts on removal of an electron. This is because the HOMO of the

anion (from which the electron is detached to form ground state NCO) is C-N bonding

and C-O anti-bonding in character (Fig. 3-3). Further, the ab initio data suggests that
the change in equilibrium structure involves very little change in the overall end-to-
end length fRe(N—O)).' As the normal modes for this molecule are very close to the
symmetﬁc and antisymmetric stretch of CO,, these described geometry changes map
almost ex_clusivel& onto a displacement along the ’antisymmetrié’ noximal coordinate,
Q;, and little change along the ’symmetric’ stretch, Q,. This qualitative description
is clearly in good agreemeﬁt with the progression seen in the v, mode in the
experimental spectrum in Figure 3-1. Using the data for vibrations of anion and
neutral in Table 3-I1, a Fré.nck-Condori simulation is performed to fit the observed

photoelectron band. The data shown in the table comes entireiy from experimental |
determinations for NCO in the. gas phase,®%® and for NCO~ mainly from
extensive measurements of vibrational frequencies in several alkali halide

matrices.!®'%1 All three vibrational modes are included in the simulation to model all

~ sequence and hot bands arising from excited anion states. For both the anion and

neutral, Morse potentials are used to describe the v, and v; modes and the bending
mode is treated as a degenerate harmonic oscillator; the Renner-Teller effect in the

neutral radical is neglected. This level of treatment for the bending mode should be

.sufficient to describe the peak broadening due to sequence bands. In our one-



68

dimensional model there can be no provision for cross anharmonicity terms y;.
Consequently, the ‘harmonic’ frequencies, @’;, quoted in Table 3-II are effective values
given the independent and diagonal treatment of anharmonicity. Thus «’; = ®, +
YaYs + X1 aDd @03 = @3 + ;/2x13 + Yoz The simulation yields a stick spectrum which
is then convoluted with our instrumental resolution function,?* and wifh an 8 meV
Gaussian to approximately include the rotational band contour fpr the transition.

In the fit, all vibrational parameters (anion and neutral) and the spin-orbit
coupling constant are treated as fixed; transitions to each of ‘the spin-orbit components
of NCO are weighted equally. The Q, aisplacement is the most important variable

| parameter in the fit. The Q, displacement and the temperatures, T,, T, and T,
deséribing the Boltzmahn distribution of anion vibrational states, are also varied.
Varying the temperatures will essentially fit the width and lineshape of each peak.
Finally, the eleqtron kinetic energy for the progression origin is allowed to vary; this
essentially allows improved estimation of the electron affinity and the effect of
sequence bands. We use this to evaluate the sequence band correction to the electron
affinity (See Table 3-I).

The overall best fit is shown in Figure 3-5. The variable paraxﬁeters are
determined as 1AQ;| = 0.128 = 0.008 amu™4, T, = T, = 775 = 50 K, T, = 600 = 50
K. The change in the ‘symmetric’ stretch coordinate is limited to be IAleI <004
amu*-A. The position of the 3° hot band at 1.32 eV is well fit by the v, fundamental
from the gas phase wofk of Saykally et dl. 9 The intensity of this hot band
determines the vibrational temperature, T,, describiﬁg this Vv, anion vmode; we obtain
an improved fit ’by assuming a higher temperatufe for the stretéhing vibrational

modes relative to the lower frequency v, bend mode. This is presumably justifiable
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because the stretching modes are expected to be more strongly excited initially in the
dissociative electron attachment reaction used to generate the NCO~ions. Moreover,
the lower frequency bend mode should be cooled more effectively by collisions in the
free jet expansion. Overall, the high vibrational temperatures needed in the fit show
that vibrational cooling is fairly poor in the helium expansion.

| Jacox has constructed a force constant matrix from infrared observations of
all vibrational frequencies of various isotopically substituted forms of NCO in an
argon mat;x"ix."2 From these force constants, we have calculated the bond stfetching
normal coordinates. When combined with the values of 1AQ,| and 1AQ,| derived

from the fit, we may calculate ARy and ARy, from anion to neutral.

[ARCN] _ (0.210 -0.332) [AQI] R

AR, - \0.155 0.349) (AQ, : |

As we expect the C-O bond to shorten in the ﬁeutral and the C-N bond to lengfhen,
the sign of AQ; must be negative, but it is not possible to determine the sigﬁ of the
small AQ,. Let us then consjder 3 values for AQ,: +0.04, 0.0 and -0.04. Using AQ, =
+0.04 and AQ, = -0.128, Equation 5 yields ARy = 0.050 A and AR, = -0.039' A Ifwe
take the R, structure for NCO neutral from Misra et al. (Table 3-IIT),2! then these
displacements yield Ry(C-N) = 1.15 A and R(C-O) = 1.25 A for ’l\TCO". For AQ, = 0.0
and AQ, = -0.128, then ARy = 0.042 A and ARy, = -0.045 A; resulting in R(C-N) =
1.16 A and R(C-0) = 1.25 A. Finally if AQ, = - 0.04 and AQ, = -0.128, then AR =
0.034 A and AR, = -0.051 A; resulting in Ry(C-N) = 1.17'A and R(C-O) = 1.26 A for
NCO~. Ifwe use thesé values to calculate the rotational constant B, for NCO-, then,
by comparing with the high resolution experimental rotational constant, we can

determine the sign for AQ,. For AQ, = + 0.04, 0.0 and -0.04 the calculated rotational
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constants are B, = 0.3925, 0.3878 and. 0.3834 cm™ respectively. The last of these is

closest to the observed B, 0.3841 cm™," indicating that the sign of AQ, is negative.
The values that best fit the data and agreevwith Saykally’s rotational constant are
then AQ,=-0.035 = 0.01, AQ,=-0.128 = 0.008. |

The final resultvfo.r the anion R, bond lengths are shown in Table 3-III. The
quoted error bars of + 0.01 A include the uhcertainties in the normal coordinate
changes in our fit and the error bars in Misra’s neutral bond lengths, but not the error
in assunﬁng the paréllel mode approximation (i.e. the neglect of Duchinsky rotation®)
~or in Jacox’s force constants. Comparing our result to thé ab initio values shows that
" the C-N bond length in NCO~ is considerably overestimated at the highest level of
theory (MP2). In fact, it appears that all levels of ab initio theory shown do not
corre;tly describe the relative bond lengths R(C-N) or R(C-O) in either anion or

neutral. It is well known that multiply bonded systems are difficult to describe

theoretiéally and it appears that this system, which has somewhere between a single

and double bond between C and O atoms, and between a double and a tﬁple bond

between C and N atoms, is certainly a strong test case.

NCS-

| The NCS~ photoelectron spectrum has four major peaks; as already noted,
these are due to a short progression in the C-S stretch (v,) in ;aach of the two'spin-
~ orbit components of the NCS X[ state. According to this assignment, the four peaks
correspond to transitions to the I1,,(000), 2II“Il,z(OOO), *[1,,(001) and *1,,(001) levels of
the neutral. However, the spacing- of the peak centers from the origin, 0.040, 0.091

and 0.130 eV, differ for the two 3] transitions from the corresponding term values
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given by Northrup and Sears® (0.040, 0.094 and 0.137 eV) in their laser induced

fluorescence/stimulated emission pumping study of NCS. Although these
discrepancies are small relative to our resolution, a simulation using Northrup’s
observed 001 term values cannot fit the observed photoelectron band.

The apparent shift in our peak spacings is probably from Fermi resonances in
NCS; Northrup shoWed these are responsible for extensive mixing of the 020 and 001
states with I1 vibronic symmetry. The separation between the | ?[1,,(001) and
p2I1,,(020) levels is less than 10 meV (80cm™) - fhe 2[1,,(001) is higher - as is the
separation between the I1,,(001) and «*1,,(020) levels.*® (The subscript here refers
to P, the projection of the electronic, vibrational, and spin angular momentum along
the internuclear axis.®®) Close-lying levels with the same value of P can interact via
Fermi resonailce. In. the absence of this _gﬁ'ect,- the unperturbed 020 levels are
expected to have poor Franck-Condoﬁ overlap with the NCO~ground vibrational level.
However, because of the Fermi resonance, transitions to the 020 levels can occuf with
appreciable intensity in the photoelectron spectrum via intensity borrowing from the
nearby 001 levels. Thus, we would expect to observe two unresolved doublets in the
photoelect:,ron spectrum for the "3}" peaks. The sj;acing from the origin of the center
of each gnresolved aoublet would be expected to be the weighted average of the two
mixed states making up fhe doublet. While our resolution is insufficient to resolve
these doublets, each "3;" peak in the photoelectron spectrum does lie approxiniately'
at the average of Northrup’s term values for the strongly interacting 1®11,,(020) and
,,(001) levels, for the P=3/2 component and at the average of x*I1,,(020) and
?[1,,(001) levels for the P=1/2 component. Aaditiohal evidence for the hypothesis that

the "3," peaks are unresolved doublets is provided by the observation that these peaks
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around 1.0 eV are broader (25-28 meV) than their respective origin peaks (21 meV)

at around 1.11 eV. The con'gribution to the peak width from instrumental resolution,
in contra_sf, is smaller for peai(s at lower _eléctron kinetic energy.

An analogous Franék—Condon simulation can still be performed for the NCS—
spectrum as for NCO~. However, because of the complications due to the Fermi
resonance, wh;ich we ignore, and because the observed vibrational progression is very
short, we use a simpler, purely harmonic model in this simulation. Because the
bénding mode is included only for simulation of seqﬁénce bands, the v, mode is treated
as a degenerate harmonic oscillator for the neutral as well as the ion, without account
for the Renner-Teller effect. Northrup and Sears’ vibronically deperturbed hérmonic
frequencies are used for the v, and v, modes (Table 3-II). The deperturbed o,
frequeﬁcy actually matches the observed "v;" peak spacing in the photoelectron
spectrum. The calculated intensities, however; averége the comj:licated state mixing
taking place in the "3;" peaks. For the anion, we also use an entirely harmonic
treatment despite the existence of a thorough anharmonic force field derived from
alkali halide matrix spectroscopy of NCS™."® This is reasonable because the anioh
vibrational temperature turns out to be far‘lower than in NCO™, so that agion states
higher than v=1 are not significantly populated. Further,. a more complicated
treatment does not seem warranted given the simple treatment of the neutral
vibrations. The anion v, (C-N stretch) frequency is fixed at the gas phase
fundamental observed by Polak et. al.,? Where:;s the v, and v, frequencies are taken
from-CsI matrix work.'® Of all the alkali halide matrices, Cs] is expected .to have the
least perturbation on the NCS-vibrational fréquencies, as compared to the gas phase,

because it has the largest vacancy sites. Even so, the free ion value for the C-S
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stretching frequency (v,) has been the subject of considerable discussion; it has been
suggested that there is still some perturbation caused by the CsI matrix on this ’soft’
vibration.’®*? The position of the 3] hot band in our photoelectron spectra, particularly

where this feature is enhanced in spectra recorded from ions which are formed in a.

hotter pure helium éxpansion, is consistent with the v; fundamental observed in

cesium iodide. Our resolution precludes determining the free-ion value with. any
greater precision.

The variable parameters in the simulation are 1AQ, 1, the position of the oﬁg’in,
and the vibratioﬁal temperature T,,. Here, we can adequately fit the spectrum
assuming the same temperature for each vibrational degree of freedom. [AQ,! is
constrained to be less than 0.03 amu*-A, because little signal is observed at 0.24 eV
to lower kinetic energy of the origin, where the 1} transition is expected, and |AQ2|
rqust be zero by symmetry. The best fit is shown in Figure 3-6, where T, = 350 K
and 1AQ,l = 0.13 amu*A. Unlike the NCO radical, only the overall rotational
constant for the neutral is known,” and thus the two individual vbond lengths are
unknown. While there is no force constant matrix available for the radical, one has
been constructed for the ion from the alkali halide matrix work.’® Calculating thé
normal coordinates for the stretching modes from this force constant matrix, we may
again translate our observed AQ, value into equilibrium bond length changes. In
using the anion normal coordinates for this purpose we.are once again invoking the
parallel mode approximation. By noting that Q, corresponds td almost purely C-S
shortening/lengthening, ‘that there is no change in Q,, and that the r6tational constant
increases (therefore the overall molecule contracts) from anion to neutral, we can

determine that the change in equilibrium bond length between anion and neutral is‘
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AR(C-N) = 0.00 = 0.01 A and AR(C-S) = -0.03 = 0.01 A. Comparing these geometry
changes with the ab initio data in Table 3-IV,‘3"‘_5 the I-IF‘/6-31+G* and HF/6-31G*
results are consistent with the changes derived from the Franck Condon anélysis.
However the MP2 res_ulté are surprisingly poor; they prediét the opposite result, AR(C-
S) > 0 and a substantial shortening in the C-N bond, which is cleaﬂy not consistent

with the absence of the 1} peak in the photoelectron spectrum.

5. v Conclusions

We have presented the photoelectron spectra of three pseudohalogen anions.

The relatively simple spectra have yielded the electron aﬁinity of CN, NCO, and NCS
to a precisidn of about 5 meV. The electron affinities for all 'threg radicals are now
clearly established. Various related thermochemical quantities, including the bond
dissbciation enthalpy of HNCS, have been. derived. The first gas phase determinations
of the equilibrium bond lengfh and vibrational frequency for the cyanide ion have also
been reported. These data compare very well with high level ab initio theory. The
-results for the 213 nfn photoelectron spectrum of CN~ provide some useful calibrant
lines for negative ion photoelectrbn spectréséopy at this and shorter laser wavelengths
where there have been none hiiher_to_available. A Franck-Condon analysis has yielded
the bond lengths in NCO~ and the change in geometry for NCS~to NCS. These have

been compared to ab initio results.

1
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Table 3-I: Electron Affinities of Radicals studied in this work.®

raw EAP correction to sequence band | space charge spin orbit rotational .Final EA®
peak centroid® | correction’ - correction® correction’ correction®
CN 3.860 + 0.003 +0.003 + 0.001 | 0.000 £ 0.000 | +0.001 + 0.001 | none -0.002 + 0.002 | 3.862 + 0.004
NCO 3.615 + 0.004 -0.005 + 0.001 | +0.002 + 0.001 | +0.003 + 0.001 | -0.006 + 0.001 0.000 + 0.002 | 3.609 x 0.005
NCS 3.531 = 0.004 0.000 + 0.001 | +0.002 £ 0.001 | +0.004 + 0.001 | none 0.000 = 0.002 | 3.537 + 0.005
a) All energies in eV
b) From the maximum in 0-0 peak, includes uncertamty in cahbratlon
c) Difference between weighted peak center and highest pomt
d) From Franck Condon simulation.
e) Estimated from halide ion corrections.
f Unresolved spin-orbit separation, if applicable.
g) Estimated from rotational contour simulation (see text).
h) Corrected adiabatic electron affinity.
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Table 3-II: Spectroscopic data used in simulation of NCO— and NCS— photoelectron spectra. All values in cm™.

Mode v, _ v, A
Aooo ' o Xn o' X2z W' Xa3

NCO- - 1233° -3° 625° 0 2148° -12°
NCO -95.6° 12790 -3 535% 0 1951¢ -154
NCS- - 2065" 0 469' 0 745 0
NCS -323.4* 1942k 0 , 376 -0 735" 0

a) From NCO~ in CsI matrix. Refs. 15, 16 and 17.

b) From NCO~ in KI matrix. Ref. 17. '

c) From gas phase v, fundamental (Ref. 19) and matrix y,, from Ref. 17.

d) Ref. 34.

e) Derived from NCO gas phase fundamental (Ref. 59) and COz %1 (Ref. 60).

) From COj (1 o) Ref. 60.

g) Ref. 61.

h) " Fundamental in gas phase. Ref. 20.

i) NCS~ fundamental in CsI matrix. Ref. 18. _

) Fundamental in CsI matrix (Ref. 18) and verified as gas phase value by hot band in photoelectron spectrum.

k) Ref. 33.

D Harmonic deperturbed analy51s of Ref. 33. See text for details.

18



Table 3-III: Calculated and Observed Geometries of NCO~ and NCO."

NCO- NCO
Theory level R(C-N)/A | R(C-0)/A | R(N-O)/A | B, (cm™) R(C-N)/A | R(C-0)/A | R(N-O)/A | B, (cm™)
HF/6-31G* 1.167 1.215 ' 2,382 0.3971% 1.212 1.160 2.372 0.4011%¢
HF/6-31+G* ' 1.169 1.214 2.383 0.3968° 1.214 1.159 2.372 0.4011°
MP2/6-31+G* 1.213 1.243 2.456 0.3737° 1.254 1.166 2411 £ 0.3883°
MRDCI 1.25 1.18 2.43 10.3822f
CASSCF 1.21 1.19 2.40 0.3916°
MR-CI 1.23 1.19 2.41 0.3885¢
" Experiment 117" 1.26" 2.42" 0.3841' 1.200 1.206 2.406 0.3895*

a) All structures linear.

b) Ref. 13.

c) Ref. 43a.

d) Ref. 43b.

e) This work.

g5 Ref. 57.

g) Ref. 58.

h) These are R, + 0.01 A derived from Ref. 21 and this work; see text.

i) B, from Ref. 19; B, = 0.3859 cm™.

i R, = 0.008 A, Ref. 21.

k) B, from Ref. 56.
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Table 3-IV: Calculated and Observed Geometries of NCS~ and NCS.*

NCS- | NCS

Theory level R(C-NYA | R(C:S)/A | R(N-S)/A | B, (cm") | R(C-N)/A | R(C-S)/A | R(N-S)/A | B, (em™)
HF/4-31G* 1.158 | 1.641 2.799 0.2050°
HF/6-31G* 1.149 1.688 2.837 0.1986° 1.160 1.648 2.808 0.2036°
HF/6-31+G* 1.151 1.686 2.837 0.1987¢ 1.160 1.649 2.810 0.2033¢-
CISD/4-31G* ' 1.154 1.650 2.804 0.2041°
MP2/6-31+G* 1.201 1.659 2.860 0.1970¢ 1.153 1.672 2.825 0.2007¢
Experiment 0.1974¢ 0.2037"

a) All structures linear.

b) Ref. 65.

) Ref. 13.

d) This work., o

e) B, from Ref. 20; B, = 0.1968 cm™.

f) B, from Ref, 64.
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Figure Captions for Chapter 3.

Figllre 3' 1 .

' Figure 3-2.

Figure 3-3.

Photoelectron spectra of (top) CN-, (middle) NCO‘,' and (bottom) NCS-
with 266 nm (4.657 eV) laser radiation. The polarization of laser with
respect to the electron collection direction is parallel (6=0°) for CN,
‘magic angle’ (6=55°) for NCO-, and perpendicular (6=90°) for NCS~.
The experimental spect;ra have been smoothed by convolution with a
5 meV full-width at halfmaximum Gaussian. The inset of the CN—
photoelectron spectrum shows a rotational contour simulation of the CN
X(2*) « CN—X(z" transition assuming an ion rotational temperature

of 200K (solid line); the experimental data points are indicated by

~ circles. Rotational consténts used in the simulation : B" = 1.875 cm™,

B’ =1.891 cm”’,D",=-6.202 x _10‘ cm",»D’o= -6.393 x 10° ém’l. Refs. 1,7
Photoelectron spectrum of CN ~with 213 nm (5.822 eV) laser radiation.
The polarization of the laser is perpendiculér (6 = 90°) to elec'tron
detection direction. _

The highest 6 and = ‘molecular orbitals for CN=, and the highest
occupied molecular orbiial (HOMO) for each of the NCO~ and NCS™
anidné. These are the SCF molecular orbitals computed at the
MP2/6-31+G* optimized geox.ﬁetry for each ion. Phbtodetachment
(removal) of an electron from each of these orbitals yields the ground
electronic state of the respective neutral radical, except
photodetachment from the CN~ n orbital which yields the CN(A?T)

excited state-.



Figure 3-4.

Figure 3-5.

Figure 3-6.

85
Franck-Condon simulation for the CN ACII) « CN~ X('T") band.

Experimental 213 nm data plotted as points. R = 1.1765 A,
T.w= 1400 K.

Simulated photoelectron band for NCO~ phptodetachment assuming
spectroscopic parameters in Table 3-II. Simulation has anion
vibrational temperature set at T = 775 K for the two stretching modes
and T = 600 K for the beﬁd mode. Experiméntal data p'lottéd in points.
Simulated photoelectron band for NCS— photodetachment with anion
vibrational temperature set at 350k, assuming spectfoscopic

parameters in Table 3-II. Experimental data plotted in points.
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Chapter 4. Theoretical: Timé-dependent framework for analyzing

dissociative photoelectron spectra.

1. Intréduction

In the interpretation of our transition state i)hotoelectron spectra we have to
relate the observed structure to the neutral reaction potential energy surface(s). This
will mean simulating each photoelectron band with a fairly rigorous quantum
mechanical procedure. However, we should choose a model that is not overly
complicated, as we would like to be able to vary the neutral potential energy surface
several times to try to improve the fit with the observed spectrum. This chapter
describes the methods we have chosen to perform this operation, and some of the
underlying theory and the philosophy behind the model.

The photoelectron spectrum of a cold negative ion involves transitions from the
ground vibrational state of the ion to many possible states supported by the.upper
neutral surface. If there is more than one neutral electronic state accessible from the
ion with the photon energy used, and transitions to that surface are allowed,’ then
bands due to each surface will be observed. Let us assume for the moment that there
is only one neutral surface contrib_uting to the photoelectron spectrum. The structure
in the spectrum, i.e. the peak positions, widths and spacings, is due to the neutral
states, and the peak intensities are due to the o§erlap of each neutral state with the
‘anion ground state wave function. The probleni then typically breaks into two parts,
characterizing the upper neutral states, and calculating the overlap of these neutral

state wave functions with the simple anion wave function.
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Exbressing the above mathematically, the photoelectron spectrum as a function

of energy is, within the Franck-Condon approximation,

o(B) = (¥ | ¥'(E))|? M

where y,” is vthe. anion v = 0 wave function and y’(E) is fhe §vave function on the
neufral ‘potential energy surface with energy E. If the neutral is bound, i.e. is not
unstable with respect to dissociation, then y’ is a discrete function of energy. vy’ is
non-zero only at eigenvalues of the neutral potential surface. If the neutral is |
unbound, then y’ is a continuous function of energy. E is defined with respect to
some (arbitrary) zero of energy, usually the bottom of the lov‘}est well on_the neutral
surface. The Ifelationship between the electron kiriétic energy, E,, of the photoelectron

spectrum and E, often described as the neutral or scattering energy, is

E,=hv-Ay-E @
where ﬁv is the photon energy and A, is a constant énergy'relating the ground state
level of the anion to the neutral’s zero of energy. For example in a simple M~ > M
photoelectron process where both anion M~ and neutral M 'ére bound molecules, A,
would be the adiabatic electron affinity less the zero point enefgy of the M neutral.

For the less interesting case when the neutral potential surface ié bound;
equation (1) is routinely solved by invoking the normal mode approxiniation, and
separating out all the nuclear degrees of freedom.? Usually the parallel mode
approximation is also assumed, i.e. the normal coordinate decomposition of nuclear
motion is identical for both the anion and neutral. The -eigenvalues and

eigenfunctions for motion in each separable mode are found, or are known analytically
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in the case of a Morse or harmonic oscillator, and the épectrum is célculatéd by
performing the one dimensional overlaps of each eigenfunction with \ﬁo”.a This was
the method' used in Chapter 3 to simulate the photoélectron spectra of CN—, NCO~
and NCS—.

"~ In cases where a mode is not modeled by a harmonic or Morse potential
function, numerical solution of the Schrédinger equation is required, and this is can
be accomplished by a variety of numerical aigorithms. One of the most efficient
algoﬁthms is the DVR method of Light and coworkers,! which has.been described by
Metz.? I note here that it is also possible, and simple, to use time-dependent methods
to solve for bound levéls, and although not as efficient as DVR for this problem, a
time-dependent soiution has been used to find the éigenstates of the "one-dimensional
cut” in Chapter 5. | |

The nature of our transition state experimeﬁts, where the species formed by
photodetachment lives oxﬂy on é femtosecond time scale, dictates that the neutral
state wave functions are not bound. The potential energy surface is repulsive and fhe
v’ are scattering states. In genefal the full Schrédinger equafion .must be solved
numerically, and separation of nuclear degrees of freedom along the lines of the
normal mode approﬁmation has only limited success. An altérna_tive.formulation to
the problem, and along with it an alternative language from that of scattering states,
(is given by Heller.® This is set up in time-dependent quantum mechanics, and
involves motion of wave packets to describe molecular spectra. Although this
formulation is mathematically equivalent to the above time-independent method, and
the solutions via the two approaches are therefore identical, the .time-dependent

formalism gives rise to an entirely different conceptual framework to extract the
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dynamics from the photoelectron spectrum. In fact that framework is in many senses
more appealing, as it carries with it a classical feel,.but does not suffer from the |
inadequacies of classidal mechanics in de§cribing light particle ﬁoﬁon. The inherent
principle of .dy_namical processes occurring along a time axis is restored. This
framewqu has become increasingly popular over the last few years, and the language .
of scattering and photodissociation is now decidedly mixed betweeﬁ time-independent
and time-dépendent. These developments have been spurred, in part, by the
appeai-ance pf experiments that observe chemical dynamics explicitly in real fime,
such as those of Zewail and cov‘vorkérvs.‘5

The numerical implementation of time-dependent éolutions of the Schrédinger
equation has been driven by the work of Kosloff.® In section 3, we will outline the |
Kosloff method for solving the tirﬁe-dependént Schrﬁdingef eqhation, and describe the
practical issues involved in a successful wave packet propagation calculation. Several
other groups have used‘t?he time-dependent approach to simulate frequency domain

10 a5 well as to interpret Zewail's time:domain experiments. The

spectra,®
application of a time-dependent analysis to a frequency-domain experiment, such as
photoelectron spectroscopy, is not contradictory. Although a wave packet is not

created in our "long pulse"”’

photodetachment experiment, but rather a well defined
neutral scattering state y(E) with a transition probability given by Eqﬁation- (1), the
photoelectron spectrum can nonetheless be inte'rpreted in terms of the dynamics of a

wave packet prepared in a hypothétical "short-pulse” experiment. First let us

" Our experiments employ a nanosecond laser. Thus the pulse length is :

infinitely long compared to the molecular dynamics. ' '
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establish the relationship between the time-dependent wave packet and the energy
spectrum. | |
2. The photoelectron spectrum from the wave packgt time dynamics
The ground sfate wave function of the lower (anion) surface, y,"(x), is
transferred "up” to the neutral surface by the laser: an electronic transition dipole
‘ moment links the two éurfaces. The vertical transition gives birth to a wave packet

o(x, 0) on the upper surface given by

¢x0) = k@W® . (3)

U(x), the electronic transition moment, is usually taken to be a constant over the range
~ of coordinates where V,"(x) has any amplitude, as in the Franck Condon formula (1).
9(x, 0) is not an eigenfunction, or stationary state, of the neutral surface but evolves
in time. ¢(x, 0) of Equation (3) is then the wave packet at the "zero" of time. From
now on we ao not refer to the explicit coordinate dependence of the wavepacket: the
' initial wavepacket is thus denoted ¢(0). The wave packet motioxi is ‘governed by the

time-dependent Schrtidinget Equation

v 29 - g0 | 4)

where H is the Hamiltonian for the neutral surface. The solution of (4) is formally

expressed as
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@) = ™1™ $(0) - ®

where e/ is the time evolution operator. This gives the dynamics of the wave

packet for all times ¢. The autocorrelation function, C(¢), is defined by

CO) = B0 [60) ©)
and monitors the time development of the overlap of the moving wave pécket with the
initial wave packet at ¢ = 0. In other words, the behavior of the wave packét with
respect to the Franck-Condon region is mapped by C(z). Once the wave packet has
complétely disappeared from the Franck;Condon region, C(¢) - 0.

The photoelectron spectrum is related to the autocorrelation function by the

Fourier transformation® -

o(E) « f eEl Y CHdt . 7

This can readily be shown to be rigorously equivalent to Equation (1) by the following

steps. Substituting (5) and (6) into (7) yields

OB « [ = (B0 |5 | $(0)) dt ®

Inserting the completeness relationship for the set of wave functions, y’, of the

neutral Hamiltonian H,

[dE" WENWEY =1 (9
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into (8) gives

oB) « [ €™ (4(0) |eH > [dE/|WHE")) (W(E) |6©@) dt . (10)

As y'(E’) are eigenfunctions of H, then

O(E) o ff eiEtI’h <¢(o) |e-iEltI'h |¢/(E,)) (WI(EI) |4)(0)) dE/ dr ' (11)

- o) « de/ fdt e E-EDtI » ($(0) | WHE)) |2 (12)
-~ o) « f dE' 2% 8(E-E') [{$(©) | ¥'(EN)? - (13)
~  o(E) = |(6O | W(EN (19)

As we have assumed that u(x) is a constant over x in Equation (3) then expression (14)
is equivalent to the Franck-Conaon relationship (1).

The major approximation in both expressions (1) and (7) is that the
photodetachment electronic tranéition moment is taken to be a constant, and is an
average over not only the nuclear coordinates but also over all final electron kinetic
energies. Reutt has considered these approximétions and given a similar, but.more
rigorous, derivation of (7) to that appearing here."! |

- We have éstablished through (7) that the photoelectron. spectrum is simply
related to the autocorrelation funcﬁon by a Fourier transform. This is a powerful

result. If we calculaté' C(t) from a theoretical wave packet propagation, we can

[

immediately simulate the photoelectron spectrum. Let us first make a few
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observations concerning the autocorrelation function. The wave packet is a complex
funcfion of the nuclear coordinates, i.e. it has real and imaginary parts. Even if ¢(x;2)
is a stationery state, the wave function has a time evolution that involves a constantly
changing phase. We usually define the phase to be zero at‘ t=0. It follows that C(z)
is also complex, and even for a stationery state, where | C(t)| = I for all ¢, the real and
imaginary parts of C(¢) vary sinusoidally in f,ime. Usually when the autocorrelation
function is plotted to gain insight into the wéve packet dynamics, only the absolute
value, 1C() 1, is _shown. However, numerically, the phase time dependence cannot be
ignored.

The Fourier integral limits in Equation (7) indicate evaluation over the time
interval [-, =]. Two points concern us with the physical implementation of this
" Fourier transform (FT). Firstly, time reversal symmetry dicta_tés that C¢) is a
Hermitian function, i.e. C(-¢) = C*(). Thus we need only run the dynamics from ¢ =
0 onwards! Secondly, how long in time must C(f) be computed so that the
photoelectron spectrum may be evaluated? Clearly only a finite time of dynamics is
required to yield the spectrum to a resolution equivalent to the experiment. We vﬁll
return to this point later.

Some examples of the dynamical signétures one may expect in the auto-
correlation are given in the papers of Heller,® Imre,® Reutt,!! and Lorquet as well
as in chapters 5 and 6 of this thesis. Heller discusses some of the general
relatibnships between peak spacings, homogeneous peak widths, as well as the overall
Franck Condon envelope width in the energy spectrum and their__ characteristic time
periods in IC(t)l. Some simple examples are illustrated in Figure 4-1. The re-

appearance of the wave packet in the Franck Condon region, signalled by a peak in
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the autocorrelation subsequent to ¢ = 0, is termed a recurrence. Recurrence featﬁres,
in the energy spectrum. In fact one single recurrence in C(t) is necessary, but
sufficient, to see undulations, or diffuse structure, in the energy spectrum (see Fig.
4-1(iii)).? Correlation loss over several vibrational periods is possible from a number
of proceéses other than direct dissociation. Anharmonicity in a bound vibrational
mode or non-adiabatic effects are possible mechanisms for lossés at each recurrence

in IC®)1.

2.1 The Autocorrelation function from the photoelectron spectrum

Equation (7) may be inverted

+oo

C@) f o(E)e £ > dE | (15)

yielding the autocorrelatmn from the (experimental) spectrum. This has been the
approach adopted by other groups in all prior photoelectron studles where the
spectrum was interpreted, via C(t), in terms of the short time molecular dynamics.!
1213 Lorquet has demonstrated how the reverse Fourier transform procedure may
also be used for deconvolution purposes. The instrumental response function, any
spin orbit splitting and rotational peak broadening can be removed to uncover the
bare vibrational dynamics.*

We make a much stronger connection to the dynamics by simulating the wave

packet dynamics that determine C(t). From this simulation we may then compare

either the theoretical 1C(t)| with thev Fourier transformed experimental data or the
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simulated photoelectron spectrum, from Equation (7), with the raw experimental

¢

photdelectron spectrum.

3. Wave packet propagation
3.1 Method |

To compute the motion of a wave packet on a model potential energy surface
we must find a numerical solution to Equation (4). H is the Hamiltonian for the

neutral state and is given by

, |
H=T+V=-Xvyz.vy | (16)
2

where V aild V are the N-dimensional Laplacian and potential respectively.
Throughout we shall use atomic units (i.e. # = m, = I). Note that the potential
energy, and therefore the Hamiltonian, is time independent. The actual physical
problems we will address in this work involve one or two dimensions, although the
approach is complétely general. For sake of illustration, we will consider the two-
diménsional case where the Cartesian coordinates, x and y, are the mass-spaled Jacobi
coordinates for A + BC collinear reactive scatteriné. The coordinates are deﬁi:led by
x=(Uc s | Bap)'"? Re spandy =R,z. Uc,pis the reduced mass of the system C and
AB, likewise 1,5 is the reduced mass of A-B. Thg kinetic energy operator for this case

is separable
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iﬂ.@i] , an

The numerical solution of (4) thus involves both spatial and temporal
derivatives. Following Kosloff's formulation,”® this differential equation is solved by
discretizing both time and Space on a uniform grid. Accordingly, let ¢(i,, i)
represent the wave packet af; time ¢ = (n-1) At at the location x = (i,-1) Ax, y =
(,-1) Ay. At Ax and Ay are the time step and the spacings of the Cartesian grid
points respectively. Rewriting (4) in this discrete representation gives

| Gy

S0 = HEGod) (18)

This expression suggests an iterative (marching) scheme in time where the next wave
packet is calculated from the previous packet(s) by evaluating the right hand side of

Equation (18). Approximating the time derivative with a second order differencing

formula
| i) | ™G0, -0 o) | (19)
3 241
then
¢*! = ¢" - 2iAt HY" . (20)

Thus the (n+1)-th wave packet at ¢ = nAt may be calculated from the two
preceding packets once we have established how to compute the H operator. This
second order differencing propagation scheme is a stable iterative solution of the time-

dependent Schrédinger equation, whereas the slightly‘ simpler first order analog is
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not.” This is, therefore, the simplest finite difference scheme for solution of (18).
Severél more sophisticated propagators have been proposed that may be more
eﬁicielvlt.14

Equation (20) gives an iterative scheme that allows us,. in principle, to
propagate the wave packet for any desired time length. To initialize the solution,
however, we require both ¢’, the initial wave packet (which we are setting equal to ‘
the anion ground state wave function), and ¢2. To find ¢ we use second order Runge-

Kutta'®:

& - ¢ -ireHY @

where the intermediate packet ¢’ is given by

¢ = o - 2 (22)

To compute the spatial derivatives involved in the operation of the Hamiltonian
a pseudo-spectral (or Fourier) meth_od is adopted, in contrast to the standard finite
difference approach employed for the time derivative. The advantage of using a
Fourier method is that it is extremely efficient and it requires substantially fewer gﬁd
points than finite difference schemes of similar accuracy.’® The conceptual appeal
of the method is that it allows calculation of both the kinetic and potential operators
locally. The operation of V on the wave packet ¢" is simply to multiply together the
value of the potential and the wave packet ét each grid point - thus V is local in the
position (Cartesian) represéntation. The Laplacian, however, is not local in the
position representation - it involves spatial derivatives of the Wave packet. The

Fourier method uses the property of a Fourier transform that a deﬁvative in the
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spatial domain becomes .a multiplication in the Fourier (momentum) domain. Thus
the Laplacian operator is local in the momentum representation.®

If the spatial grid is set up in a rectangular set of coordinates, i.e. the kinetic
energy can be written in the form of Equation (17), then the kinetic enérgy operator

in momentum space is also separable:
1,42 12 ‘
T,.k) = L& +K) (23)

where k, and k, are the wavenumbers along the x and y spatial directions. Operating
with T on ®*(%,, k), the Fourier transformed wave packet, is as simple as multiplying

®"(k,, k,) by (k2 + k})/2p. In the discretized form
T®G, 5,) = 106G, -DAKY + (G -DAKY] 'G,.0) (29

From the properties of the discrete Fourier transform, Ak, is given by Ak, = 2n/(x,,,. -
X, ) with a similar expression for Aky.‘s The resulting T ®"( i,,x, i,,y) is reverse Féurier
transformed back to the spatial domain and added to Vo"(i, i,) to form H¢;‘. Because
the grid points are equally spaced, an two-dimensional fast Fourier transform (FFT)
algorithm may be used to compute both Fourier transforms. Library routines for the
extremely efﬁcient evaluation of 1 and 2 dimensional FFTs are available.!”
Numerical solution of the problem then boils down to the following recipe.” *
(a) ~  Specify the initial wave packet on é chosen grid: ¢’ = y,”, the anion ground
state wéve function. | |
(b) Calculate the time evolution of é(t) by obtaining ¢" for successively higher n

by relation (20); each time step involves:
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(i)  compute T¢" by an N-d_iménsional FFT on ¢" followed by a
multiplication by (k,? + k,°)/2u and a reverse FFT.
(i)  calculate V¢" by multiplication of the potential function evaluated at
| | each grid point by the wave packet at thé same grid point.
(iii) after summing (i) and (ii) to give H¢", form ¢™! from ¢"! and Ho".

(c) | At intervals of At,,;,, compute the self-overlap of the wave packet <¢’1¢"> By
integrétion on the spatial grid and store.

(d At the end of the time propagation, Fourier transform the stored
autocorrelation ﬁmction C(t) according to (7) to yield the photoelectron
spéctrum. | |

The method is relatively easy to ‘impl.ement ag most of the numerical work is done in

the library FFT routine. Appendix C describes fhe wave packet propagation codes

developed for use in this work.

3.2 | Stability criteria and propagation errors.

Kosloff and Kosloff show that there is a numerical dispersion in the Fourier
v.method, which must be considered when choosing the time s1_:ef) for a propagation.’
~ For time steps largef than a certain value, known as At,,, the .propallgation will
become unstable and exponentially increasing solutions will take over from the

desired wave-like solutions. At is given by the following relationship
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A, | (L L - (25)
2p{ Ax?  Ay? '

for a two dimensional spatial grid and zero potential. The term inside square brackets
- represents the maximum kinetic energy (in atomic units) for the wave packet allowed
by the grid. This is deﬁved from the range of momenta supported by the choice of
grid; in the x direction; for example, this is -2,™* to k&, where k,"* = ©/Ax. Relation
(25) is merely a statement of the energy-time uncertainty principle: the time step
cannot be‘larger than 1/AE , where AE represents the total range of eigenvalues
possible in the Hamiltonian.® Fof a real system where the potential is non-zero, AE
is the sum of the complete range of l;inetic and potential energies. | Therefore,
Equation (25)is an m./erestimate for Af,,;, and the range of potential energies expressed
on the grid should be monitored carefully (se.e.below). In order to achieve a converged
solution of the time-dependent Schrddinger equation, values of the time step should
be chosen such that At ~ 0.2 At,;, . Kosloff and Kosloff show the numerical dispersion
in this regime is almost identical to the intrinsic dispersion in the time-dependent
Schrodinger equation.’ |

Kosloff has also shown that the Fourier/ secoﬁd order diﬁ'erencing method
necessarily preserves the norm and the energy of the wave packet.” The error in a
propagation thus accumulates in the phase; this limitation essentially determines the
maximum propagation times possible with this discrete propagétor approximation.®
Convergence of a propagation solution is checked for by reducing the time step and/or

decreasing the spatial grid spacings.
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3.3 Implementation of wave packet propagation to simulation of
photoelectron spectra.

In later chapters, we apply the wave packet propagation method to simulate
the photoelectron spectra for several transition state systems. The ions AHB~ are in
general linear, so photodetachment will access a linear_ configuration of the atoms in
the transition state regidn of the neutral reaction surface. If the saddle point for the
A + HB reactions is collinear,” a simulation that computes only the motion of the
atoms on a collinear potential surface should yield a reasonable approximation to the
true photoelectron spectrum. To construct the initial wave packet, i.e. the anion
ground state wave function, we require information concerning the eQuilibﬁum bond
lengths and fundamental frequencies of AHB~, If approﬁriate; the form of the two
stretching normal modes and anharmonicity data should be included. At best, some
vibrational frequencies may be available from matrix isolation work. In xﬁost cases
the remaining information has to come frombab initio calculations, or even empirical
guesses in the worst case scenario.

Next, a trial potential function for the neﬁtrai reactionlis chosen; this should
be an analytic function of the nuclear coordinates. A grid is set up in mass scaled
coordinates subject to some of the criteria outlined below. The grid covers the reaction
interaction region and the entrance and exit valleys. The number of grid points in
each dimension should be a power of two for compatibility with the FFT algorithm.

The grid may be fairly sparse: often a grid as small as 64 x 32 points is sufficient for

2 Most potential surfaces for the systems we are studying indeed have collinear

saddle geometries. However, recent ab initio calculations for both the O + HF

and F + H, reaction suggest non-linear saddle point geometries.
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a converged propagation. Rarely is it necessary to exceed a grid size of 128 x 64
points. Finally a time step and total propagation time is chosen. The time step is
chosen to meet the stability and convergence criteria outlined in section 3.2; the total
propagation time is chosen to reflect the resolution required in the simulated energy
spectrum. Propagation for 1 psec is sufficient to yield features in the simulated
- photoelectron spectrum as naz"row as 4 meV. Usually 300 - 400 fs of dynamics ié
adequate to produce a simulation of resolutioﬁ comparable to the experimental spectra

(ca. 12 meV).

3.3.1 Grid sizes, time steps and potential shelves.

These three aspects of the numerical wave packet propagation are linked
together. The denser the grid, i.e. thé larger the number of spatial grid points used,
the smaller the spatial grid intervals, Ax and Ay, become. As the range of momenta
that can be described in thevrelated discrete & space representation is inversely
| proportional to the spatial grid intefvais, the smaller the gird spacings becomes the -
larger the range of kinetic energies that can be représented in the propagation. This
may be physically necessary in some cases. However in cases where if is unnecessary,
it leads to dramatically increased computation time for two reasons: (a) the more grid
points used the slower the spatial fast Fourier transforms and (b) the larger the
. possible range of kinetic energies, according to rélation (25) the smaller the time étep
becomes for a stable propagation. Thus, as a preliminary to a production run
propagation it is useful to establish the range of kinetic energies that are_physically
reasonable for wave packet motion in each spatial dimension and plan the grid

spacings accordingly.” Then the overall range in coordinate space (i.e. X0, Xmax €tc.)
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should be decided such that the number of grid points in each direction is a power of

two and that the grid includes the Franck Condon region and enough of the entrance/
exit valleys to accommodate an absorbing boundary (see 3.3.2 below). ‘Finally, as
mentioned earlier, for a converged propagation the time step must be aroun(i 5 times
smaller than the time step that éatisﬁeé the stability criterion (25).

If the grid contains points where the poteﬁtial becomes very high, as is usually
the case for small interatomic separations (the potential "walls"), the range of
potentialvenergy may become very 1arge and force a restrictively small time step for
stable propagation.’® The fact that the potential is huge in those regions of
configuration space is actually irrelevaﬂt to the propagation; as long as the potential
at these "no go" regions is much higher than the energy available in the wa&e packet
then the propagation will not "know" the difference. Thus an arbitrary shelf is
routinely established for the potential énergy: for any grid points where the potential
energy would be higher than that value, the potential is set equal to the shelf value.'®
The truncated range of potential energy is now contained at some reasonable value,
and the time step necessary to converge the propagation becomes manageable again.
A typical time step for a two dimensional propagation (involving hydrogen motion) 1s

1 atomic time unit (1 a.t.u. = 0.024 fs).
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3.3.2 Absorbing boundaries

For the dissociative systems we .are interested in studying, the wave packet
will finally leave the grid, via either the entrancev or exit valleys, or both. (It is not
unusual for the wave packet to split up into fragments - this is a reflection of its
| quantum nature!) At the gnd boundaries what’happéns to the wave packet? Discrete
Fourier transforms, which are used in the numerical method to evaluate the motion
of the packet, assume periodic boundary conditions. In other words, without a
potential, the wave packet would leave one side of the grid and appear again at the
far side. This is not acceptable behavior és far as the physics of our problem is
concerned. As we are only interested in any parts of the wave packet that end up
retuming into the Franck Condon region, and parts of the wave packet that are
leaving ‘the grid are not expected physically to return (if the grid has been chosen
sensibly), we may damp out all flux that approaches the edge of the grid, so that we
do not encounter fhe "wrap around” effect described above.

We follow the simple scheme of Bisseling et al.’* The wave packet is multiplied
by a one-sided gaussian absorbing function f,,, at each propagation step. For a two

dimensional grid f,,, is given by

Fus6Y) = Fup®) Fs®) (28)

where

for x X,

, @7)
exp(-Cope, (X-X3)7)  for x2x,

' fm(x) = {

and likewise for f,, (y). The situation is illustrated pictorially in Figure 4-2; the

shaded regions of the grid are used for the absorbing boundary and the effect of the
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damping function can be seen on a wave packet leaving along the valley parallel to
the x axis. x,,, and y,,, are usually chosen so that a region 10 grid points wide is used
for the absorbing boundary; c,,,. and c,,, are empirically chosen to‘m@miéé both
reﬂecti(_)n and transmissionv of the wave packet through the boundary. This can
require careful attention to plots of the wave packet evolution at the boundary and
artifacts in the autocorrelation. If the wave‘paéket is reflected from the boundary and
makes it back to the Franck Condon region before the end of the propagation, false
resonances will appear in the simulated photoelectron spectrum. A more detailed

discussion of the absorbing boundary problem has been given by Kosloff.!

3.33 Windowing and convolution of the autocorrelation.

Once the propagation has been carried out to ¢ = £, , and the autocorrelation
has been stored at (¢, / A1,,,) +1 values, the photoelectron spectrum o(E) is obtained
by a one-dimensional fast Fourier transform of the discrete C(¢). The ﬁnite
~ propagation of the wavepacket leads to a'ﬁnite resolution in the simulated energy
spectrum. In principle this is given, in atomic units, by AE == / ¢, ."> However, in
préctice, if C(t) has not decayed to zero by e then its Fourier transform will show
| artificial high frequency oscillations; this "leakage” problem is rectified by applying
a windowing function before the Fourier transform.'s

Choice of a Gaussian window function is equivalent to convoluting the

theoretical spectrum with a Gaussian energy resolution function.*® Specifically, C()

#3

We are making use of ihe Convolution theorem (Ref. 15, p. 383) and the fact

that the Fourier transform of a Gaussian is another Gaussian.
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is multiplied by a time window function, I'(¢) = exp(-yt’) , where yis chosen so that the

product I(t) C(t) has fallen to zero by t_,.. The transform, I(E) given by _

IE) = [ &= T()Cryae | (28)

is the photoelectron spectrum convoluted with the energy resolution function. The

energy resolution AE , in atomic units, in the simulation is related to y by
AE = 4,/log,2 v . . (29)

Finally, a change of variable from E, the scattering energy, to E,, the electron kinetic
energy, using relation (2) allows us to compare the simulation with the spectrum

measured in the labofatory.

4. | Conclusions

The theoretical framework behind the numerical simulations ,( and the
qu\alitative time-dependent picﬁure have been described. The mathematical approach
is corﬁplétely equivalent to a Franck-Condon time-independent approach. We apply
the wave packet method in two dimensions which allows us to solve ‘f-or the collinear
dissociation dynamics of a transition state species. The wave packet methodology is
suitable for spectra that manifest both long-lived resonance states and fast
dissbciating direct scattering states. The calculation is an exact quantum solution of
the collinear dynamics. This can provide a useful test of more approximate adiabatic
methods.? In the next chapters we use wave packet propagation to simulate

photoeiectron bands for BrHI~; OHF~ and FH,~.
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The most significant computational édvance to be made in terms of simulating
transition state spectra woul'(i be to extend the above technique to three dimensions
so that a triatomic dissociation could be treated in full. This would allow routine

simulations of the quality of the time-independent methods of Schatz,?° Zhang and

| Miller,?* and Manolopoulos,éz and would once again provide a useful comﬁarison to
Metz’ approximate three-dimensional adiabatic simulations.? Importantly, however,

the resultsv would retain the useful time-dependent perspective that allows insight into

‘the mechanism behind features in the transition staie spectrum. In the last few years
several groups have achieved 3D wave packet codes; the methods used by ééch varies

somewhat But most are a synthesis of basis s.et‘and FFT based solutions to the time-

dependent Séhrﬁdinger equation.?® 24 25.26.27
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Figure Captions for Chapter 4.

Figure 4-1. Example wave packet evolutions on upper state surfaces. In each case,
the schematic potentials involved in the transition, the autocorrelation
function and photoelectron spectrum obtained by Fourier
transformétion are shown.. (i) bound — bound, no Franck-Condon
excitation; (ii) bound — bound, large Franck Condon excitation; (iii)
bound — (bound + continuum) and (iv) bound — free.

Figure 4-2. Schematic showing the region of the grid used for absorbing wave
packet as it leaves grid. The shaded area indicates the absorbing
boundary region. Contours of the wave packet as it hits this boundary
are superimposed on contours of the potential energj'. Parametéi‘s for\
this propagation are giveh in the caption of Figure 6-9. Absorbing

parameters are [refer to Equation (27)], x,,, = 14.17, y,, = 2.625, |

Capsx = 0.001 / Ax, ¢, = 0.001/ Ay.
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Chapter 5. Examination of "the Br + HI, Cl + HI, and F + HI Hydrogen

* Abstractioh Reactions by Photoelectron Spectroscopy of BrHI™,
CIHI and FHI~'

Abstract 4

The photoelectron spectra of the ions BrHI~, CIHI~and FHI, albng with their
- deuterated counterparts, are i)resented. These spectra provide information on the
transition state region of the potential energy surfaces describing the exothermic
neutral reactions X + HI —-HX +I(X = Br, Cl, F). Vibrational structure is observed
in the BrHI~ and CIHI™ spectra that corresponds to hydrogen atom motion in the
ﬁssociating neutral complex. »Transitions to electronically excited potential energy
surfaces, that correlate to HX + I(°*P3,,’P,,) products, are also observed. A one-
dimensional analysis is used to understand the appearance 6f each spectrum and the
BrHI~ spectrum is compared to a two-dimensional simulation pérfo_rmed ﬁsing time-

dependent wave packet propagation on a model Br + HI potential energy surface.

1. Introduction

We have recenﬂy shown that negative ion photodetachment can be used to
investigate the transition state region of a neutral bimolecular reaction. '®* In our
experiments, the spectroscopy and dissociation dynamics of the short-lived [AHB]
complex formed during the hydrogen transfer reaction A + HB —> HA + B are studied
via photoelectron spectroscopy of the stable, hydrogen-bonded anion AHB~. Thus far,

results have been reported for the symmetric hydrogen transfer reactions Cl + HCL*

* Published in J. Chem. Phys. 92, 7205 (1990)
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I+ HI,? and Br + HBr® which were investigated 'by photodetachjng the negative

ions CIHCI-, IHI-, and BrHBr~, respectively. The photoelectron spectra of these
ions show resolved vibrational progressions assigned to the unstable neutral complex
associated with the corresponding bimolecular reaction. Our analysis as well as
simulations of these spectra by other investigators®>¢ have shown that this
vibrational structure provides é sensitive probe of the neutrai poténtial enérgy surface
near the transition state.

This paper describes the application of our method to asymmetric hydrogen
transfer reactions. V\.’e have studied the entire series of reactions X + HY - HX + Y,
where X and Y are unlike halogen atoms, vié photoelectron spectroscopy of the
asymmetric bihalide ions XHY~. In the same fashion, we have also conducted
experiments on the polyatomic reactions F + CH,OH — HF + CH,O and F + C,H,OH
— HF + C,H,0.” Results are presented here for thevtria'tomic reactions Br + HI —
HBr+1,Cl1+ HI->HCl + I,and F + HI - HF + 1. The réma'ming XHY ~spectra and
the RO_HF‘ results will be discussed in a future article. In each case, the
photoelectron spectrum of the precursor negative ion yields resolved vibrational and/or
electronic | structure associated with the unstable neutral complex formed by
photodetachment.

In contrast to the symmetric hydrogen transfer reactions, a vast body of
experimental results exists concerning the kinetics a;ld product state distributions for
the asymmetric reactions.® Experimental studies of the tﬁatomic X + HY reactions
date back to the dawn of chemical reaction dynamics. This work has inspired the
construction of model potential energy surfaces for these reactions which éttempt to

reproduce and explain the experimental results, using either classical trajectory®
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or quantum scattering "' calculatioﬁs. These model surfaces have provided the
foundation of many fundamental ideas in our fmdefstanding of the relationship
between the features of a potential energy Surface and the experimentally measurable
asymptotic prc;i)erties of a‘chemical reaction. Our experiment provides a direct test
of the validity of these proposed model X + HY surfaces. Using such a surface, one
can, in principle, simulate the XHY~ photoelectron spectrum and compare the
simulation to our experimental result. |

. The methods of analysis which have been developed to simulate the vibrational
structure seen in the XHX™ photoeleqtron spectra *® can also be applied to the XHY~
photoelectron spectra. These methods all involve calculatvingr the Franck-Condon
overlap between the initial vibrational level of the ion and fhe set of scattering wave
_functioﬁs supported by the neutral potential energy surface. A one-dimensional
analysié, in which the scattering coordinate is ignbred, can approximately predict the
| spacing and integréted intensities of the peaks in each vibrational progression. This
type of analysis is applied to the spectra presented in this paper as a first step in
understanding our results.

| In addition to probing the ground electronic potential energy surfaces of the
. X + HY reactions, photodetachment of XHY ™ anions can access electronically excited
reactive surfaces. These excited stafes of the neutral complex aré in most cases quite
distinct in the spectra presented here and provide information on an aspect of these
reaétions largely inaccessible to ‘scattering-based experiments. The electronicfeatures
in our spectra proﬁde a more quantitative foundation for the elec"zroni_c correlation

diagrams proposed for these reactions > ** and are discussed at length.
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Finally, the BrHI~ photoelectron spectrum is simulated ﬁsing time-dependent
wave packét propagation in two dimensions. This approach simulates peak profiles
and Widths as well as peak separations, thus testing more stringently the accuracy of
the potential surface used in this éimulatiqn, but differs from the tim_e-independent
tréatmehts meﬁtioned above in that the scattering wave functions are never
calculafed. The use and implementation of a time dependent formalism to describe
spectral profiles due to a repulsive state draws on the ideas of Helier " and
Kosloff'>. The time-dependent approach provides considerable insight into the
experimental results and makes more concrete the relationship between our
e#perimental spectra and the short time dynamics initiated on the neutral reaction
surface. |

The systems chosen here lillustrate boih the promise and limitations of negative
' idn photodetachment as a probe of the neutral transition state region. The main
concern is that the ion geometry must be similar to that of the ﬁeﬁtral transition
state. For symmetric X + HX reactions, the precursor ion XHX ™ is most likely linear
and centrosymmetric; '* " the only issue is how close the equilibrium interhalogen
distance in the ion is to the saddle point geometry on the neutral surface. For an
asymmetric X + HY reaction, an additional factor is-the location of the hydfogen atom
in XHY". This is largely determined by the proton affinities of X~ and Y~. In a
reléted experiment, Brauman and co-workers observed substantial differences in the
total photodetachment cross sections for the series of ions ROHF~ depending on
whether the F~ or RO~ proton affinity is higher.'® If RO~ has the higher proton
affinity, then photodetachment of the ion primarily accesses the F + ROH entrance

valley on the neutral reactive surface, whereas if the proton affinity of F~is higher,
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the ion is more accurately pictured as (RO™)HF and photodetachment accesses the

RO + HF valley of the surface. We shall see that these considerations have a

pi‘ofound effect on our experiment.

2. Experimental
The experiments were performed on a negative ion time-of-flight photoelectron

spectrométer which has been described in detail previously. **

,Brieﬂy, an
internally cold, mass-selected negative ion beam is photodetached with a pulsed fixed-
frequency laser. A small fraction of the ejected photoelectrons is collected and the
electron kinetic energy distributioﬁ is analyzed by time-of-flight. The ion beam, based
on the design of Lineberger and co-workers,? is generated by expanding an
appropriate mixture of neutral gases through a pulsed molecular beam vélve and
crossing the molecular beam with a 1 keV elecfron beam just outside the valve orifice.
Negative ions are formed through a variety of dissociative attachment and clustering
processes in the continuum flow region of the ﬁ'ee-jet expanéilm_ and their internal
degrees of freedom are cooled as the expansion progresses. BrHI™ and CIHI; were
generated frqm 5% HBr (HC1Y 1% HI/Ar mixture aﬁd FHI~was made from a 1% HF/
1% HI/Ar mixture. Similar mixtures were used to make the ions BrDI‘_, CIDI~ and
FDI-.

Several centimeters downstream from the beam valve, the negative ions in the |
molecular beam are éxtracted at 90° and injected into a time-of-flight mass
spectrometer.?’ The ions are accelerated to 1 kéV and vspatially separate into

bunches according to their masses as they pass through the mass spectrometer. The

pulsed photodetachment laser crosses the ion beam at the spatial focus of the mass
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vspectrometer, 140 cm dov%rnstreani from the extraction region. Mass selection of the
ions to be photodetached i_s achieved by timing the laser pulse to intérsect the ion
bunch of the desired mass. In the results presented here, either the fourth (266 nm,
4.66 eV) or fifth harmonic (213 nm, 5.83 eV) of a Nd:YAG laser was used for
photodetachment. A. small fraction (0.01 %) of the photoelectrons i)mduced are
detected by a 40 mm diameter dual microchannel plate detector 100 cm from the
laser/ion beam interaction region. The electron time-of-flight distribution is recorded
.with a 200 MHz transient digitizer. In all experiments fepérted here, the léser beam
was plane polarized perpendicular to the direction of electron collection. -The
resolution of the spectrométer is 8 meV for O‘.65 eV electrons and degrades as E3* at

higher electron kinetic energies.

3. Results

The BrHI- and BrDI~ photoelectron spectra at 213 nm are shown in Figure
5-1. Each spectrum shows two progressions of approximately evénly spaced peaks.
The peak positions are listed in Table 5-1a. The peaks labelled A and A* occur at the
same electron kinetic energy in both spectra and are taken to be band origins of the
progressions. The peak spacing withiﬁ each progression in Figure 5-1 is noticeably
less in the BrDI~ spectrum than in the BrHI~ spectrum. The direction of this isotope
shift showé we are observing .progressions in the neutral [BrHI] complex in a
vibrational mode primarily involving H atom motion. This is assigned to the v,
stretching mode of the [BrHI] comi)lex. The A-A* separation in each spectrum is 0.90
= 0.02 eV (7300 = 200 cm™). This is slightly less than the spin-orbit splitting in

atomic I (7600 cm™) and suggests that the two progressions with band origins A and
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A* correspond to two electronic states of the [BrHI] complex which asymptotically

correlate to HBr + I(P,,) and HBr + I*(P,,), respectively.

The peak widths in the progression at higher electron kinetic energy are ~170
mev, somewhat wider than the peaks in the second progression (~140 meV). All the
peaks are substantially broader than our experimental resolution. Figure 5-2, the
photoelectron spectrum of BrHI~ at 266 nm, shows only the first two peaks (A and B),
where their electron kinetic energies are 1.165 eV lower than in Figure 5-1. Thus, for
these peaks, the energy resolution of the spectrometer is considérably higher (8 meV
vs. ~37 meV). While »the positions of these peak centers can be determined more

precisely from Figure 5-2, the appearance of this regioxi of the spectrum is essentially

" unchanged from Figure 5-1; no additional structure is observed at higher resolution.

The 266 nm data are also tabulated in Table 5-1a.

| The exothermicity of the Br + HI reaction and relevant energetic quantities for
the BrHI~ anion are tabulated in Table 5-2, as are the same quantities for the other
systems studied here. In Fig_ure 5-1, the arrow at 2.07 eV shows the electron kinetic
energy that would résult from forming I + HBr (v - 0), which is the lowest energy
asymptotic decay channel available to the [BrHI] complex. This energy is given by
E = hv - D(BrHI™) - EA(I). Here hv is the photon energy, Do(BrHI‘) =0.70£0.04 eV |
is the dissociation energy of BrHI™ to form I+ HBr (v = 0)’,22 and EA(I) = 3.059 eV
is the electron affinity of 1.?* The electron energy corresponding to the higher
energy Br + HI (v = ‘0) asymptote is also indicated with the arrow at 1.36 eV. All of
the peaks in Figure 5-1 occur at electron kinetic energiés lower than 2.07 eV and

therefore correspond to states of the [BrHI] complex that are unstable with respeét to
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dissociation to I + HBr (v = 0). Recall that peaks at lower electron kinetic energy

correspond to higher internal energy levels of thga neutral species.

As discussed in previous work,® the v, mode in the complex formed in a
heavy + light-heavy rea_ction_ is essentially a bound degree of freedom; it is poorly
coupled to the dissociation coordinate of the complex. This is why a progression in the
v, mode can be observed in the BrHI™ photoelectron spectrum. The v, progressions

and multiple electronic states in the BrHI~ and BrDI~ specti'a were also seen in the

symmetric XHX™ photoelectron spectra. An important difference between the -

symmetric and asymmetric systems becomes apparent, however, when the peak
separationé are compared to the asymptotic HBr and DBr vibrational energy level
spacings (refer to Table 5-1a). In the BrHBr~ spectrum, fhe peak separation was
nearly 1000 cm™ (0.13 eV) less than the HBr spacings. Much smaller shifts are seen
in the BrHI~ and BrDI~ spectra. Table 5-la shows that for the ground state
progressions of both [BrHI] and [BfDI], the separation between peaks A and B is
essentially equal to the v=0-v=1 spé"civngvin HBr and DBr. Hov;'ever, the B-C
separations in both spectra, and the C-D separation for the BrDI~ specf{um, are
smaller than the corresponding 1-2 and 2-3 vibrational épacings in the isolated
diatomic. In the excited state progressions, a somewhat larger shift of ‘the v, level

spacing is observed.

The CIHI- and CIDI- spectra at 213 nm are shown in Figure 5-3. A

comparison of the two spectra indicates that each consists of two vibrational
progressions separated by 0.935 + 0.020 eV (7540 = 160 cm™). As in the BrHI"/

BrDI~ spectra, the two progressions are attributed to different electronic states of

[CIHI], and once again‘ all peaks correspond to states of the [CIHI] complex that are

I

~

~
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unstable with respect to dissociation into I + HCI (v = 0). ”'23' The most noticeable
difference between the épectra in Figure 5-1 and Figure 5-3 is that the intensity of
transitions to higher v, levels of the neutral éomplex fall bff more rapidly in the CIHI~
and CIDI™ spectra than in BrHI~/ BrDI". The peak positions and widths are listed
in Table .5-'1b. In comparison to the BrHI~ and BrDI~ spectra the peak separations

in CIHI™ and CIDI™ spectra are somewhat closer to the corresponding HCl and DCI

- vibrational spacings. In fact the A-B interval is just slightly larger than the diatomic

0-1 interval in both hydride and deuteride.

The FHI™ and FDI~ spectra ét 218 nm are shown in Figure 5-4. The peak
positions are listed in Table 5-1c. The two spectra are essentially identical. Each
spectrum shows three peaks of comparable intensity. The splitting between the fwo
highest energy peaks (labelled X and Y) is shown to better resolution in Figure 5-5,
the,photoeléctron spectrum of FDI™ at 266 nm. Thié splitting is 0.154 + 0.007 eV
(1240 = 60 cm™). The large uncertainty in the dissociation energy % of FHI™ does
not allow us to say wfxether or not the state that corresponds fo peak X is stable with
respect to dissociation into I + HF (v = 0). The separation between peaks X aﬁd Zis
1.045 + 0.020 eV (8430 + 160 cm™), which is larger than the separation between the
twov progressions in either thé BrHI~ or CIHI™ spectrum. In contrast to the

BrHI7/BrDI~ and CIHI/CIDI~ spectra, no isotope shifts are observed. This implies

~ that the two closely spaced peaks, X and Y, do not represent a vibrational progression

and that all the structure in the spectrum is due different electronic states of the
[FHI] complex. We will show that this can be understood in terms of perturbations

of the I atom electronic states by a neighboring HF molecule.
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4. Analysis and discussion
4.1 Preliminary considerations

Asa prelude to understanding the peak positions and intensities in the XHY~
photoelectron spectra, one must consider what region of the X + HY potential benergy
surface is probed when the ion is photodetached. Within the framework of the
Franck-Condon approximation, this depends soleiy on the geometry of the ion. The
available experimental '® and theoretical ’ evidence indicétes that the bihalide ions
are linear. However, while ab initio calculations on FHCI™ have yielded both
structural information"’sAand vibrational frequencies,?® there are no examples for
which the equilibrium interhalogen distance and location of the hydrogen atom in an
ésymmetﬁc XHY" ion have been experimentally determined. One can estimate the
location of the hydrogen atom in XHY~ from the proton affinities of X~ and Y. The
zero-order structure of an asymmetric apion can be written as XH--Y™ 6r X—.HY
depending on whether the proton affinity of X~ or Y™ is 1'1igher. The proton affinities
of F~, C1-, and Br™ are 2.47 eV, 0.82 eV, and 0.40 eV higher, respectively, than the
proton affinity of I.% One therefore expects BrHI™ to look like I™--HBr, with the
hydrogen atom considerably closer to the Br than to the I atom. This asymmetry
should become progressively more pronounced in CIHI™ and FHI". |

To understand the effects of the interhalogen distance and H atom location in
XHY™ on the photoelectron spectrum, the potential energy surface for the neutral
reaction must be considered. Figure 5-.6 shows ? a collinear section of the London-
Eyring-Polanyi-Sato (LEPS) functiqnal form proposed for the Br + HI reaction by
Broida and Persky (hereafter referred to as the BP surface). ® The three-dimensional

surface has a collinear minimum energy path and a 0.21 kcal/mol barrier in the

P
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Br + HI entrance valley. The surface is plbtted using the mass-weighted coordinates
defined in the figure caption. The acute skew angle and low entrance channel barrier
in Figure 5-6 are characteristic of all X + HY reactions. Note that the product valley
is lower most in the figure.

The region of the surface in Figure 5-6 that has ‘the best Franck-Condon
overlap with BrHI"is in the neighborhood of the equilibrium geometry of the ion. In
the figure, this geometry is given by the intersection of the dashed vertical line
corresponding to fhe equilibrium interhalogen distance in the ion (Re(IBr))rand the
dashed horizontal line corresponding to the locatioﬂ of the H atom (Re(HBr)). The
values for R(IBr) and R(HBr) used in the figure are obtained from the one

dimensional fit discussed in Section 2, below. For the general X + HY case, if R (XY)

is éufﬁcienﬂy small in XHY ", the corresponding vertical line in Figure 5-6 will pass

through or near the barrier. Our experiment can then probe the transition state

region on the X + HY surface, where the vibrational and/or electronic propey:ies of the

[XHY] complex are distinct from separated reactants or products. On the other hand,

R(HX) in the ion determines if photodetachment primarily accesses the X + HY

reactant valley or the Y + HX produ'ct valley.

In the case of BrHI, since the ion can be pictured as I™--HBr, better overlap -

with the I + HBr product valley rather than the reactant valley is expected. The most

intense peaks seen in the experimental spectrum lie well below the asyinptote for
Br + HI (v = 0) confirming that the experiment accesses the product I + HBr valley.
However, the observation of a ‘red shift’ in the v, spacings of the {BrHI] and [BrDI]

complexes, compared to the vibrational level spacings in HBr and DBr, suggests that
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R (IBr)in BrHI " is sufficiently small so that the transition state region of the Br + HI
surface is accessed bvia photodetachment.

Similar considerations apply to the CIHI™ and FHI™ photoelectron spectra.
The potential energy surfaces for the Cl + HI and F + HI reactions should resemble
the surface in Figure 5-6, although earlier barriers might be expected due to the
higher exothermicity of these reactions. However, the expected location of the H atom
in CIHI™ and FHI™ means that photodetachment should result in progressively
greater overlap with the I + HX product valley. This effect will be discussed in more
detail below.

42 One dimensional analysis of XHY ™ spectra

In this section, the peak positions rand intensities of the ground state
vibrational progressions in the th;ee XHY- (and XDY") photoelectron spectra are
analyzed using a one-dimensional model similar to that used in the analysis of the
BrHBr~ spectrum. ®> The BrHI- and BrDI~ spectra aré simulated using this model,
which then serves as a framework for discussing the CIHI™ and FHI™ spectra. In
addition to éxplainihg the observed spectra, the analysis yielcvis- an approximate
equilibrium geometry for BrHI~ which will be used in vthe time-dependent analysis in
Section 4. |

421 BrHI-and BrDI-

In order to simulate the peak positions and intensities in the BrHI~and BrDI~
photoelectron spectra, we need fo calculaté the Franck-Condon overlap between the
\}3 = 0 level of the ion and the v, levels supported by the neutral potential energy
surface. We assume the ions prepared in our experixhent ar'ev in their vibrational

ground states. This analysis requires approximate potential energy surfaces for
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BrHI- and the Br + HI reaction. We will use the BP surface, shown in Figure 5-6,

for the Br + HI reaction. The development of a model v, potential for BrHI~ will now
be discussed.
In our earlier analysis of the symmetric XHX ~spectra, we assumed a harmonic

potential for the v, vibration of the ion. This is likely to be a poor approximation for

‘an asymmetric XHY™ ion. In an ab initio study on FHCI™, Sannigrahi and

Peyerimhoff?® calculated the potential energy curves governing H atom motion for
several fixed interhalogen distances. At the equilibrium F-C] distance, they found a
high_ly asymmetric, single minimum potential. Based on the FHCI1™ calculation, the »
analogous potehtial energy curve for BrHI™is expected to look like the solid curve in
Figure 5-7. For the purposes qf calculating the v, = 0 wave function which is localized
near the minimum, this curve can be approximated by the Morse potential,

URyp) = D, (1 - expl -B (Ry5, - R(HBr)) 1), (1)

-shown by the dashed curve in Figure 5-7. We use Eq. (1) as the v, stretching potential

for BrHI~. The v; coordinate is Ryp,, and nyy, is the appropriate reduced mass for
determining the vibrational enérgy levels and wave functions. Here R (HBr) is the
H-Br separation at the minimum of the potential; its{. determination is described
below.

-The parameters D, and B in Eq. 1 are ﬁxe;d using the matrix isolation values
for the v, fundamental in BrHI™ and BrDI~.*® The choice of these values merits
some discussion. Matrix studies by Ault and co-workers yielded two frequencies
assignable to the v, mode for each asymmetric XHY ™ ion. ®*® This was attributed

to the existence of two forms of the ion in a matrix: a highly ‘asymmetric’ structure

(type I) with a relatively high v, frequency, and a more ‘symmetric’ structure (type II)
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‘with a éonsiderably lower frequency. For FHCI, the v, fundamental is 2491 cm™ for

the type I structure and 933 cm™ for the type II structure.® The high degree of
asymmetry in Peyerimhoff’s potential > and a recently calculated value by Botschwina
% of 2814 cm™ for the v, fundamental in FHC]~ suggest that the more asymmetric
“type I structure is closer to the gas phase structure. We have therefore used the type
I frequencies, ?® 920 cm™ and 728 cm™, for the v, fundamental in BrHI™ and BrDI-,
respectively. D, and B are then obtained analytically.

The BP potential energy surface in Figure 5-6 will be assumed for the Br + HI
reaction. This surface was devised on the basis of quasi-classical trajectory
calculations which produce reasonable agreement with thé experimental rate
constants at several temperatures and the product HBr v =2 /v = 1 ratio at 300 K.
10 The v; coordinate is taken to be the same és in the ion, namely y = Ry 5,. Thus, the
effective potential for the hydrogen stretch in the ne;utral [BrHI] complex is found by
taking a vertical cut through the surface at x = x,, the value of x at the equilibrium
structure of the ion given by

X, = (M up, / Byp)'? (R(IBr) - (my/myy,) R(HBr) ) (2)
Note that my/my;. = 1/80, so to a good approximation x, = 7.0 R(IBr). Here, as before,
R (IBr) is the equilibrium interhalogen d:istance in the ion. The energy levels and
wave functions supported by this potential are then solved for numerically.

The peak spacings and intensities in the BrHI~ photoelectron spectrum can
now be simulated by calculating the Franck-Condon factors between the v; = 0 ion
level supported by the Morse potential in Eq. (1) and the v3 levels supported in the
neutral surface cut at x = x,. We assume the BP surface is correct and vary R (IBr)

and R (HBr) in the ion until agreement with experiment is obtained. R (IBr) largely
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determines the location of the cut on the neutral surface which in turn determinés the
peaii spacings in the photoelectron spectra. The value of R (HBr) determines the :
position of the minimum in the Morse potentiai for thé ion along the y axis of Figure
5-6 and therefofe determines the intensity distribution of the simulaf,ed spectra. The
best fit to both the BrHI- and BrDI- spectra is obtained with R (HBr) = 1.55 A and .
x, = 27.1 A, so R(IBr) = 3.88 A. The hydrogen stretching v, potential for ion and
neutral are shown inh Figure 5-8 along with the energies of the ion v; = 0 and 1 levels

and the first few neutral v, levels. The simulatéd stick spectra are superimposed on '

the experimental spectra in Figure 5-9.

This one-dimensional analysis provides a firmer foundation for some of the

qualitative ideas discussed in the previous section. Although the line x = x, in Figure

5-6 passes very close to the barrier, the v, = 0 level of BrHI™ has the most overlap

with the v, = 0, 1 and 3 levels supported by thg neutral potential. The wave functions
for these levels are confined to the I + HBr product valley of the potential energy
surface and can be thought of as HBr vibrétional levels perturbed by a neighboring
I atom. This is why the peaks in the spectrum corresponding to transitions to these

states are spacéd by an interval only slightly less than the HBr fundamental. Note

~ that the v, =2 wavefunction is localized in the Br + HI valley. The anion

wavefunction haé very little overlap with this state but it does appear in the
simulation as a small peak to the right of peak 3 in Figure 5-9 (top).

422 CIHI" and FHI-

The differences between the CIHI~ and BrHI- photoeléctron spectra cén be

understood by considering how the potential energy curves in Figure 5-8 should differ

in the case of CIHI™ photodetachment. The product valley well in the neutral v,
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potential should be deeper because the Cl + HI reaction is more exothermic (see Table
5-2). Thus tﬁe first few v, levels supported by this potential should look much like
isolated HCI vibrational energy levels. This is confirmed by the peak spacings in
Table 5-1b, which show little or no ‘red shift’ relative to the HCl and DCI vibrational
energy levels. In addition, because of the larger difference in proton afﬁpities between
the halide ions in ClHI‘ compared to BrHI-, CIHI~ will look more like I~ clustered
to a nearly unperturbed HCl molecule. We therefore expect the minima in the v,
potentials for the anion and neutral to occur at a value of Ry, quite close to the
equilibrium value for diatomic HCl; the two minima should be much closer than the
minima in the two potentials in Figure 5-8. Hence Av, = 0 transitions to the neutral
are expected to dominate more than in BrHI™ photodetachment, in agreement with
our observations. ’

The absence of a v, progression'in the FHI™ and FDI™~ photoelectron spectra
can also be éxplained by coﬁsidering the v, potentials for the ion and neutral. The
F + HI reaction is considerably more exothermic than either the Br + HI or the
vCl + HI reactions, and the ion should be even more asymmetric than either BrHI ™ or

CIHI~. Thus, we expect the v, potentials for the anion and neutral complex to look

very much like the diatomic HF potential, at least near the bottom of the wells. With

reference to Figure 5-8, in the case of FHI™ photodétachment we expect that the wells
in the ion and neutral potentials are very similar in shape and their minima
{

essentially coincide (at R, for diatomic HF); this results in only Av, = 0 transitions in

the photoelectron spectrum.
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43  Electronic structure in the XHY™ spectra

We now consider the electronic structure revealed in the XHY " photoelectron
spectra. Photodetachment of ’XHY - prbvides a direct probe of the multiple electronic
potential energy surfaces in the HX + Y product valley (in the present case where
Y=1I). This is of considerable interest in light of past work on the role of
12, 13, 31, 32, 33

Let us first consider which neutral electronic states are accessible via
photodetachment of XHY ", a closed shell 'T* species. Baséd on the simple molecular
orbital picture proposed for FHF~ by Pimentel, * the two highest océupied molecular
orbitals in XHY™ are expected to be a G orbital ;which is a linear combination of the
two halogen 2p, and H 1s orbitals, and a doubly degenerate = orbitai of the form
2p, (X) - A2p, (Y). Removal of an electron from the o orbital by photodetachment
results in a neutralvzz‘. state, whereas‘ removal of an electrdn from the = orbital yields
a ’[1 state. If spin-orbit interactions are neglected m the collinear X + HY reaction,
then when the ?P X atom begins interacting with the HY molecule, the lowest energy |
electronic state should be the Z state in which the unfilled p orbital on the X atom lies
along the XHY internuclear a;:is. On the other hand,\ the T s.tate, in which the
unfilled orbital lies perpendicular to this axis, should result in a repulsive interaction.
This ié confirmed by DIM (diatomics-in-molecules) calculations by Duggan and Grice
for the related systems F + HF and Cl + HCl. 2

The inclusion of spin-orbit interactions results in a slightly more cc;mplicated
picture of the'electronic states involved in the reaction. A correlation diagram for the
Br + HI reaction including spin-orbit eﬁ‘ecté is shown in Figure 5-10..35 The Figure

can be generalized to all X + HY reactions * and draws upon the DIM calculations on
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F + H, by Tully. ® Near the interaction region, we see that reaction on the °Z,, curve
leads from ground state reactants td ground state products with only a small barrier,
whéreas reaction along the *[1,, or *I1,, curve passes through a much larger barrier
resulting from an avoided crossing. Near either asymptote, the potential energy
curves are similar to the well-studied interaction between a 'S and a ?P atom.* In
this region, where the spin-orbit interactio_n in the P atom is much larger than the
intermolecular potgntial, it is more appropriate to label the three curves only with Q,
- the projection of the total electronic angular momentum on the intemuciear axis, since
Q is a good quantum number but A (projecfion of thé orbital angular momentum only)
is not. Thus, in the asymptotic region, Hund’s case (c) applies. The thfee curves are
typically labelled X(1/2), 1(8/2), and II(1/2), in order of increasing energy. The two
Q = 1/2 states are linear combinations of X, and *I1,, states, while the 1, state is

the only Q = 3/2 state. The same notation is appropriate for the reactant and product
| valleys of collinear X + HY reactions. In the HX + Y product valley, the X(1/2) and
1(3/2) curves eventually correlate to Y(P,,) + HX, whereas the I1(1/2) curve correlates
to Y*(*P,,) + HX. We therefore expect the phdtoelectron spectrum of XHY ™ to show
transitions to a maximum of three low-lying electronic potential energy surfaces in the
HX + Y product yaliey.

This is most likely the origin | of the three peaks in the FHI‘/FDI'
photoelectron spectra. The correlation diagram in Figure 5-10 shows that as HF is
brought up to an I atom, the degenerate ?P,, state is split and the 2P;,2 state
experiences a repulsive interaction. In our spectra (Figures 5-4 and‘ 5-5), the two
| peaks X and Y separated by 0.154 eV are assigned transitions to the X(1/2) and 1(3/2)

states, respectively, which both asymptotiéally correlate to I*P,,) + HF. Peak Z at the

~

A\
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lowest electron energy lies 1.05 eV from Peak X. This is slightly larger than the I

atom spin-orbit splitting and is assigned to a transition to the II(1/2) state which
asymptotically correlates to i*(zPl,z) + HF.

Haberland * has shown that of the three potential energy curves resultivn.\;-,r
from the interaction between a 'S and a ?P atom, one curve can be determined if the
other two are known provided that the spin-ori)it interaction is assumed to be
independent of internuclear distance. In the Hund’s case (c) limit, one obtains

| V{(R) = 2(Vy(R) - A), - @)

whére A is the spin-orbit splitting in the 2P atom, R is the internuclear distance, and
V) and V;; are the potential energies of the upper two curves relative to the X(1/2)
curve. We can apply this formula to the three peaks in the FHI™ photoelectron
spectrum. In this case, A = 0.943 eV (the Iodine spin-orbit splitting) and the splitting
between peaks X and Z is V;; = 1.045 eV. Equation (3) yields V; = 0.205 eV, which
should be compared to the experimental spacing of 0;154 eV between peaks X and Y.
Somewhat better agreement with experiment is obtained using the more accurate |
equations from which (3) is derived*’ that are appropriate for the intermediate region
between the Hund’s case (c) and (a) limits. In either case, the reasonable agreement
with experiment supports our assignment of the three peaks to three electronic states
in the I + HF product valley.

In the BrﬂI" and CIHI~ photoelectron spectré, vibrational progressions from
only two electronic states are apparent. The interval between the electronic states in
the CIHI™ spectrum is equal to the I atom spin-orbit splitting, whereas the interval
in the BrHI- spectrum is slightly less. This suggests that in the region of the product

valley probed by our experiment, the intéraction between the I and HCI or HBr
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molecule is not strong enough to produce a resolvable splitting of the degenerate
1(°P,,,) state. However, in both spectra, the peaks in the progression from transitions
to the lower electronic state are broader than in the excited-state progression. We
suégest that the increaséd width in the former peak results from,the splitting of the
degenerate 1(2P3,2) + HX state but the splitting is smalier than the widths of the
| individual transitions. This would mean that the peak observed is an envelope of two
broad transitions, whose individual widths are probably .comparable to the I1(1/2)
transition. The ground state peaksl in the CIHI™ spectrum are noticeably broader
than in the BrHI~ spectrum, indicating either a larger splitting of the I atom
electronic degeneracy in the [CIHI] complex or a more repﬁlsive interaction in the
I + HCI product valléy (see next section).

In summary, as far as electronic effects are concerned, the interaction between
I and HF in the region of the neutral surface probed by photodetachment of FHI‘ is
stronger than the I + HBrand I + HC interaction probed in the BrHI™ and CIHI™
spectra. Two effects may cdntribute to this. The dipole moment of HF is considerably
higher than for HBr or HCI (1.82 D vs. 0.82 D, ‘1.08 D).*®¥ In addjtion, the bond.
length in HF is much less than in HBr or HCI (0.917 A vs. 1.414 A, 1.275 A).® We
therefore might expect a shorter interhalogen distancé in FHI™ than in BrHI- or
CIHI". This means that subséquent to photodetachment, the spherical symmetry of
the I atom will be most strongly perturbed by fhe neighboring HX molecule in the case
of FHI™. The larger electronic effects seen in the FHI™ spectrum are reasonable in
light of these considerations.

A final point of interést is that the two vibrational progressions in the BrHI~

(and BrDI-) spectrum have similar intensity distributions. The peak spacings in each
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progression are also similar and are slightly less than the vibrational frequency in
isolated HBr (DBr), although this difference is more noticeable in the excited state
progression. This indicates that in the geometry probed by our experiment, the
distortion of the HBr bond in the [BrHI] complex is approximately independent of the
I atom electronic state, and suggests that the ground and excited electronic potential
energy surfaces are not very different in the I + HBr product valley. ‘It would clearly
be of great interest to probe fhe excited Br + HI potential energy surfaces in the
region of the barrier as this is where the largest differences among the various
surfaces are expected. This possibility is discussed below.
44 Time dependent simulation

The discussion in section 2 presents a qualitative explanation for the
structured spectrum observed in the BrHI~ photodetachment experim(;nt. The simple
one-dimensional calculations provide Franck Condon stick spectra within a familiar
bound - bound eigénstate framework. However, an essential aspect of this experiment
is that the neufral [BrHI] complex dissociates rapidly. Our spectra offer a good deal
of dynamical information concerning this process, largely through the peak widths.
In order to extract this information we‘must include at least the dissociative degree
of freedom in our simulations. As in our analysis of the BrHBr~ and IHI™ spectra,
we assume that no bending excitation in the neutral complex results from
photodetachment and we confine ourselves to a two-dimensiongl treatment in which
only the v, and v, stretching motions are considered.

In vour. treatment of BrHBr~ and IHI~ photoelectron spectra we used an
adiabatic approximation to separate the bound (v,) and dissociative (v,) degrees of

freedom, justified because of the different time scales for the two motions in a heavy-
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light-heavy system.?* While the BrHI~ and BrDI~ spectra could be simulated in the

same way, this approximation is not so straightforward for asymmetric systems. 40
Alternatively onev can exactly vsolve the two-dimensional problem With a coupled -
channel collinear scattering calculation. ™% However, we choose to use the time-
dependent wave packet propagation method which also yields an exact solution. The
time-dependent picture reveals the relationship between our experimental spectrum
and the short time dynamics of the half reaction initiated on the neutral reaction
surface in a more intuitive manner than the time-independent analyses.

The practical difference between the two approaches is this. In time-
independent treatments, each of the many scattering states over a range of energies
are solved for, and the simulated spectrum is desc_ribed by the s(;uaré of the overlapl
of the anion ;vave function with each of these neutral eigenfunctions. The time-,
dependent perspective is based on the fact that the photoelectron spectrum is

equivalently expressed as the Fourier transform of a time autocorrelation function

C(t):

o(E) o J[ exp(iEt / h) C(t) dt @)

This complex function C(t) monitors the overlap of a moving wave packet with the
initial wave packet as a function of time: : ’

C(t) = (6(0) 1 (L)) | ’ : (5)
The initial wﬂave: packet, ¢(0), in this case is defined as the ground state ﬁbrational
wavefunction 6f the anion, assuming the electronic dipole moment operato: is a
constant over the range of this wave function. The motion of the wave packet

subsequently on the neutral surface is described by
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Lo(t)) = e* B2 14(0) (6)

A t/2 s the time propagation operator and M is the Hamiltonian for the

where e
upper (neutral) surface. In this way the spectrum is simulated by simply performing
the wave packet propagation and transforming the resultant autocorrelation function.
This dynamical approach to niolecular spectroscopy has been applied by other workers

to the analysis of absorption and emission,***

fluorescence, *
photoelectron *5 ¢ and Raman *’ experimental spectré.

The propagation scheme implemented here is due to Kosloff and Kosloff;*®
we ﬁse the Fourier method for evaluation of the Hamiltonian and second order
differencing to apprpximate the propagator. - An advantage of the Fourier
representation of the kinetic energy is that. a relatively sparse spatial grid can be
used. Convergence has been tested in each case by dqubling the density of grid points
along each dimension and halving the propégation time step. The parameters used
for each calculation are shown in respective captions. | |

The concepts involved in spectral analysis based on the aubocbrrelétion function
have been described admirably elsewhere. *** The application of these concepts to
our results will be undertaken in two steps. We first discuss the features that appear
in the autocorrelation function when considering the box_md v, degree of freedom alone.
We then consider the extra features that result frém a two dimensional analysis which
includes the second (v,), dissociative degrée of freedom. |
4.4.1 One-dimensional time-dependent treatment of the BrHI™~ spectrum

The_ features of the ground state progression in the BrHI~ photoelectron
spectrum have been explained in terms of eigenvalues of a one dimensidnal double

well potential in Section 2. Ina time dependent picture the key to understanding this
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structure lies in the autocorrelation ﬁ1n¢tion, ((0) 1 ¢(t)), and its relationship to the
motion of the wave packet. Figure 5-11 shows the modulus of the autocorrelation
function calculated for the BrHI system, using the same anion ground state wave
function and the same one dimensional cut of the neutral Br + HI LEPS surface as
was used in the time independent treatment. Figure 5-11 also shows the resulting
photoelectron spectrum obtained by the Fourier transform of the complex C(t)
function. A comparison of this simulation and the time independent one in Figure 5-9 |
silows that they are identical, as we should expect because the two one-dimensional
treatments are exact and equivalent.

Figure 5-11 (top) shows that the correlation between the initial wave packet,
¢(0) and the wave packet at time t, ¢(t), falls off rapidly after t = 0. This indicates
that the packet moves quickly away from the Franck Condon region, which in turn
indicates that there is considerable excitation in this v, mode. In fact the faster the
fall of 1C(t)! from unity at t = 0, the longer the vibrational progression, or the larger
the bandwidth in the photoelectron spectrum. The next feature is the recurrence, or
oscillatory, structure in the autocorrelation. A recurrence occurs when the wave
packet ¢(t) returns to the Franck Condon region. The recurrence structure in 1C(t)|
corresponds to the observation of discrete structure, rather than an unfeatured
continuum, in the photoelectron spectrum. The IC(t) in Figure 5-11 has periodic
structure out to infinite time; this serves only to make the peaks in the photoelectron
spectrum infinitely nai'row, which is to be expécted for a treatment that includes only
a single bound degree of freedom. As pointed out earlier, the peaks in the BrHI™
photoelectron spectrum are not. equally spaced because the reaction potential surféce

cut does not have a single minimum. The motion of the wave packet in this potential
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cannot then be described as a coherent single frequency oscillation. The complex
structure shown in Figure 5-11 and the fact that the height of the first recurrence is
not unity are due to‘ this effect which is comparable to déphasing of a wave packet
moving in an anharmonic potential well. It is important to emphasize again that this
peculiar double oscillatory featuré is a result of the shape of the potential along the
bound v, coordinate, and is not related to the dissociative degree of freedom.

The finite propagation of the wave pécket in time, up until t = t,,, leads to a
finite resolution of the simulated photoelectron spectmﬁ. In principle this is given,
in atomic units, by AE = /t_,.*® However, in practice, if the autocorrelation has
- not fallen to zero by t,,, then its Fourier transform will show artiﬁcial high frequency
oscillations; this problem is rectified by convolutior_l with a window fuﬁction. S0
Choice of a Gaussian window function is equivalent to convoluting the stick spectrum
in energy with a Gaussian energy fesolution function. This operation has been
performed to the one dimensional éutocorrelation Figure 5-11 (top) to yield the
siinulated spectrum (bottom) so that the sticks have FWHM of 10 meV. |
442 Two-dimensional analysis of the BrHI~ and BrDI~ photoelectron

" spectra

Method

The extension to higher dimensions of the time dependent approach is
conceptﬁally simplé. The propagator now allows for mbtion of the initial wave packet
aldng fwo dimensions, namely the two stretching coordinates of the linear triatomic.
The autocorrelatién is calculated in the same manner and the transformation to a
photoelectron spectrum simulation.is identical to that described aBove. The two -

dimensional treatment allows us to assign physical meaning to the peak widths. In '
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the following calculations we aim to simulate the full ground X(1/2) state progression
for the photoelectron spectra of BrHI~ and BrDI~, using the published potential
_energy surface. At present we neglect‘ the effects of the nearby I(3/2) surface,
diséussed in section 3, on the X(1/2) progression in the photoelectron spectra. We
shall discuss the agreement with the experimental spectra and comment on the
interpretation of the peak widths. ' 0
The propagation is performed on the effective coilinear reaction surface derived
from the BP LEPS surface. To extract the eﬁ'ective collinear surface from the supplied
LEPS function of all three internal coordinates, the bending angle is considered fixed
at 180°, and the zero point energy due to bending motion is included at every grid
" point.?® The zero point bend energy is calculated in an harmonic appfoximation. This
approach is in the spirit of the reduced dimepsionality model of Bowman.® It is
justified as long as little or no bending excitation is expected in thé photoelectron
spectrum. This is a reasonable assumption so long as the ioﬁ is linear and the
minimum energy path on the neutral surface is collinear. The Broida aﬁd-Persky
LEPS parameters ére not at any time adjusted to fit the experimental spectrum. The
spatial grid used in the calculation is set up on the mass scaled coordinates, x and y
defined in vthe caption of Figure 5-6, so that the kinetic energy operator is
diagonalized. g, is the appropriate reduced méss for describing motion on this
surface.v The anion potential surface is then the rsum of the Morse potential (1) along
y and a harmonic oscillator with frequency v, along x. The equilibrium point of the
anion potential is fixed at the best fit values found from the one dimenéional analysis,
namely y, = 1.55 A and x, = 27.1 A. The initial wave packet is set equal to the ground

state eigenfunction of this anion potential. Unfortunately there is no matrix isolation
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or calculated value for the v, fundamental; this frequency would indicate'the extent
of the initial wave packet along the dissociation coordinate x. However combination
bands have been séen in the matrix isolation spectra of BrHBr~ and IHI™ yielding v,
values fdr these ions of 164 and 121 cm” respectively. ** The calculated FHCI™ v,
is lower than the observed v, of both FHF~ and CIHCI". ***. Furthermore the v,
frequency should be approximately unchanged upon isotopic subStitution. of the
hydrogen. We therefore set v, for BrHI7/BrDI~ at 100 cm™; only minor changes in
the resulting simulation occur if we double this frequency.

This initial wave packet is propagated on the upper surface for 320
femtoseconds. The calculatidn is checked for convergence with respect to grid size and
time step. The potential function has been ‘shelved’ at extremely high values (5 eV
above the I + HBr energy zero), otherwise a prohibitively small time step is required

- for a stable propagation.® For the two dimensional simulation shown here ﬁtilizing
a 128 x 64 grid, the entire calculation took seven CPU hours on a VAX 8650. As
observed by Kosloff, !* the numerical method is particularly suitable for vectorization
on a supercomputer; the same calculation required only 3.3 CPU minutes on a Cray
X/MP 14. Considerable reduction in run time can be achieved by employing absorbing
grid boundaries which immediately allows use of a less extensive grid.*® By this
devic§ it was possible to perform propagations to a picosecond on a 64 x 32 grid and
examine resonances to 'higher energy resolution; these “i:omputatibns required 2.5
CPU minutes total on the Cray.

Results and Discussion

The calculated autocorrelation functions for BrHI and BrDI wave packet

dynamics are shown in Figure 5-12. The oscillatory structure out to 60 fs is strongly
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reminiscent of the autocorrelation function calculated in one dimension (see Figure
5-11). However it is quite clear that the inclusion of motion along the dissociation
coordinate leads to damping of the oscillations in the autocorrelation function over this
time range. Each succeeding time that the wave packet bounces back along the HBr
coordinate to the Franck Condon region, it has progressed further along the x
coordinate and as suéh has diminishing overlép with ¢(0). One single recurrence in

the autocorrelation is necessary, but sufficient, to yield oscillatory structure in the

energy spectrum, as shown by Imre for the photodissociation of H,0.2 Ifall v, states’

supported by the one dimensional cut dissociated by the same direct mechanism one
wouid expect essentially the one dimensional result convoluted with a single Gaussian
envelope damping function to give the two dimeﬁsional-autmonelation function. The
calculated function shown in Figure 5-12(a) cléarly has a more complicated form;
there is long time structure which has a qualitatively different form from the shorter
time structure. Analysis of the wave packet dynamics and the Fourier transform of
the time autocorrelation ﬁmction show that the v, states have widely differing
‘lifetimes’.

Figure 5-13 explicitly shows how the initial wave packet ¢(0) evolves as a
* function of time on the Br + HI surféce. The modulus of ¢(t) is plotted at several
times ranging from t = 0 to t = 966.4 fs. .The plots show the regions bf the potential
sampled by the wave p;cket, the ;xlode or mechanism of dissociation, and the
branching ratio between the arrangement and vibrational channels. The time-
dependent function ¢(t) represents the evolution of a coherent superposition of

scattering eigenfunctions y; weighted by <¢(0)|yg>. Although ¢(t) and the

photoelectron spectrum are uniquely related through Equation (4), we point out that,

g
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in contrast to a ‘short-pulse’ laser absorption experiment, such a superposition is not
created in our photoelectron spectroscopy experiment. Instead, each photodetachment
event results in a well-defined neutral scattering state y; with probability

| <¢(0) | yg> |2 However, the plots of ¢(t) show what would occﬁr if the initial wave
packet ¢(0) were created on the neutral potential energy surface and therefore provide
considerable insight into -the dissociation dynamics of the [BrHI] complex.

The first picture (t = O fs) shows that the bulk of the initial wave pac_kef;’s
amplitude is in the I + HBr exit valley, although ¢(0) does have some amplitude at the
saddle point region of the potential surface and therefofe will have finite overlap with
states localized in the HI valley. In the first few femtoseconds a small fractiqn of the
wave packet Breaks away upwards into the saddle point region while the rest moves
downwards. The period of oscillation of this major component of the packet along the
y coordinate is essentially that of diatomic HBr (145, = 12.6 fs). This is the dominant
periodicity shown in the autocorrelation. The second frame shbws the packet after
~1.5 15, where 1C(t)] goes through a minimum. As commented on for the one
dimensional autocorrelation, the anharmonicity of the potential governing this fast
oscillation along the y coordinate leads to a more complicated periodic structure. On
each of the first few occasions that the major component of the packet returns to the
‘.soft’ wall, a fraction crosses the ridge between product and reactant valleys (seen in
the pictures at t = 20.1 and 40.3 fs).

Over the first 60 fs the major part of the wave packet moves barely perceptibly |
along the dissociation coordinate. However at later times we see this motion becomes
more dominant; the overlap of this component of ¢(t‘) with ¢(0) becomes much

smaller, and thus its contribution to the shape of the autocorrelation is diminished.
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Therefore the autocorrelation at times later than 60 fs slowly loses resemblance to the
- earlier pattern and that seen in the one dimensional simulation. The pictures at
longer times (e.g. at t = 201.3 and 261.7 fs) show the component of the wave packet
that exits through the producf valley spreads along x and from the leading edge (at
higher x) to the tail there is an increasing number of nodes along the y direction. TI;is
suggests that states with higher v, excitation proceed more slowly along the
dissociation coordinate. This is in acéord with our simulations on BrHBr™, ® and is
manifested in the narrower linewidths of the [BrHI] v, = 3 and v, = 5 peaks in the
simulated photoelectron spectrum (Figure 5-14(a), Table 5-3). Moreover notice the
series of later time pictures shové some components of the wave packet that remain
localized in coordinate space for extended periods of time (e.g. att = 201.3, 261.7 and
966.4 fs). These correspond to a weighted sui)erpos_ition of quasi-stationary states or
resonance states; the dominant resonance states seen have v3=4. These. are
manifested in_the’ autocorrelation at long time as oscillations modulated by a second
frequency. Inthe simulated photoelectron spectrﬁm the resc_)nanc.esrappear as a series
of glosely spaced (~18 meV or ~150 cm') péaks at 1.21 eV electron energy. However
they are not iesolved individually when the simulation is convoluted with the
experimental resolution function (Figure 5-14(a)). ‘The positions of these resonances,
which have not decayed by the end of a picosecond in this two dimensional simulation,
are listed in Table 5-3. These states can be projected out and their individual mode
of decay can be studied by time-dependent propagation as shown by Bisseling et al.5

The differing ‘lifetimes’ of each vibrational state, and the resonance
phenomenon supported' by the potential energy 'surfacé used in this simulation,

expléin the complex decay of the autocorrelation function. The simulated
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photoelectron spectra for BrHI™ and BrDI~ have been convoluted with the true

instrument resolution function (given in Ref. 3) and are shown in Figure 5-14 where
the_y are superimbose_d on the experimental spectra. It is quite clear that the
experimental spectra do not show many of the features discussed above, and the
_autocorrelation functions leéding to these spectra should be much simpler than that
shown in Figure 5-12. The spacing of the peaks and the qﬁalitative trends in peak
width, namely decreasing width with greater vibrational excitation, are in good
agreement with the expeﬁmental spectra. However the .discrepancy. in the
magnitudes of the widths is striking, énd the yariation of width is much less
noticeable in the experimental spectrum as opposed to the halving of linewidth seen
between the simulated v, = 0 and v, = 3 peaks. Moreover we have shown that in a
two dimensional simulatidn the BP LEPS surface supports resonance states which
should give rise to sharp peaks in the spectrum, althougil the intensity of these peaks
is expected to be small. These are not evident in the eiperimental profiles. Thus, in |
time-independent language, the expeﬁmental peaks all appéar to be from direct
scattering states on the Br + HI surface. - Lastly the origins of the simulated
photoelectron bands must be shifted to higher electron kinetic energy by
approximately 60 meV to match with the experimental ones. This shift is just larger
than the cumulative error in the reported thermochemical and spectroscopic data used
to link the energy zeros of ion and neutral.

We would like to be able to use the discrepancies bétween the simulated and
expérimenﬁal spectra, in particular the differénces ih the peak widths, to learn about
the Br + HI potential énergy surface. One might argue that the broad experimental

peaks result from the multiple electronic states of the neutral complex accessible via
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photodetachxﬁent. In section 3, we have argued,that each peak in the progression at
higher electron kinetic energy could be split due to an electronic interaction between
the dipole of the HBr and the open shell iodine atbm. In the {[FHI] system where the
electronic interaction is‘ largest and the components are resolved, somé differences in
peak width are seen for the three states (see Téble 5-1c). In the case of [BrHI] less
of a difference is expected in the peak shape and width among the three states and
it is probable that the splitting is in fact a fairly small part of the width, the major
part of the width being intrinsic to the transition to a dissociative state.

A similar discrepéncy between the simulated and experimental peak widths
was also seen in our analysis of the BrHBr~ photoelectron spectrum when we
assumed a LEPS potential energy surface for the Br + HBr reaction.> We therefore
developed a more flexible functional form for an effecti’#e collinear Br + HBr surface
which allowed the construct%on of a surface with a steeper minimum energy path in

the Franck-Condon region. Simulations oﬁ this surface did reproduce the broad peak
| widths observed in the BrHBr‘ spectrum. A similar modification may be required for
'thé BP Br + HI surface; that'is, the surface ;xlay not be steep enough in the I + HBr
- exit valley. Another possibility is that the minimum energy path on the correct
Br-+ HI surfa;:e is not collinear, in which case the efféctive collinear approach is not
appropriate and full three-dimensional simulations are required to accurately simulate
the photoelectron spectrum. In any case, while it is somewhat risky to draw
. conclusions on the possible defects of a reactive pdtential energy surface based on an
effective collinear analysis, this type of analysis provides an important first step in
relating Fthe features of the BrHI~ photoelectron spectrum to the Br + HI potential

energy surface.
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Two variations on this experiment shduld provide considerably more
information on the Br + HI reaction. BrHI ™ in its ground vibrational state has good
Franck-Condon overlap with the I + HBr product valley. This is certainly an
'importanf region of the potential energy surface as it plays a majbr role in

determining how the energy released in the reaction is partitioned among product

- degrees of freedom. However, we would also like to probe the reactant side of the

potential energy surface, particularly the barrier. In Figure 5-8, note that the neutral
levels with v, = 4 span both valleys of the potential energy surface. foile transitions
to these levels from the v, = 0 level of BrHI™ are very weak, transitions originating
from the v; = 1 level of the ion aré considerably stronger. A simulated photoelectron
spectrum assuming BrHI~ with v, = 1 is shown at the top of Figure 5-15. | The
appearance of this spectrum is quite different from the simulation in Figure 5-14 and
shows intense peaks due to transitions to these higher neutral v, levels. Hence,
vibrationai excitation of the ion provides an elegant means of probing the reactant
side of the Br + HI surface. In general, vibrational excitation of various modes of the
ion is akin to varying the distributioﬁ of reactant energy in a state-to-state
experiment.

The simulated spectrum at the top of Figure 5-15 is convoluted with the

“experimental resolution of our photoelectron spectrometer. The spectrum at the

bottom of Figure 5-15 assumes an constant experimental resolution of 4 meV (35 cm™)
and shows correspondingly more structure. For example, the v, = 4 peak splits into
4 closely spaced peaks which are actually resonance states quasi-bound along the v,
coordinate. The ai)pearance of these was discussed in the time dependent section

above. Thus, a spectrometer with somewhat higher resolution has the capability to
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reveal considerably more detail concerning the Br + HI potential enérgy surface. We
currently have such an instrument:* a threshold photodétachment spectrometer
with a resolution of 3 cm™. Recent results on IHI~ have alreédy shown vibrational
features of the [IHI] complex that were obscured at lower resolution.® * Studies

of asymmetric systems with this instrument will be undertaken in the near future.

5. Summary

Photoelectron spectra for the asymmetric bihalide anions XHI™ and XDI~ (X
= Br, Cl, F) have been obtained in order to learn about the transition state region on
the neutral X + HI potential energy surfaces. In the case of BrHI~ and CIHI-, the
spectra show resolved vibrational progressions assigned to the v, hydrogen stretching
mode of the neutral [XHI] complex. In all the spectra, transitions are observed not
only to the ground state reactive potential energy sﬁrface,‘ but also to electronically
excited surfaces which correlate asymptotically to HX + I(*Pg,, °P,,). The BrHI™ and
BrDI~ spectra are analyzed in detail using an approximate geometry for thé ion and
a model botential energy surface for the Br + HI reaction. A one-dimensional analysis
is used both to simulate the peak positions and intensities of the BrHI~ apd BrDI“
spectra and to understand the appearance of the other XHI~ spectra. We have also
performed a two-dimensional quantum collinear simulation of the spectra of BrHI~
and BrDI~ via the wave packet propagation technique. The results of this time
dependent simulation provide further insight into the origin of the structure seen in
our spectra. The simﬁlated peaks are narrower. than the experimental peaks; this is
discussed in terms of properties of the model Br + HI surface and approximations in

the analysis.



153
6. Acknowledgements

We would like to acknowledge Dr. Soo-Y. Lee for helping us start the time
dépendent simulation of the BrHI~ spectrum by providing us with routines for the
Kosloff algorithm in oné bdimension. We also thank Prof. M. Shapiro for usefulv

 discussions and Prof. P. Botschwina for communicating his results on FHCI~ prior to
publication. Support from the Air Force Office of Scientific Research under Contract
No. AFOSR-87-0341 is grétefully acknowledged. D. M N. thanks the Research
Corporation and the Donors of the Petroleum Research Fund, administered by the

American Chemical Soéiety, for support.



154

References for Chapter 5.

1.

10.

11.

12.

13.

R. B. Metz, T. Kitsopoulos, A. Weaver, and D. M. Neumark, J. Chem. Phys. 88,
1463 (1988)_.

A. Weaver, R. B. .Metz, S. E. Bradforth, and D. M. Neumark, J. Phys. Chem.
92, 5558 (1988).

R. B. Metz, A. Weaver, S. E. Bradforth, T. N. Kitsopoulos, and D. M. Neumark,
dJ. Phys. Chem. 94, 1377 (1990).

G. C. Schatz, J. Chem. Phys. 90, 3582 (1989); G. C. Schatz, J. Chem. Phys. 90,
4847 (1989) .

J. M. Bowman and B. Gazdy, J. Phys. Chem. 93, 5129 (1989).

B. Gazdy and J. M. Bowman, J. Chem. Phys. 91, 4615 (1989).

S. E. Bradforth, A. Weaver, R. B. Metz, and D. M. Neumark, Advances in Laser
Science - IV Proceedings of the 1988 International Laser Science Conference, pp.
657, American Institute of Physics (1989).

N. Jonathon, C. M. Melliar-Smith, S. Okudé, D. H. Slater and D. Timlin, Mol.
Phys. 22, 561 (1971); D. H. Maylotte, J. C. Polanyi, and K. B. Woodall, J.

- Chem. Phys. 57, 1547 (1972); J. R. Grover, C. R. Iden and H. V. Lilenfeld, J.

Chem. Phys. 64, 4657 (1976); C-C. Mei and C. B. Moore, J. Chem. Phys. 67,
3936 (1977), J. Chem. Phys. 70, 1759 (1979); K. Tamagake, D. W. Setser, and
J. P. Sung, J. Chem. Phys. 73, 2203 (1980); D. A. Dolson and S. R. Leone, J.
Chem. Phys. 77, 4009 (1982).

C. A. Parr, J. C. Polanyi and W. H. Wong, J. Chem. Phys. 58, 5 (1973); D.J.
Douglas, J. C. Polanyi, and J. J. Sloan, Chem. Phys. 13, 15 (1976); 1. W.

M.
- Smith, Chem. Phys. 20, 437 (1977); J. C. Brown, H. E. Bass, and D. L.
H.

Thompson, J. Phys. Chem. 81, 479 (1977); P. Beadle, M. R. Dunn, N. B.
Jonathon, J. P. Liddy, and J. C. Naylor, J. Chem. Soc. Farad. Trans. II 74,
2170 (1978).

' M. Broida and A. Persky, Chem. Phys. 133, 405 (1989).

M. Baer, J. Chem. Phys. 62, 305 (1975); J. A. Kaye and A. Kupperman, Chem.
Phys. Lett. 92, 574 (1982); P. L. Gertitschke, J. Manz, J. Romelt, and H. H.
R. Schor, J. Chem. Phys. 83, 208 (1985); J. Manz and H. H. R. Schor, Chem.
Phys. Lett. 107, 549 (1984).

K. Bergmann, S. R. Leone and C. B. Moore, J. ‘Chem. Phys. 63, 4161 (1975).
J. W. Hepburn, K. Liu, R. G. Macdonald, F. J. Nothrup, and J. C. Polanyi, J.

Chem. Phys. 75, 3353 (1981).



14.
15.

16.

17.

18.
19.
20.

21.
22.
23.
24.
25.
26.

27.

28.

29.
30.

31
| 32.

33.

_ 155
: AN
E. J. Heller, J. Chem. Phys. 68, 3891 (1978); Acc. Chem. Res. 14, 368 »(1981).
R. Kosloff, J. Phys. Chem. 92, 2087 (1988).

K. Kawaguchi and E. Hirota, J. Chem. Phys. 87, 6838 (1987); K. Kawaguchi, -
J. Chem. Phys. 88, 4186 (1988). '

. P. Botschwina, P. Sebald and R. Durmeister, J. Chem. Phys. 88, 5246 (1988);

A. B. Sannigrahi and S. D. Peyerimhoff, J. Molec. Struct. (Theochem.) 165, 55
(1988); S. Ikuta, T. Saitoh, and O. Nomura, Inorg. Chem. submitted.

C. R. Moylan, J. D. Dodd, C. Han, and J. 1. Brauman,J Chem. Phys. 86, 5350

(1987).

L. A. Posey, M J. DeLuca, and M. A. Johnson, Chem. Phys. Lett. 131, 170
(1986). :

M. L. Alexander, N. E. Levinger, M. A. Johnson, D. Ray, and W. C. Llneberger
J. Chem. Phys. 88, 6200 (1988).

W. C. Wiley and I. H. McLaren, Rev. Sci. Instrum. 26, 1150 (1955).

G. Caldwell and P. Kebarle, Can. J. Chem. 63, 1399 (1985).

H. Hotop and W. C. Lineberger, J. Phys. Chem. Ref. Data. 14, 731 (1985).
J. W. Larson and T. B. McMahon, Inorg. Chem. 23, 2029 (1984).

A. B. Sannigrahi and S. D. Pe&erimhoﬁ', Chem. Phys. Lett. 112, 267 (1984).
P. Sebald and P. Botschwina, to be published. |

J. E. Bartmess and R. T. Mclver in Gas Phase Ion Chemistry; M. T. Bowers
ed.; Academic Press, New York (1979). '

In fact the effective collinear surface, which has the zero point enefgy due to
the doubly-degenerate bend added at every point (described in Section 4), is
shown in Figure 6. The correction is small but the barrier on this effective
surface is 0.84 kcal/mol.

C. M. Elision and B. S. Ault, J. Phys. Chem. 83, 832 (1979).

B. S. Ault, J. Phys. Chem. 83, 837 (1979).

P. L. Houston, Chem. Phys. Lett. 47, 137 (1977).

J. d. Duggan and R. Grice, J. Chem Soc. Faraday Trans. II 80, 739 (1983).

d. C. Tully, J. Chem. Phys. 60 3042 (1974).



34.
35.
36.

37.
' 38.

39.

40.
41.
42.

43.
44.
45.
46.
47.
48.
49.
50.

51.

52.

156
G. C. Pimentel, J. Chem. Phys 19, 446 (1951).

Figure adapted for collinear reaction from that appearing in Ref. 12

see for example C. H. Becker, P. Casavecchia, Y. T. Lee, R. E. Olson, and W.
A. Lester Jr., J. Chem. Phys. 70, 5477 (1979) and references therein.

H. Haberland, Z. Phys. A. 307, 35 (1982)

Nelson R. D., Lide D. R., and Maryott A. A., in CRC Handbook of Chemistry
and Physics 69th edztlon ‘ed. Weast, CRC Press (1988), pp. E-58.

K. P. Huber and G. Herzberg, Molecular Spectra and Molecular Structure IV.
Constants of Diatomic Molecules; Van Nostrand; New York (1979).

J. Romelt, Chem. Phys. 79, 197 (1983).
D. K. Bondj, J. N. L. Connor, J. Manz, J. Romelt, Mol. Phys. 50, 467 (1983).
S. O Williams and D. G. Imre, J. Phys. Chem. 92, 3374 (1988).

N. E. Henriksen, J. Zhang, and D. G. Imre, J. Chem. Phys. 89, 5607 (1988); dJ. i
Zhang and D. G. Imre, J. Chem. Phys. 90, 1666 (1989).

" D. G. Imre, J. L. Kinsey, R. W. Field and D. H. Katayama, J. Phys. Chem. 86,

2564 (1982). i

A. J. Lorquet, d. C. Lorquet, J. Delwiche, and M. J. Hubin-Franskin, J. Chem.
Phys. 76, 4692 (1982). :

J. E. Pollard, D. J. Trevor, J. E. Reutt, Y. T. Lee, and D. A. Sthley, J Chem.
Phys. 81, 5302 (1984).

A. B. Myers, R. A. Mathies, D. J. Tannor and E. J. Heller, J. Chem. Phys. 77,
3857 (1982).

D. Kosloff and R. Kosloff, J. Comput. Phys; 52, 35 (1983); R. Kosloff and D.
Kosloff, J. Chem. Phys. 79, 1823 (1983).

This is a result of the properties of a discrete Fourier transform (see Ref. 50).
The transform is performed between -t_,, and +t

max*

W. H. Press, B. P. Flannery, S. A. Teukolsky, and V. T. Vetterling, Numerical
Recipes; Cambridge University Press, Cambridge (1986).

J. M. Bowman, Adv. Chem. Phys. 61, 115 (1985).

M. E. Jacox, J. Phys. Chem. Ref. Data 13, 945 (1984).



53.
54.

55.

56.

157
R. H. Bisseling, R. Kosloff, and J. Manz, J. Chem. Phys. 83, 993 (1985).

T. N. Kitsopoulos, I. M. Waller, J. G. Loeser, and D. M. Neumark, Chem. Phys.

Lett. 159, 300 (1989).

D. M. Neumark in "Electronic and Atomic Collisions - Invited Papers of the
XVI ICPEAC", in press.

I. M. Waller, T. N. Kitsopoulos and D. M. Néumark, dJ. Phys. Chem. in press.



158

Table 5-1a: Experimental Results for Photoelectron Spectra of BrHI~ and BrDI~.
(All energies in eV)

eKE® FWHM® eKE® FWHM® Spacing Spacing in
213 nm 213 nm 266 nm 266 nm HBr/ DBr*
BrHI- ’ o
A 1.970 A7) - 175 0783 (4)  .170
| © 0313GF 0317 (0-)
B 1.658 (13)  .170 0470(3)  .165
0.268 (18)  0.306 (1-2)
C 1.390 (10)  .160 i .
A* 1.071(7)  .155 3 ]
0.292 (9  0.317 (0-1)
B* 0.779 (5)  .140 . .
0.234 (10)  0.306 (1-2)
Cc* 0.545(8)  ~.120 . : |
BrDI-
A 198007  .185
| 0.240 (22)  0.228 (0-1)
B 1740 14)  .170 |
0.203 (18)  0.222 (1-2)
C 1537 (11)  .160
0.193 (19)  0.216 (2-3)
D 1.344 (15)  ~.160 o
A 1.068 (9)  .180 |
' 0.226 (15)  0.228 (0-1)
B* 0.842 (11)  .170
| 019217  0.22 (1-2)
C* 0.650 (13)  ~.150
0.170 20)  0.216 (2-3)
D* 0.480 (15)  ~.170 o
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Table 5-1a continued.

a) Electron kinetic Energies (eKE) at each peak center found by fitting peaks to
a set of Gaussians. Uncertainties, in parentheses, are approximate.

b) Uncertainties in widths are approximately 0.005 eV, except where
~ indicated. '

c) Spacings between vibrational levels indicated in parentheses; source Ref. 39.
d) .A-B spacing from 266 nm data
A — A* spacing in the BrHI™ and BrDI~ photoelectron spectra are 0.899 + 0.019 eV

and 0.912 + 0.020 eV respectively. The free iodine atom spin-orbit splitting is 0.943
eV. .
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"Table 5-1b: Experimental results for Photoelectron spectra of CIHI™ and CIDI".
(All energies in eV)

eKE® FWHM® eKE** FWHM"* Spacing Spacing in
213 nm 213nm 266 nm 266 nm HCV DC1
CIHI-
A 2.070(17)  .230 ~0.900 (5) .220
03806  0.358 (0-1)
B 1.678 (13)  .220 0.520 (3) 220
0.323 (18)  0.345 (1-2)
C 1.355(13)  ~.210 - -
A* 1.133(10)  .185 - . |
0.358 (17)  0.358 (0-1)
B* 0.775(5)  ~180 - .
CIDI- |
A 2.079 (17) 206  0.900 (5) .190
. 0.279 (7  0.259 (0-1)
B 1.797 (14)  .190 0.621(4) 175 |
0.258 (19)  0.252 (1-2)
- C 1539 (13)  ~.175
A* 1.148 (8) 175
10278 (14)  0.259 (0-1)
B* 0.870 (11)  .175 |
0.235 17)  0.252 (1-2)
c* 0.635 (13)  ~.170
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Table 5-1b continued

a) Electron kinetic Energies (eKE) at each peak center found by fitting peaks to
a set of Gaussians. Uncertainties, in parentheses, are approximate.

b) Uncertainties in widths are approx. 0.005 eV, except where indicated.

c) 266 nm spectra not shown

d) Spacings between ﬁbrational levels indicate_d in parentheses; source Ref. 39.
e) A-B spacing from 266 nm data

A — A* spacing in the CIHI™ and CIDI~ photoelectron spectra are 0.937 + 0.020 eV
and 0.931 = 0.019 eV respectively.

Table 5-1c: ‘Experimental Results for Photoelectron Spectra of FHI™ and FDI".
(All energies in eV)

eKE* FWHM® eKE® FWHM"  Spacing

213 nm 213 nm 266 nm 266 nm
—
X 2.143(19)  .100
0.151 (25)
Y 1992 (17)  .130
0.894 (19)
z 1.098 (0 .115
FDI-
X 2143 (19)  .100 0.966 (5)  .070
| 0.154 (7
Y 1.992 (17)  .130 0812(4)  .110
0.894 (19)
z 1.098 (0 .115 i i

a) Electron kinetic Energies (eKE) at each peak center found by ﬁtfing peaks to
a set of Gaussians. Uncertainties, in parentheses, are approximate.

b) Uncertainties in widths are approximately 0.005 eV.

K X-Y spacing from 266 nm data.
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Table 5-2: Available data for the anions and neutral reactions described in this

work.
Anion BrHI- B/DI~ CIHI-  CIDI-  FHI- FDI-
AHZ,(eV)* 0.70 0.62 0.65°
viem™)* 9200 728 1560°  1219° 2955°  2225°
EB.E(eV) 3.88 38 376 376 368 370

Neutral Br+HI Br+DI Cl + HI Cl + DI F + HI F + DI

Reaction ,
AHY(eV)® 0.704 0.710 1.379 1.390 2.815 2.843
a) Hydrogen Bond Cleavage Enthalpy, i.e. the enthalpy change for the reaction

b)

c)

d)
e)

g)

XH..I- - HX + I~ at 300K, from Ref. 22. This value is used, in the absence
of any other data, for D (XH..I") in the text.

Estimated. See Ref. 24 for details.

Fundamental frequency for the Type I hydrogen stretching vibration, measured
for jon prepared in an argon matrix. See text for discussion of choice of
frequencies.

Ref. 29 | | .
Ref. 30

Approximate electron binding energy. This is estimated from center of 0- 0
peak in photoelectron spectrum (th1s work)

Reaction exothermicity: AHg = Dy(HX) - Dy(HI). Data from Ref. 36
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Table 5-3: Results of an exact quantum collinear simulation of the photoelectron
' spectra of BrHI~ and BrDI~ using the BP LEPS surface with zero point

bend included.
Electron Kinetic v, assignment ° Width (meV)
Energy (eV)*: .
BrHI- 1.970 | 0 43
1.662 1 36
‘1.447 2 <4
1.429 2 <4
1416 2 <4
1.408 2 <4
1.388 3 15
©1.230 4 <4
1.211 4 <4
1.192 4 <4
1.176 4 <4
1.143 53 8
0.998 6 <4
BrDI- 1.975 ' 0 - 41
1.751 1 -~ 38
1.539 2 30
1.346 4 10 -
1.262 , 5 <4
1.242 5 <4
1.227 5 ' <4
1.184 6 <
1.171 6 <4
1.017 8 ' <4

a) . Entire simulation has been shifted to higher electron energy by 0.062 (0.058)
eV for BrHI~ (BrDI") to line up with experimental bands.
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Figure Captions for Chapter 5

Figure 5-1.

Figure 5-2.
Figure 5-3.
Figure 5-4.
Figure 5-5.

Figure 5-6.

The photoelectron spectra of BrHI™ and BrDI~ recorded at 213 nin;
Arrows at 2.07, 1.36 and 1.12 eV represent asymptotes for dissociation
into 1 (®P,p) + HBr (v = 0), Br (*P;,) + HI (v = 0) and I (*P,,) + HBr
(v = 0) respectively.
The photoelectron spectrum of BrHI™ recorded at 266 nm.
The photoelectron spectra of CIHI~ and CIDI™ recorded at 213 nm.
The photoelectron spectra of FHI™ and FDI™ recorded at 213 nm.
The photoelectron spectrum of FDI‘ recorded at 266 nm. -
The effective collinear LEPS surface for the Br + HI reaction, derived
from that of Broida and Persky, plotted in mass-weighted coordinates
defined by:
x = (Mg, / Bapn)* Ry - Ren(HBI)) = (1 yp/Bypn)” Ripe ~ 7.0 Ryg,

y= RQ-B;
Here R; and R (HBr) aré the position of the I atom and the HBr
center-of-mass respectively, and }iAB signifies the reduced. mass of
system A-B. The skew angle 0 is given by
| tan 0 = (ﬁlHM / mym)"?
which for this systém is 8.2°, noting that M = m, + m,; + my, . Contours
are plotted at 0.161, 0.461, 0.761, 1.061, 1.361, 1.661 and 1.961 eV with
respect to the I + HBr asymptote. The assumed anion equilibrium

geometry is marked by the intersection of the dashed vertical and



Figure 5-7.

Figure 5-8.
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horizontal lines, at x, = 27.11 and y, = 1.55 A, and the saddle point is

marked with .

Potential along hydrogen stretching coordinate (v;) in BﬁrHI‘ anion:
éxpected form (solid) based on ab 'initibiﬁotential .fOIf FHC1~ (ref. 25)
and the Morse potential (dashed) used to model this. The lowest
vibrational eigenstate of the model potential. is also shown. Morse
parameters are D, = 0.283 eV and B = 3.243 A’ |

Anion and neutral v, potentials used in the one-dimensional analysis of

BrHI™ spectrum. Calculated eigenstates are labelled by their v,

. quantum number. Each tick mark on vertical axis represents 0.2 eV. -

Figure 5-9.

Figure 5-10.

Figure 5-11.

Franck-Condon stick spectra for (top) BrHI- and (bottom) BrDI-,
simulated in one-dimensional time-independent analysis. Simulations
superimposed on the respective experimental spectra. (dashed).
Simulated sticks are labelled by v, quantum numbers and for the
BrHI~ spectrum correspond to those shown on Figure 5-8.
Correlation diagram for the reaction Br + HI, assuining C.. éymmétry.
The reiative spaéing of asymptotic levels are approximately to scale.
The region between the dotted lines is where Hund’s case (a) is
appropriate. Adépted from the correlation diagram in Ref.. 12.
Absolute value of autocorrelation .fun‘ction, from one-dimensiorial
propagation, }or BrHI~ (top) and the simulated photoelectron spectrum
which results from the Fourier transform of this autocorrelation

function (bottom). Propagation carried out for 16384 time steps, with



Figure 5-12.
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At = 1.0 a.u., and a 64 point spatial grid along y (=R, 5,) between 0.79

and 3.4 A,

Absolute value of autocorrelation function, from two-dimensional

- propagation, for (a) BrHI" and (b) BrDI~. Calculation parameters

Figure 5-13.

given with Figure 5-13.

Wave packet dynamics for the [BrHI] system. Equally spaced contours

~ of 1¢(t)1-are shown at times indicated on each frame; the highest value

Figure 5-14.

Figure 5-15.

contours are omitted for clérity. Also shown are contours of the effective
collinear potential energy surface, shown in Figure 5-6. Figuie plotted
in mass scaled coordinates (see text and Figure 5-6); the y axis has
been expanded here. Propagafion performed over 10240 time steps,
with At = 1.3 a.u,, and a spatial grid with 128 x 64 points along x and
y respectively. The final wave packet shown (966.4 fs) was calculated
in a separate propagation, using same grid and At, but with an
absofbirig function applied at grid boundaries (see text and Ref. 53). In
this plot the contouring resolution has be;en increased.

Simulated photoelectron spectrum (solid) for (a) BrHI™ and (b) BrDI~
resulting from two-dimensional célculation. The simulations have been
shifted so 0-0 bands line up (see text) and convoluted with the
experimental resolution function. The experimental spectra are also
shown (dashed).

Simulated photoelectron spectrum for BrHI~ prepared in the (0,0,1)

~ state. Simulation has been convoluted with (top) our spectrometer’s

experimental resolution function and (bottom) with a constant energy
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- resolution of 4.3 meV. Bands are labelled by their effective v; quantum
numbers. Numerical parameters for the simulation are At = 1.3 a.u,,
t. = 960 fs, spatial grid 64 x 32 points over range x = 22 - 35 A and

y=095-3.1A.
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7. Postscript: new experimental results on BrHI .

Since publication of this work, we have recorded new spectra of BrHI~ in our

laboratory. Our signal-to-noise has been much improved (see Chapter 2) and the

background due to stray electrons has been. significantly reduced in the meanfime.
Polarization studies have also been undertaken. Figure 5-16 shows our improved
spectrum for BrHI~ photodetachment at 213 nm; the 6 = 90° spectrum should be
compared with Figure 5-1. Also shown is the BrHI‘ spectrum recorded with the laser
polarization parallel to the electron collection direction, 8 = 0°. The peaks A*-C*, due
to the excited 1, ,, state, have reduced relative intensity in the 6 = 0° spectrum. This
behavior conﬁrms that transitions are océurring from the anion to different electronic
~ states in the two observed progressions. In addition the new spectra indicate we have
achieved more vibrational cooling in the free jet expansion; the tail to high electron
kinetic energy (abové eKE = 2.1 eV) is less pronounced than in the earlier data

(Figure 5-1).

Figure Caption for 5.7
Figure 5-16. BrHI~ photoelectron spectrum recorded at 213 nm. (top) 6 = 0°, and

(bottom) 6 = 90°.
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Chapter 6. Spectroscopy of the Transition State: Hydrogen Abstraction.

Reactions of Fluorine

Abstract
The reactions F + CH30H - HF + CH,0O, F + C,H,OH - HF + C,H,O, and F
+ OH - HF + OCP, D) are studied by photoelectron spectroscopy of the negative ions

CH,OHF-, CszOHF‘, and OHF~. In eaeh case, photodetachmenf accesses the

transition state region for direct hydrogen abstraction. The -photoeleetron spectra

exhibit resolved vibrational strueture v?hich is sensitive to details of the potential
surface in the transition state region. To aid in the interpretation of the spectra, ab
“initio equilibrium structures, harmonic frequencies, and hydrogen bond dissociation
energies are calculated for the ions CH;,OHF~ and OHF~, The anharmonic hydroxyl
hydrogen stretching potential is also calculated for the two ions. Using the calculated
ion properties and the fitted ab initio reaction surfaces of Sloan et al. (J. Chem. Phys.
/ 1981, 75, 1190), a two-dimeﬁsibnal dynamical simulation of the photoelectron
spectrum of OI-IF'; is presented and modifications to the reaetion surfaces are
“discussed. The spectra of the alcohol complexes are discussed in light of this
simulation, and the role of the "bath" degrees of freedom in these spectra .is

considered.

Published in J. Phys. Chem. 95, 8066 (1991)
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1. Introduction

During the last sevei'al yeérs, considerable progress has been made towards the
spectroscopic characteﬁzatiqn of the transition state in simple chemical reactions. An
array of frequency’ and time-resolved® techniques has been developed which allow
one to directly probe the transition state region of the potential energy surfaces
describing these reactions. These experirﬁents are aimed at achieving a better
understanding of the microscopic forces which govern the dynamics of bimolecular and
unimolecular reactions. o

One of the more promising approaches to this problem has been to photodetach
a stable negative ion in order to form an unstable neutral complex in the vicinity of

the transition state for a chemical reaction. For example, in a study of a unimolecular

" transition state, Lineberger and co-workers® used photoelectron spectroscopy of C,H,~

to investigate the unstable vinylidene radical, which rapidly isomeljizes to acetylene.
in an experiment which serves as a precursor to the work described here, Brauman
and co-workers® examined total photodetachment cross sections in the visible and
near ultraviolet (A > 370 nm) for several ions of the form ROHF-, thereby learning

about the relationship of the ion geometry to the potential energy surface for the

~ F + ROH — HF + RO reaction.

In our laboratory, negative ion photoelectron spectroscopy®®”’ and threshold
photodetachment® are used to stu_dy the transition state region of bimolecular
hydrogen ei‘céhange reactions A + HB — HA + B. By photodetaching the stable,
hydrogen-bonded AHB™ anion, one ‘can form an unstable [AHB] complex located near
the transition state fc;r the bimolecular reaction. Most of our work to date has been

on triatomic systems where A and B are like®®® or unlike’ halogen atoms. The
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. photoelectron spectra of the AHB~bihalide anions yield resolved vibrational structure
characteristic of the unstable [AHB] complex. This structure is very sensitive to the
nature of the A + HB potential energy surface near the transition state.

| In this paper, the e#tension of our method to reactions involving polyatomic
reactants is described. We report studies® of the reactions F + CH,OH — HF + CH,0
and F + C;H,OH — HF + C,H;O via photoelectron spectroécopy of CH30HF' and
C,H,OHF~. In both cases, the photoelectron spectra reveal resolved vibrational
fea';ures attributable to the [ROHF] transition state region (R = CH,, C,H;). We also
report a study of the related, but simpler, triatomic feaction, F + OH —>HF + O, from
the photoelectron specfrum of the radical anion OHF~. The results on this ‘last
systerﬁ are novel in their own right, but they also provide avr.nodel to compare and
understand the structure manifested in the spectra of the polyatomic systems.
Thére is a substantial body of experimental and theoretical work in the
literature on the hydrogen abstraction reactions of fluorine. The F + CH;OH and
F + C,H,OH reactions have been the subject of both kinetics and pmdﬁct-state-
resolvec‘iv experiments. For F + CH,0H, two channels are available:
| - F+ HOCH, - FH + OCH, (D
F + HCH,OH — FH + CH,0H ’ (2)
The exothermicities for these feactions are given in Table 6-1. Both reactions (1) and
(2) are very fast at room temperature: k,, = 1 x 10 10 -2 x 10 10 em?® g1 101012

There is a considerable range'"

of reported branching ratios.'»%13141516

However there is a consensus that reaction (1) accounts for more than the statistical
25% of total product at room temperature, and this fraction may be as high as 80%."

For F + C,H,OH there are three channels available. If the fluorine attack were

I 4
N

S
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completely non-site-specific, one would expect a branching ratio in F + C,H;OH of 18%

for C,H;O formation. As with methanol, the reported branching ratios''® indicate
that fluorine abstracts at the hydroxyl group faster than at the methyl or methylene

groups. Khatoon’s work,'?!’

using isotopically 1abelled reactants and a mass
spectrometric detection scheme, indicates that the probability of abstraction of a
particular hydrogen by fluorine is five times more likely at the hydroxyl site than at
one of the alkyl sites, for both methanol and ethanol. This preference in both
reactions is interesting since the CH30 and C,H,O product channels are less exoergic
by 10 kcal/mol (see Table 6-I). As we shall see, our experimeptai data addresses the
dynamics of the hydroxyl hydrogen abstraction channel only.

The energy disposal in both products of reaction (1) can be measured: thé HF
product by infrared chemiluminescence and the CHaO product by laser-induced
fluorescence. This has been ﬁsed in a series of experiments **6 to determine, in
detail, how the partitioning of product energy compares to results for the well-
characterized triatomic F + HX reﬁctions (X = halogen)?® The results indicate that

for the F + CH,OH reaction, the presence of a large number of product degrees of

freedom has a small but noticeable effect on overall energy disposal, in comparison to

‘the F + HX reactions. The fraction of available energy appearing as HF vibrational |

excitation is slightly less than in the F + HX reactions, and about 2% of the available
energy appears as vibfational excitation of the v, mode (C-O stretch) of the CH;O
radical. The single chemilumiﬁescence study of F + CszOH suggests sirﬁilar behavior
for this system.?® Thus, one expects the potential energy surfaces for both the

F + CH,0OH and F + C,H,OH reactions to share important features with the F + HX

- surfaces, particularly a small entrance channel barrier to reaction.
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The reaction of fluorine with hydroxyl has been less well studied. Possible

reactions of F with OH are:

F + HO-HF + OCP) _ ‘ 3

F+OH ~HOF*-HF+ O(CP) n

>HF + O('D)

F + HO-HF + O('D) | (5)

In (3) and '(5) fluorine directly attacks the hydrogen end of the hydroxyl; (3) procéeds
on a triplet surface and is exothermic by 34 kcal/moi, while (5), which is 11 kcal/mol
endothermic, occurs on a singlet surface. This mechanism is akin to the feactions
discussed so far with the alcohols. Reaction (4) involves the radical fluorine atom
éttacking fhe oxygen atom, the site of the unpaired electron on OH, and forming
vibrationally hot HOF (*A%). This radicél-radical recombination should proceed with
‘no barrier. However, a spin-forbidden non-adiabatic transition is then required for
HF + O(C’P) production. The overall room tempefature rate constant for reaction of F
+ OH by all pathways has been measured to be 41x 10" cm®s'.%
Sloan and coworkers® have measured product state distributions from the
F+ OH reaction. They obsc?wed infrared chemiluminescence from product HF

vibrational levels up to v=3 when reacting F with H,O0. The F + H,O reaction is

exoergic enough to produce only HF(v = 0, 1). The observation of population in higher

HF vibrational levels was explained in terms of a secondary reéction, of F with OH
produced by the F + H,O reaction, taking place in their chamber. The product

vibrational and rotational distributions from the secondary reaction appeared to be

hladd

b



191

statistical. On the basis 6f this and an ab initio calculation, which predicted a large
barrier for (3), the authors concluded that the dominant reac._'tion pathway is via attack
of fluorine on the oxygen end of the OH molecule (4) apd that HOF is a long- lived
intermediate, which decays by a non-adiabatic transition. As we shall show below, the
OHF~ photoelectron spectrum is quite sensitive to the Barrier for direct abstraction
(8), allowing us to test Sloan’s conclusions. This adiabatic pathway for F + OH to
yield OCP) + HF by direct abstraction is entirely analogous to the alcohol reactioné.
Thus we will also use the results on the F + OH system. to serve as a model for
understanding the CH,OHF~ and C2H50HF"‘photoelectron spectra.

Our experiment starts with the‘negative ion analog of the reaction transition
state we wish to study. It is useful for that ion to be well-characterized. The -
CH;,OHF‘ anion has been fairly well-studied and was first observed by Riveros in an
ion cyclotron resonance (ICR) cell?® In this anion, F~ binds to the hydroxyl
hydrogen of CH,OH, since this hydrogen is considérably more acidic than the methyl
hydrogens. Larson and McMahon determined the CH,OHe*F ~ binding energy to be
29.6 kcal/mol.® The proton affinity of CH,O~ (or the gas phase acidity of CH,OH)
is slightly higher than that of F~ (381.2 kcal/mol versus 371.4 kcal/mol).2® This
means that F~+ CH,OH is the lowest dissociation channel for CH3OI-IF“; Jasinski
et al*” have experimentally conﬁrmea this by infrared multiphoton dissociation of the
ion in an ICR cell. In addition, the rélative proton affinities lead one to expect the
shared proton in CHa(jHF‘ to lie closer to the O atom than to the F atom in the ion
equilibrium structure.

The proton affinity of C,H,0~ (378.1 kcal/mol)*® is nearer to, but still higher

than, that of F~. Thus it would be expected that the shared proton in C,H,OHF-,
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though still closer to the O than the F atom, would be more evenly shared than in

CH,OHF~. In agreement with this, the measured binding energy of C,;H,OHF ", 31.5
kcai/mol, % is higher than that of CH36}E“. The OHF~ ion has not been observed
previously, but, since the proton affinity of O~ (382.2 kcal/mol)?® is comparable to that
of CH‘.,O“,'oné expects binding and structure similar to that of the alcohol complexes,
namely OHeeF~,

The position of the shared proton in the anion is critical to (Sur photoelectron
spectroscopy experiment, since the region of the A + HB potential energy surface
accessible via photodetachment is determined by the ion geometry. For example, we
have reported studies of the Br + HI, Cl + HI, and F + HI reactions by photoelectron
: spectmscopy of BrHI-, CIHI-, and FHI~" The proton afﬁnities of Br—, Cl-, and F~
are at least 10 kcal/mol greater than that of I", We therefore expect Ryx < Ry in the
XHI™ anions. The ions consequently have bétter geometric overlap with the I + HX
product valleys on their respective neutral potential energy surfaces, and this is
indeed the region that is probed in the reported photoelectron spectra. This turns out
to be the case for all the asymmetric X + HY reaétions, where X and Y are halogen
atoms.

On the other hand, photodetachment of CH,OHF~, C,H;,OHF~ and OHF~
should result in considerably better overlap with the F + CH,0OH, F + C,H,OH or
F + OH reactant valleys, réspectively'. This is arguably the most important region of
the surface since it includes the barrier along the minimum energy path. Thus the
signiﬁcance of the results presented here is twofold. The photoelectron spectra of the
ROHF~and OHF~ anions represent an extension of our *transition state spectroscopy’

method to more complex reactions. Furthermore, the spectra of all three systems

A
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~allow us to probe a more interesting part of the potential energy surface for the

| corresponding neutral reaction in comparison to the XHY ™ spectra.

In addition to the éxperimental results, we present ab initio calculations that
describe the equilibrium structure, harmonic frequencies and binding energies of the
CH,OHF ~ and OHF~ ions. A two-dimensional dynamical simulation of the OHF~

photoelectron spectrum is then described, which is used as a starting point for

-considering modifications to the F + OH reaction potential surfaces. The spectra of

the polyatomic systems are discussed, with reference to the OHF ~ simulation, and

finally the role of the extra degrees of freedom is evaluated.

2. Experimental
The time-of-flight photoelectron spectrometer used in this study has been

described in detail elsewhere.® Briefly, negative ions are formed by crossing the

expansion of a pulsed molecular beam valve with a 1 keV continuous electron beam

close to the valve oriﬁce. For production of OHF -, the gas mixture expanded through
the valve was N,0 with a trace coﬁcentratibn of HF. The OHF - formation n.lechanism
is probably via dissociative attachment IOf N,O by slow secondary electrons, N;O + e”
— O~ + N,, followed by the clustering process O~ + HF + M — OHF~ + M. The best
way we found to make a stable beam of CH,OHF~ (or C,H;OHF ") was to put é few
drops of CH,OH (or C,H;OH) into the pulsed beam valve, which hanéSvertically in
the source chamber, and pass a 5% NF, / He mixture through the valve. Dissociative
attachment to NF,; produces F -, which then clusters to the alcohol. Under the same

expansion conditions, we have obtained vibrational temperatures of 150 - 300K for
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CH,CN~and rotational temperatures of less than 100K for SH- prepared in a similar

source.?®

The ions formed in the source chamber are extracted perpendicular to the _

molecular beam and injected into a vWiley-McLaren type time-of-flight mass
spectrometer.”? Ions separate according to their masses and the ion of interest is
photodetached by thé fifth harmonic of a pulsed Nd:YAG laser (213 nm, 5.825 eV).
The photoelectrons produced by this procesé are ejected into all solid angles and a
small fraction (10“) is collected by a detector at the end of a one meter field-free ﬂight
tube. The flight time of the electrons is recorded and converted into center-of-mass
kinetic energy. The energy resolution function of the instrument is given in reference
5; essentially the apparatus’ electron energy resolution is 8 meV at 0.65 eV and

degrades as E*? at higher electron kinetic energies.

3. Results & Analysis

3.1 Experimental Results

| The CH,OHF~ axid C,H,OHF~ photoelectron spectra are shown in Figure 6-1.
The spectra are considerably more complex than the spectra of the triatomic anions
we have previously studied. The clearest structural pattern in both spectra are the
four regularly spaced- steps between 1.2 and 2.8 eV. The labelled arrows (A—D), at
2.69, 2.24, 1.85, and 1.54 eV in Figure 6-1a and .2.58, 2.18, 1.83, and 1.50 eV in
Figure 6-1b, mark the onset of each step. There are two sharper features, E at 1.15

eV, and F at 1.03 eV, in the CH,OHF ~ spectrum.



195

The peaks are labelled in order of increasing internal energy of thé neutfal
complex. The electrdn kinetic energies (eKEs) are related to the internal energies of
the neutral species (Ei‘°’)bby

eKE = hv - D°(ROHF") - EA(F) - AE%, - E® + E® (6)
Thus peaks with highest electron kinetic energy correspond to neutral states with
lowesfp internal energy. In (6), hv is the laser photon energy, 5.825 eV, EA(F) is the
electron aﬁinify of fluorine, 3.399 eV,*° and D°0(ROHF") is the bond dissociation
energy of ground state ROHF~ to form ground state ROH and F~. For
D°o(CH30HF‘), we use the ezn:perimen.tal25 bond diséociation enthalpy, AH,,,, and
correct to 0 K using a set of ab initio calculated frequeﬁéies (séé below); this yields
1.244 V. For D°(C,H,OHF "), we use the experimental® bond enthalpy for this ion,
and the same correction to 0 K as calculated for CH,,OH;F_', yielding 1.327 eV. AE‘,
is the exoergicity for the reaction F+ ROH — RO+ HF and is given in
Table 6-1.31'32'33'3"'35'3?. E® is the energy of the [ROHF] complex relative to

ground state RO + HF. E” is the internal energy of the precursor ion ROHF ~ above

~ zero point. As all the anions studied here are expected to be prepared cold, this

quantity is assumed throughout to be zero. |

The eKE corresponding to E® = 0 is shown by arrows against the axis at 2.60
eV (Figure 6-1a) and 2.50 eV (Figure 6-1b). These arrows indicate the electron kinetic
energy correéponding to photodetaching grouxid state CH,OHF~ (C,H,OHF") and
forming ground state HF + CH,0 (C,H;0). We refer to .these eriergies heﬁcefonh as
product asymptotes. The reactant asymptdtes, indicated by arr_ows' at 1.18 eV
(Figure 6-1a) and 1.10 eV (Figure 6-1b), correspond to ground state F + CH,OH

(C,H;OH) formation for which E® = - AE°,. All /t(;he structure in each spectrum occurs
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at lower eKE than the product asymptote and is therefore due to states of the neutral

complex that can dissociate to HF + CH,O (C,H,0) products. In addition, features in
the spectra at lower eKE than the reactant asymptotes correspond to states of the
complex which can also dissociate to F + CH,O0H (C,H;OH) reactants.

The photoelectron spectrum of CH,ODF~ (Figure 6-2) showé a clear isotope
effect. The spectrum shows six steps more closely spaced than those in the CH,OHF~
spectrﬁm. This isotope effect suggests that the step structure is due to a vibrational
mode of the neutral complex analogous to the v, mode seen in the triatomic bihalide
spectra;>%" that is, the light hydrogen atom is vibrating between the much heavier F
atom and RO group in the complex. The spacing between the steps in Figures 6-1a
and 6-1b is less than that between the: ﬁrst few vibrational levels of HF,* and the
spacing between the second, third and fourth steps is less than the corresponding
levels of the OH stretch in CH;OH. This ‘red shift’ Q_ccurs because the experiment
probes the transition state region where the reacting species are interacting
strongly;>*® the H atom vibrates in a éhallc)wer potential than in isolated HF or
CH,OH. |

The intensity in the CH,OHF~ spectrum builds as one moves from the

HF + CH,O product asymptote to the F + CH,OH reactant asymptote at lower electron

kinetic energy. The intensity distribution in the C,H,OHF~ spectrum is similar,

although there is relatively more signal near the HF + C,H.,O asymptote. The breadth
of all the features in the photoelectron spectra is considerably larger than the
experimental resolution. Spectra recorded at 266 nm (4.66 eV, not shown) show the

right-most steps in each of the 213 nm spectra with lower electron kinetic energy and

[P
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therefore higher reso@lution. Despite this higher resolution, there is ﬁo additional
structure observed; the step profiles are unchanged.

The photoelectron spectrum of OHF~ is shown in Figure 6-3. The peak
positions and widths are listed in Table 6-II. The electron ldﬁetic energies
corresponding to the dissociation asymptotes OCP,) + HF (2.43 eV), F(P,,) + OH(*T1,,)
(0.95 V), and O('D) + HF (0;46 eV), are shown on Figure 6-3, as before, with arrows
against the energy axis. These energies are calculated using a relationship similar

to Equation (6), along with our best ab initio ion binding energy estimate (see below),

~ the exoergicity for reaction (3) in Table 6-I, and the experimental® oxygen atomic

energy level splittings. Again, all structure observed in the spectrum corresponds to
states of the neutral unstable with respect to dissociation to the lowest energy product
channel (OCP) + HF). Moreover peaks A-D correspond to neutral states which can
only dissociate to OCP) + HF products.

The overall appearance of the OHF~ spectrum is cleérly very similar to both
of the ROHF~ spectra. This is an interesting result considering the far fewer
vibratibnal'degrees of freedom in the [OHF] complex as well as its different electronic

character (see below). However, there are several differences between the OHF ~and

ROHF ~spectra. The onset of structure occurs at almost 0.3 eV lower electron kinetic

energy in the OHF~ spectrum. Between the product and reactant asymptotes, the
OHF - spectrum looks more like a set of broad peaks, in contrast to the step structure
seen iﬁ the CHSOHF‘ and C,H,OHF~ spectra. The feature below the reactant
asymptote in the OHF~ spectrum (labelled E) is much more distinct than any
corresponding structure in the other spe;:tra. Finally, the intensity in the OHF~

spectrum builds in the same way as the other spectra but, in this spectrum, there is
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even less intensity at the O + HF product asymptote than at the product asymptote

in the CH,OHF~ spectrum.

The photoelectron spectra of OHF~, CH,0HF~ and C,H,OHF- all show
maximum intensity near the asymptote for dissociation into reactants F + OH,
F + CH,OH and F + C,H,OH rather than the energetically lower product asymptote.
This is in sharp contrast to the ésymmetric bihalide ions,’ all of which show maximum
intensity at thé product asymptote. We can understand the intensity distributions in
terms of the qual‘itative discussion of the ion géometries in the Introduction.  Because
the proton affinities of O—, CH,0~, C,H,O™ are 0.47, 0.42, and 0.29 eV higher than
that of F~, the hydrogen should lie closer to the O atom than the F atom in all three
anions. We therefore expect good Franck-Condon overlap with OHeeF or ROHeeF
configurations of the neutral complex localized in the entrance valley of the reactive
potehtial energy surface. The overall intensity envelopes seen in the spectra are in
accord | with this reasoning. In particular, the observation that the C,H;OHF~
spectrum has more intensity at the product asymptote than the CH,OHF ~ spectrum
~ is consistent with the higher proton affinity of CH,0™. |

It is clear from this discussion that the anion geometry has a signiﬁcaht effect
on the photoelectron spectrum. In contrast to the bihalide ions, no spectroscopic data
exist for ROHF~and OHF~. Therefore, in order to obtain a more quantitative picture
of the anions, we have performed ab initio célculations on OHF~ and CHaOHF‘ to

determine their structure and properties.
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3.2 Ab initio calculations: method and results

Fully optimized geometries, frequencies and dissociation energies were
calculated for the hydrogen-bonded anions OHF~and CH,OHF ~ at both the Hartree-
Fock (HF) and second order Moller-Plesset (MP2) level of theory. In addition, MP4
level calculations were employed to estimate hydrogen bond dissociation energies: The
calculations reported here were performed with the Gaussian 86, Gaussian 88 *°
and CADPAC*' ab initio packages available at the. San Diego Supercomputing
Center. The sta;ldard 6—31++G** basis set was used throughout; the incorporation
of diffuse functions (++) is mandatory fqr a propér description of these anions. For
OHF'-, a spin-unrestricted wave function was used to describe both the [T ground and
2% excited states.

The results of these calculations are summarized in Table 6-III - Table 6-VII.
For the purposes of analyzing our photoelectron spectra, the ﬁost important results
are the ion equilibrium geometries, the shape of their potential surfaces along the
hydroxyl hydrogen stretching coordinate, and the ab initio estimate of their
dissociation energy into F~ and OH or CH;OH. For the last of these, an estimate of
the zero point energy correction is required, so.frequenéies were calculated for the
hydrogen-bonded ions and the product fragments at both the HF and MP2 level of
theory. All energies quoted (E,) include this zero point energy correction, which is
applied at the same level of tileory as the calculated energy- (except for the MP4
energies where the MP2 zero point energies are used): MP4 electronic energies
include all single, double, triple and quadruple excitations while maintaining a frozen
core (MP4SDTQ-FC); the MP2 energies have all electrons considered for correlation

(MP2-FULL). The calculation of the ion force field, apart from providing zero point
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energies, was also useful for (a) obtaining a reasonable form for each anion’s
vibrational normal coordinates and (b) providing an estimate for the hydrogen bond
stretching frequencies in the ions. Both of these will be usea in the dynamical
calculations described below. | ’

The dlssocxatlon fragments of OHF‘ and CH,OHF~ that we need to con51der
are F~, CH,OH, CH,0~, HF, OH and O". Computatlons of fully optimized geometnes
and frequencies for these fragments compare well with literature values for
calculations using similar sized basis sets. The MP2 geometries and frequencies agree
well with experimental values foi ‘CH,0OH, HF, and OH, end the fluorine electron
affinity is well reproduced at the MP2 level. The oxygen electron affinity, calculated
at the same level of theory, 1.09 eV, is in poorer agreement with the experimental
value of 1.46 eV.* By calculating the MP2/6-31++G** equiliBzium geometry of the
Jahn-Teller distorted ground state of CH,0,”” and using scalved43 harmonic
frequencies from the HF/6-31++G** force fields for ion and neutral, a zero point
corrected adiabavtic electron affinity of 1.47 eV for CH,O is computed. This is to be
compared with the experimental value of 1.57 eV.* |
Geometries & Frequencies: Our qualitative expectations for the hydrogen-bonded ion
geometries and dissociation energies are based on the proton affinity scale and have
been outlined above. We expect that the closer the proton affinity of the bases A~ and
B, the larger the degree of sharing of the proton end the stronger the hydrogen bond
in AHB~® From comparison of the proton affinities of the methoxide, hydroxide, and
fluoride ions., we expect the hydrogen to be closer to the oxygen than fluorine in both
CH,OHF~ and OHF . The quantitative abd initio results shown in Table 6-II1 and

Table 6-VI_show that indeed the hydrogen sits closer to the oxygen than the fluorine
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atom for both jons. In fact, the equilibrium parameters for the two ions are very
similar; the difference in O-F separation is smaller then 0.01 A andvthe hydrogen
position is different by only 0.02 A. However, the ab initio calculations suggest that
OHF~ has the hydrogen more centrally located. This is contrary to the proton affinity
argument, but CH,OH is only slightly more acidic than OH.

The equilibrium geometry for CH;OHF~, which has C, symmetfy, is shown in
Figure 6-4. The F~eeH-CH,OH isomer is expected to lie conside:ably higher in
enefgy than CH,OHesF~ The hydrogen bond is slightly bent, as found fer
F(H,0),*® because of a weak interaction with.the other nearby hydrogen atoms.
With regard to the methano\l' frame, the staggered conformer is preferred to minimize
steric repulsion, but the barrier to internal rotation aBout the C-O bond is calculated
to be even smaller than in methanol.*® The equilibrium configuration was found by v
optimization of all geometric parameters; in particular, the methoxy frame was also
allowed to relax 1n response to the perturbation by the F~. The changes in the frame
with respect to the equilibrium CHaoH geometry described by the same theoretical
model are modest (Table 6-III). The principal differences are a contraction in r,(C-O)
by 0.03 A in CH30HF’ and some distortion of the bond angles around the tetrahedral

carbon center. By comparison, the change at the active center is much larger: there

is a 0.10 A lengthening of the O-H bond in the ion at the MP2 level. The framework

relaxation will be considered when discussing possible "bath” mode excitations in the
CH,OHF~ photoelectron spectra. Previous calculations?” for this ion are in
qualitative agreement with those shown here, but the earlier treatments were limited
to small basis sets without a complete set of diffuse functions and neglected electron

correlation.
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For AHB~ species, a pertinent question to ask is whether there are two
minima on the potential energy surface, corresponding to AH--B' and A~~HB, or
whether the two coalesce to form one broad, fairly flat-bottomed minimum. In the
case of the symmetric bihalide ions AHA-, this is extremely important as it
determines whether the équilibrium structure is centrosymmetric or not. For
example, calculations®™®® on CIHCl- and BrHBr— show that a. Hartree-Fock
description predicts a double minimum potential for these anions, whereas the
inclusion of other electronic configurations in the ground state wave function leads to
.a significant lowering of the énergy for centrosymmetrié geometries compared to fhe
AHeeA~ geometries. Even using Mgller-Plesset Perturbation Theory to second order
(MP2) causes the double minimum potentials for the AHA™ ions to coalesce into a
single flat- bottomed minimum.>*® High resolution spectroscopy studies indicate these
anions do, in fact, have centrosymmetric equilibrium structures.®
For an asymmetric ion such as CH,OHF~, we might expect to find a local
minimum, CH,;O *HF, as well as the globé.l one described by Figure 6-4 and
Table 6-II1. Figure 6-5 shows a plot of the potential energy as a function of the
position of the hydrogen atom between thé O and F atoms which are assumed, along
ﬁth all other degrees of freedom, to be fixed. The plot shows that at the Hartree-
Fock level there is evidence of a plateau in the potential corresponding to the
CH,O«HF structure, but £hat it disappears at the MP2 level. The MP2 correct_ion
clearly stabilizes geometries with the hydrogen more evenly shared between F and O;
the potential shape is distinctly different. This has a large effect on the vibrational

level spacings for the O-H stretch’ and the shape of the ground vibrational wave
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function along this coordinéte. This will, in turn, have a profound effect on the
intensity distribution seen in the photoelectron spectrum.

The calculated harmonic vibrational frequencies for the CH,OHF~ ion are
shown in Table 6-IV; ®, is the O-H stretching mode which corresponds to the
potential function we have been diséussmg.. The harmonic frequency for this mode
(2215 cm™) is strongly perturbed from its value in CH,OH (MP2/6-31++G** value 3900
cm?). The F--HOR stretching mode,v 0, 1s analogous to ®, in the bihalide ions and
OHF ~(see below). These two stretching modes, tpe O-H stretch and the O-F stretch,
are the two modes most important to undérstanding the photoelectron spectra.

The ab initio results for the ground ?I1 state of the OHF~ anion are shown in
Table 6-VI and Figure 6-4. It is clear from the similarity in the équilibrium geometry
of this ion and the OHF moiety in CH,OHF ~ that the CH, group has little effect on
the hydrogen bond, except to slightly bend it. It is worth noting that, in contrast to
CHaOHF‘, OHF~ is open shelled but the spin remains localized on the oxygen atom,
as in OH. The spin-orbit splitting in this state is expected to be smaller than the 139
cm? of OH(M).3" The expectation values of the spin opératbr, <S?, listed. in
Table 6-VI indicate that spin contémination is not a problem in the unrestricted wave
function; a pure doublet state has <S% = 0.75. |

A schematic of the -'mblecular orbitals for OHF~ is shown in Figure 6-6. This
qualitative figure will be used later to explain the different neutral electronic states
and their relationship to anion photodetachment. The 21 ground electronic state is
the configuration shown in Figure 6-6. There is a low-lying 2=* state, which results
on promoting a 6o electron to the .27c orbital. This state has a single minimum at

O~e+HF; it does not correlate to ground state OH + F~. Collinear potential cuts
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along the R,y coordinate for the [T and %T* states are shown in Figure 6-7. The 211

curve is very similar td that shown for CH,OHF ~in Figure 6-5. Table 6-VI contains
the harmonic frequencies of thev ground I1 state. The O-H stretching frequency, 2015
cm?, is signiﬁcantlyreduced from the value in free OH and is also lower than the
same mode (also ®,) of CH,OHF~. The O-F stretching frequency, ®,, at 433 cm™ is
higher than @, of CH,OHF . These two frequencies will be used to describe the anion
wave function in the simulation below. The bending vibration has two components
for the linear ground state of OHF-, as expected fof a linear molecule in a‘degenerate
electronic state.’ |

Dissociation energies: Accurate ab initio estimates of bond dissociation energies are
normélly difficult to calculate. However, for dissociations that do not involvé breaking
of a bonding pair of electrons, as is the case here, correlation cox;rections are relatively
small and ab initio methods can yield reliable energies.?® As can be seen in
Table 6-V, even the Hartree-Fock estimate for the hydrogen bond streﬁgth of
CH,OHF -, with respect to dissociation to CH,OH + F~, is in fairly cloée agreementv
with the experimental value (DH,, = 1.28 €V). Handy et al.:5? have shown that the
Mgller-Plesset Perturbatiop Theory treatment is convergent and reliable for
interaction energies if bond breaking or curve crossing does not occur. Chalasin§ki®®
demonstrated that MP2 calculations with standard basis sets, when corrected for basis
set superposition error (BSSE), yield quantitative estimates of hydrogen. bonding
energies. It is important to recognize that for estimating correlation corrections to the
hydrogen bond dissociation energies, the éize-consiétent MP methods are to be

preferred over configuration interaction (CI) methods.
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The calculated hydrogen bond dissociation energies D°, defined earlier, are

| shown in Table 6-V and Table 6-VII. OHF~ is calculated to be more stable with
respect to dissociation than CH,OHF . As\mentioned' earlier, the binding strength |
of CH:,OHF; has been measured® whereas that of OHF - has not. To compare the ab
initio value for CH30HF‘ with the experimental value, we must convert D°, to a bond
enthalpy at 298 K. Using the MP2 harmonic frequencies of CH,OHF~ (Table 6-IV)
and CH,0OH, and assuming that the change in the average rotational energy on
dissociation is zero, we calculate AH’,oi(CH,OHF~ —» F~ + ‘CHsOH)z 1.32 eV (304
kcal/mol) at MP2 and 1.29 eV (29.8 kcal/mol) at MP4 compared to fhe expeﬁmeﬁtal
value of 1.28+0.04 eV (29.6+1 kcal/mol). ® It appears that the ab initio estimate is
in very good accord with the experimental data, placing confidence in tﬁe MP4 D°,
estimate, 1.48 eV (34.0 kealimol), for OHF~, ’

It should be noted that no correction is made for basis set superposition error
in these calculations. Further it appears that the correlation correction to fourth
order for the D°; of CH,;OHF ~is more fully converged than that for OHF~, Thus it
is p;‘obable that hfgher order corrections will be required for the latter ion. The fact
remains that the OHF~ anion is predicted to have a stfongei' hydrogen bond than
CHaOHF" at every level of correlation treatment. This is shown not only in the
dissociation energy but also in the stronger perturbation to the O-H stretching -
-frequency, the higher F-O stretching frequency and the more central positioning of the
hydrogen between the end a£oms. This result is also supported by the experimental
observation that the photoelectron band origin for OHF~ is shifted to lower electron

kinetic energy by 0.3 eV over CH;OHF~,
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3.3 Simulation of the OHF~ photoelectron spectrum

In this section, we simulate the OHF‘ photoelectron spectrum using our ab
initio results for OHF~ along with the ab iﬁitio potenfial energy sﬁrfaces developed
for the F + OH reaction by Sloan and co-workers.*® By comparing the simulated and
experimental spectra, we can learn about deficiencies in the F + OH potential energy
surface. We have previously described a fully quantum dynamical method that will.
simulate the dissociative photoelectron spectrum of a linear triatomic AHB~.” This
method, which is based on the wave packet propagation technique of Kosloff and
Kosloff,*® treats dynamics along the two stretching coordinates exactly. It assumés
all nuclear motion takes place on a collinear potential energy surface. |

An initial wave packet ¢(0), which, vnthm the Franck-Condon approximation,
is the anion ground vibrational wave fﬁhction, is propagated on the neutral potential
energy surface according to |

Lo(t)) = e Bt/ 14(0)). (7

#8845 the time evolution operator and H is the Hamiltonian for the neutral

Here e

surface. The overlap of ®(t) with &(0) defines the time autocorrelation function C(t):
| C(t) = (6(0) 1 9(t)) ®

and the Fourier transform of this complex function yields the photoelectron

spectrum:*"*®

o(E) o J( exp(iEt /h) C(t) dt. - (9)

The simulation makes use of the collinear ab initio surfaces which have been

developed for the lowest triplet and singlet channels of the F + OH system.* Sloan
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-and coworkers evaluated energy points across the two surfaces using a multi-reference

configuration interaction (MRCI) scheme, employing the multi-reference analog of
Davidson’s correction® to extrapolate energies to full configuration interaction (FCI).
To calculate the entire collinear surfaces the authors were :constrained to use of the
relatively small 4-31G basis set. The surfaces were each fitted to a Rotated Morse
Oscillator Spline (RMOS) function.*® The authors went on to show that the barrier
heigﬁt on the lowest triplet surface remained virtually unchanged when the basis set
was improved to double zeta plué polarization (DZP) quality. We shall first consider
only the lowest surface for the collinear reaction F(P) + OHCIT) —» HF('Z*) + OCP) for
our simulation. This surface has I electronic symmetry, and a classical barrier of 12
kcal/mol at Ry = 1.08 A}and Ryr = 1.32 A. |
. Together with the neutral potential surface, we also require the wave function
for the ground vibrational state of the anion. The wave function is assumed to be
sepai'able along the two normal coordinates, Q, and Q;. To construct this vibrational
wave function, we use our MP2 values for t_hé anion equilibrium geor.ﬁetry (R°yr and
R°y) and frequéncies (0, and @) for the two stretching vibrations. The following
transforx.:aation from internal coordinates (in A) to normal coordinates (iﬁ amu'?-A)
is derived from the. ab initio Cartesian force constant matrix:
Q, = 2.989 (Rup - R%p) + 2.747 (Rgy; - Roop) (10)
Q; = 0.198 (Ryr - R°yp) + 1.158 (Ryy - R® OH) (11)
Note that Q, = 3 (Ror - R%p) and Q; = (Roy - Ro%p)-
In the simulations carried out for the BrHI™ photoelectron "spectrum,7 the
experimental intensity distribution was impossible to model without including

anharmonicity along the Q, coordinate for the anion. The anio(n potential surface was
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therefore described by the sum of a Morse potential for the v, mode and a harmonic -
potential for the heavy atom v, stretching mode. For OHF -, the MP2 potential energy

cut along the .ROH coordinate can be fit to a Morse function; this is shown in

Figure 6-7. The Ryy coordinate is an exti'emely good approximation to Q, if Ry is

kept fixed, as seen in Equations (10) and (11), so the Morse poténtiél in Figure 6-7 is

assuined to be the potential energy along the Q, coordinate. The one-dimensional fit

to this function yields ®, = 2015 cm™ (as expected from Table 6-VI) and a‘)exevz 350

cm’. A harmonic potential is conétructed along Q, using the MP2 frequency (433 cm™)

from Table 6-VI. The required initial wave packet, ¢(0), is then set equal to the

ground vibrational wave function of this anion potential surface. |
| The simulation is f)erformed by propagating the initial wave packet on a grid

in two dimensions, under the inﬂuenée of the neutral collinear potential surface. The

propagation is continued until all flux has left the grid. Absorbing boundaries are

imposed at the edges of the grid;®' this device greatly reduces the configuration sﬁace

the grid must span, and thué, the calculation time. All computational details of the

method are contained in ref. 7 and the relevant parameters are listed in the figure

captions for each simulation. Figure 6-8 shows the simulated phoboelectroh spectrum

of OHF~ resulting from wave packet propagation on the °I1 ab initio surface. The

result is exact within the collinear approximation.

Figure 6-9 shows the wave packet dynamics that give ﬁse to this simulation.

.Thé potential surface is plotted in the mass—séaled coordinates defined in ref. 7;
essentially x = 3 Ry and y = Ryy. These coordinates almost exactly parallel the

normal coordinates of the ion Q, and Q. The first frame (Figure 6-9a) shows the -

initial wave packet, corresponding to the anion wave function. The asymmetric shape



209
of the wave packet derives from the pronounced anharmonicity along Q,. The wave
packet sits right over the saddle point of the reaction surface (marked in the Figure
with a cross), underlining the sensjtivity of the photoelectron spectrum to features of
the surface at the saddle point and to the magnitude of the barrier height. The initial
wave packet élso extends into both the reactant va.uey and around the reaction
’coi'ner’ into the product valley.’

The following frames of Figure 6-9 show the bifurcation of the wave packef into
}both valleys; the subsequent disappearance of the wave packet out to fraéments is
very swift. The component of the wave packet exiting out to OCP) + HF has a faster
;'ate of disappearance from the Franck-Condon region than the compdnent travelling
| down the entrance valley. The latter component, moving parallel to the x axis and out
to F + OH, shows little vibrational excitation as compared to that moving in the OCP)
+ HF exit valley, where considerable nodal sfructure, corresponding to HF vibrational
‘excitation, is seen perpendicular to'the direction of motion. In Figure 6-9d the last
compénent of the wa&e packet is seen leaving the grid; the shape of the wavepacket
is distorted here because of tﬂe absorbing boundary. |
In accord with the éxtremeiy fast movement of tﬁe wave packet away from its
naséent position on the neutral potential energy surface, the autocorrelation function
shows very fast decay and evidence of only a weak recurrence. The absolute value of
the autocorrelation function, 1C(t)l, is plotted in Figure 6-10. The fast fall-time is in
strong contrast with the long-lived recurrences in the autocorrelation functions
calculated for bihalide photodetachment.”®2®® The Fourier transform of this
autocorrelation function yields a broad, but structured, simulated photoelectron

spectrum and it is this that is shown with the dashed line in Figure 6-8.
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In this simulation, the two low intensity peaks between the product and
reactant asymptotes are from transitions to states of the complex that correlate to
different product HF vibrational levels. The single, moré intense feature near the
reactant asymptote is narrower than the other peaks (FWHM < 200 meV versus =300
meV). This peak is most likely due to the component of the wave packet moving out
along the entraﬁce valley to F + OH, which, as noted above, leaves the Franck-Condon
region more slowly than that departing along the exit valley.

To confirm these ’assignments’, we have performed a one-dimensional
simulation that treats only the potential along the y, or Ryy, coordinate with the mass
weig‘hted coordinate x fixed at its value for the ion equilibrium geometry, x,. This, to
a good approximation, is the effective potential for the hydrogen stretching v, mode.”
In Figure 6-11 these one-dimensional potentials for the anion a;ld neutral are shown
along with the first few eigenvalues and eigenfunctions supported by eéch potential.
The anion potential is the I Morse.potential shown in Figure 6-7, and the neutral
potential results from taking a cut through the fitted ab initio F + OH surface at
x =%, By computing the Franck-Condon overlép between the ground state wave
function supported by the anion i)otential with the first few neutral wavé functions,
a simulated stick spectrum, shown also in Figure 6-8, is générated.

The one-dimensional stick spectrum consists of a progression in the v; mode
of the [OHF] complex; the peak labels in Figure 6-8 correspond to the energy levels
in Figure 6-11. Peaks 0, 1 and 2 result from transitions tothe O + HF product (exit)
valley, while an inspection. of the one-dimensional neutral wave functions
(Figure 6-11) shows that the v; = 3 leyel is localized in the F + OH reactant (entrance)

valley. Peak 3 in the one-dimensional simulation lines up with the intense peak in
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the two-dimensional simulation, indicating that the latter is indeed due to a state of
the comi)lex localized in the reactant valley. Peaks 0 and 1 apparently correspond to

the two peaks in the two-dimensional simulation between the reactant and product

‘asymptotes, although the one-dimensional peaks occur at slightly higher electron

kinetic energy. The comparison between the simulations suggests that peak 2 is
hidden as a shoulder in the two-dimensional simulation. In. fact, the intense peak in
the two-dimensional simulation has a definite asymmetry and in can be readily
confirmed that there is an intenéity contribution, corresponding to the v, = 2 stick, on
the high electron enérgy side of this peak. The one-dimensional treatment is
approximat_e in that it does not consider overlap at different values of x, and the time-
bscale separation of x and y is strictly only appropriate for extreme heavy-light-heavy
systems.® It is these inadequacies that are presumably responsible for the one-
dimensional sticks not coinciding with‘ the centers of the two-dimensional peaks.
However this analysié does provide some insight into the‘_appearance of the two-
dimensional simulation.

Let us now compare the simulated and experimental spéctra (Figure 6-8). The
two-dimensional peak widths and the spacings of the product progression agree
reasonably well with exberiment, and the intensity distribution is in qualitative
agreement ﬁth the experimental profile. The overall agreement between
experimental and simulated peak widths is particularly striking as it indicates that

rapid dissociation on a collinear surface can explain the broadAexperimental peaks.

vOn energetic grounds we assign peaks A-D to states of the [OHF] complex that

dissociate to O + HF products. Based on the one- and two-dimensional simulations,
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we assign the intense experimental peak at 0.80 eV (E, Figure 6-3) as a reactant peak:

a state of the [OHF] complex that dissociates to F + OH reactants.

However, in Figure 6-8, the one- and two-dimensional simulations have been
shifted by 0.22 eV to higher electron kinetic energy so that the experimental peak E
lines up with the most intense simulated peak. An even larger shift would be
expectéd if the simulation had been performed on a comparable three-dimensional
potential energy surface rather than the collinear surface used here; this additional
shift will be approximately equal to the bending zero point energy near the saddle

point on the three-dimensional surface.**

This bending zero point energy is
estimated to be ~ 0.05 éV.% Thus simulations on a. comparable three-dimensional
surface would need to be shifted by about 0.27 eV to higher electron kinetic energy.
The significance of this shift is discussed in the following section.

In our analysis of the bihalide spectra,®” we commented extensively on the role
of excited electronic states of the neutral in our photoelectron spectra, and
contributions from excited states are likely in the spectra presented here as well. For
the F + OH system, we can explicitly model the contribution qf one excited state, the
!A state, to the photoelectron spectrum,.because a potential energy surface is available
for this state.”” We shall defer a full discussion of the electronic structure of this and
other excited states untﬂ later, but here we show the results of performing an
identical simulation, using the RMOS ‘A .surface of Sloan and coworkers, to that
described above for the °I1 surface. The wave packet dynamics should be quite
different - on the 'A surface, which adiabatically connects F + OH(*I) to

HF('T*) + O(C'D). This is an endoergic process for which the barrier is expected to lie

on the O('D) + HF side of the potential energy surface, and this is borne out by the



_ _ 213
~ab initio calculated surface. Thus, photodetachment to the 'A surface should result

in less overlap with the saddle point region than photodetachment to the °I1 sﬁrface.
Figure 6-12 shows the contribution of the 'A simulation to the overall
photoelectronvspectrum.‘ Both the *I1 and 'A simulations have beeﬁ shiﬂ:éd to higher
electron kinetic enérgy by the same 0.22 eV discussed above. The electronic transition
dipole moments for transition from ion ground state to the neutral °IT and 'A states
have been set in the ratio 1:5 to best repr(_)duce experiment, in the absence of any
other data. By including the 'A state, the simulation now reproduces the broad
experimental peak (F) at 0;45 eV. The overall agreement between the simulated and
_experimental specfra is quite remérkable considering that all potential paraméters are
the ’raw’ ab initio ones, including the energy separation between the two electronic
state progréssions. This would seem to be strong evidence for the overlapping

contribution of excited states in the experimental photoelectron spectrum.

4. Discussion

4.1 OHFfphotoelectron spectrum

Let us return to consider the neutral reaction surface that dominates the
OHF - photoelectron spectrum, the %1 surface. We wish to assess how realistic this
surface is, and apply what we learn to the fluorine + alcohol reaction surfaces.
Although there is qualitative agreement betweenl the simﬁlated and experiménfal
profiles, theré are some serious deficiencies. We shall discuss these discrepancies, and
some possible causes, in the hope of obtaining a more detailed picture of the neutral

potential energy surface in the transition state region.
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The three maj or areas in which the theoretical fit differs from the experimental

spectrum are (i) the number of peaks in the product vibrational progression and their
positions relative to the reactant peak, (ii) the largé shift required for the entire
simulation, and (iii) thev intensitj distribution of peaks corresponding to product
states. These deviations are almost certainly due to disérepandes in the neutral
potential energy surface and/or the equilibrium __properﬁes of the anion. Because ab
initio descriptions of potential minima are known to be predicted to a higher degree
of accuracy than points on a global surface far away from minima, we shall make the
assumption ‘in the following ‘discussion that the anion‘ structure and dissociation
energy have been correctly described, and that _all changes need to be made to the
neutral surface. This is not likely to be completely true, but merely reflects the likely
relative error bars on the two calculations.

One obvious problem is that the reactiqn exoergicity on the RMOS 3f[ surface
is incorrect. The RMOS fit to the FCI/4-31G exoergicity is 1.198 €V as compared to
the experimental value, 1.502 eV (these figures reflect bottom of the well energies for
the diatomic molecules). Sloan et al. have shown that this problem stems mainly from
the basis set used in the ab initio calculation.?® This gross defect is certainly
contributing to the aBsence of any structure in the simulation at.electron kinetic
energies higher than 2.0 eV (Figuré 6-8). ‘With the surface és is, it is energetically
impossible for a state to exist with an‘energy corresponding to the step at highest eKE
in the expe_;'imental spectrum. Clearly, in any attempt to improve the simulation by
changing the neutral potential energy surface, the exoergicity should be corrected.

The other fea';ure of the F + OH °I1 surface that calls for some adjustment is

the barrier height. A major discrepancy between the simulation on the RMOS surface
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and the experimental spectrum was that the simulated band origins had to be

displaced to higher electron kinetic energy to get the largest feature (assigned to the
reactant channel) to match the experimental peak. For the °Il surface, the saddle
point lies in the center of the AFranck-Co‘ndon region, so lowering fhe barrier height
will sﬁiﬁ the spectrum in the required direction. As the shift required, 0.27 eV, is
considerably larger than the expected error in the ion binding energy (< 0.15 eV), it
seems proBable that the barrier on the reaction surface is indeed too high. |
To shqw the effect of using a smaller barrier we have performed two further
simlilations. We first scaled® the RMOS surface so as to reproduce the experimental
exoergicitj; this yielded a surface we shall call 'RMOS-A. A further round of
scaling®® was performed on RMOS-A in order to approximately halve the barrier to
0.24 eV (5.5 kcal/mol); This surface we denote RMOS-B. These surfaces are not
suggested as optimized i)otential functions that reproduce our data, But they do
demonstrate the result of some very simple improvements over the pure ab initio
surface. The simulated photoelectron spectra calculated on each of these surface(s,
while ignoring the ’A state, are shown in Figure 6-13. The changes are significant.
The RMOS-A simulation shows three, rather than two, resolved meml;ers of the
product vibrational progression. In particular a feature corresponding to experimental
peak D now appears. ‘However the entire simulated spectrum must still be shifted,
, agéin to higher electron kinetic energy, to align the simulated feactant peak with the
experimental peak E; for this sqrface the shift is 0.23 eV, or 0.28 eV including the
- zero point bend correction.
In the RMOS-B simulation (Figure 6-13b), when including the zéro point bend

correction, no shift is required to line up experimental peak E with the intense peak
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in the simulation. Decreasing the barrier height has thus removed the discrepancy
between the energetics in the simulated and experimental spectra. The simulated
peaks are still quite broad, in agreement with experiment. VHowever, oﬁly two product
peaks are discernible in the RMOS-B simulation, just as in fhe first simulation in
Figure 6-8. As in that simulation, the third peak in the product prdgression is hidden
under the intense reactant peak Essentiaily, in comparison to the RMOS-A
simulation, lowering the barrier has shifted the intense reactant peak to higher
electroﬁ kinetic energy while not affecting the product peaks, thereby obscuring the
 third product peak that appeared in the RMOS-A simulation. '

One important feature we have not attempted to change is the location of the
saddle point on the F + OH surface. This is likely to have a major effect in a
simulation. In particular, if the barrier occurred earlier in the F + OH reactant
valley, the anion would héve better overlap With states of the [OHF] complex that
dissociate to O + HF products and these states would be shifted in energy closer
toward the product asymptote.

In any case, the éimulation on the RMOS-B surface has showﬁ that a lower
barrier can eliminate the need to shift the spectrum. Consideﬁng the errors in the
calculated ion binding energy and the approximate treatment of the zero point
bending energy we conclude that a‘realistic barrier height for the I surface is in the
range 0.09 - 0.39 eV (2 - 9 kcal/mol). This result is significant as it implies that even
‘at room temperatures direct hydrogen abstraction may compete with the non-adiabatic
pathway suggested by Sloan et al.

Is this proposed barrier height feasonable? By'comparison to other reactions

of fluorine, the original ab initio barrier, 12 kcal/mol, might be considered
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unreasonably large for an abstraction reaction of this type. In general, ab initio
reaction barriers reported are consistently too high, even with what must be
considered current state-of-the-art methods.®*”® It is very likely that problems of
incomplete basis set, and thus errors resulting from basis set superposition error, will
be maxiifested in the raw fitted ab initio surface used here.

The Evans-Polanyi relationship’ between reaction exoergicity and barrier
height states that the larger the exoergicity, the lower and earlier the classical barrier
is on the reaction potential surface. This postulate has been well tested for hydrogen
abstraction reactions. From this postulate, it would be expected that the reactions
studied here-would occur on surfaces with barriers comparable with that for F + H,
and smaller than that for F + H,0 (sée exoergicities in Table 6-I). Stevens et al.”?
have estimated a 4 kcal/mol barrier for F + H;0; the classical barrier height for‘
F + H,, although subject to some controversy, is curréntly considered to be 1.4 - 2.5
keal/mol.5" The larger exoergicity for F + OH and F + HOR would seem to indicate
that the barriers for direct abstraction for both reactions should be in the range 1 - 2
kcal/mol. The result of our simulations, while in agreement with a substantially lower
barrier than that calcul‘at;ed ab initio for F + OH, seem to suggest a barrier somewhat
higher than that predicted by the Evans-Polanyi relationship.

It is to be hoped that an ab initio reaction potential surface of improved quality
can be generated which will confirm the lower barrier height for the direct abstraction
process. In order to fully model the spectrum, it may be necessary to develop excited .
state potential energy surfaces as Qvell. The role of low-lying excited surfaces is

explored in part (¢) below.
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42 CH;OHF~ and C,H,OHF~ photoelectron spectra

The above discussion and simulafions on the F + OH °[1 surface serve as a
model for understanding the photoelectron spectra of the alcohol complexes. The
similarity of the OHF ~ spectrum to those of the polyatomic systems encourages one
to think that the effect of the alkyl group is small, .and that the ROHF ~ spectra can
be largely explained by the analysis of the OHF~ spectrum. In particﬁlar, the basic
step structure and the peak widths observed cén be understood in terms of the two-
dimensional model above, the differences in intensity distributions in the three spectra
-are explained by the differing position of the bridging hy&ogen 1n the ion, and the
missing low electron energy peak in the ROHF~ spectra (peak F in the OHF~
- spectrum, Figure 6-3) is attributable to the differing .electronic structure in the
[ROHF] and [OHF] complexes (see below). |

Howeve;‘, as pointed out above, the features in the ROHF~ spectra are, vin
general, broad_er than those in the OHF ~ spectrum. One could blithely attribute this
to the presence of additional vibrational modes in the polyatomic systems. We would
like to examine this more quantitatively to ascértain which, if any, of these vibrational
modes play a major role in the appearance of the ROHF~ photoelectron spectra. We
do this by attempting to determine which of the additional modes in the polyatomic
ROH and RO fragments are excited subsequent to ROHF ~ photodetachment. These
- are referred to as ’bath’ modes; in the case of CH;,OHF~ photodetachment, these
include all the CH,0 vibrations and all the CH,OH vibrations except the O-H stretch.

We consider which fragment modes are excited solely on the basis of the
differences between the geometry of the neutral complex created by photodetachment

and the equilibrium geometries of the fragments. This is a variation of the 'Franck-
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Condon picture’ which has been shown to provide a reasonable zero-order description -
of ﬁ'agmént excitation 'in photodissociation experiments.” In the classical picture of
photodetachment, the nuclear configuration of the neutral complex forméd is the same

as the equilibrium geometry of the ion. The displacement of the C, H and O atoms

, in the [CH,;OHF] complex from the equilibrium geometry of .free CH,0OH and CH,0

will theh lead to vibrafions in the bafh modes of these species. Mébping these

displacements into changes along each of the normal coordinates of the free fragment,

we can estimate the degree of vibrational excitation in each of the fragment modes.
As a guide, we shall use the ab initio changes in bond_lengths and angles in the

methoxy frame from CH,OHF~to CH,OH and CH,O.

The ab initio calculations (Table 6-1II) show that the changes in geometry'in
the CH,O frame bet§veen CH3OHF‘ and CH,OH, while small, are principally in the
C-O bond length and the bond angles about the carbon atom; the ZCOH angle is not
dramatically altered. Further the calculated MP2 force field of CH,OH gives us the
normal coordinates for thils molecule. By performing the transformation of the MP2
internal coordinate changes into CH;OH nofmal coordinatés displacements, we
_ determine which bath modes receive excitation in this simplified photo&etachment
process. The only mode appreciately excited is v, (CH, rock), whose observed
fundamental frequency is 1060 cm™. * The dégree of vibrational excitation is,
however, still small; if we compute Franck-Condon factors assuming two harmonic
oscillators of the same frequency, for anion énd neutral, displaced by the calculated
value, a short progression ié predicted with a (v=1)/(v=0) peak intensity ratio of 14%.

The changes in geometry from CH,OHF~to CH,O are alsvo small; for the CH,O

equilibrium geometry we use the UMP2/6-31++G** optimized structure calculated in
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C, symmetry, which describes the lower Jahn-Teller component (A’ Performing the
the internal coordinate transformation inﬁo displacements of CH,O(*A") normal
coordinates (this time derived from the UHF/6-31++G** force field of CH,0), we
determine that no mode is significantly excited, i.e. no mode has (v=1)/Av=0) intensity
ratio greater than 5%.

This ’Franck-Condoﬁ picture’ therefore predicts relatively small effects in the
CH,OHF - spectrum from the presence of additional vibrational modes. While this
treatment is quite approximate in”that it is largely independent of the details of the
potential energy surface in the F + CH,OH transition state region, we point out that
the product state-resolved studies’® show that only 2% of the energy released in the

F + CH,OH reaction appears as vibrational excitation in the v, C-O stretching mode
of CH,0O. Although this was the only product vibrational mode investigated, these
results suggest that the bath ﬁodes play only a minor role in thé dynamics of the F
+ CH,OH reaction. |

We still are faced with the question of explaining the differences in widths in
the OHF;' and CH,OHF~ photoelectron spectra. Our ab initio calculations indicate
that the COH angle remains strongly bent in CH,OHF -, as in CH,OH. Therefore
some of the energy feleased in the dissociation of the [CH,OHF] complex to HF +
CHaOl (by far the more exothermic channel) is likely to end up in rotational motion of
both fragments. This rotational excitation may well provide a mechanism for adding
width to the peaks thét correspond to HF + CH,O product stétes.

It is also worth noting that the precursor OHF~ and CH,OHF~ anions are
most likely characterized by a non-zero temperature and some degree of vibrational

excitation will be present. In OHF-, the O-F vibration is calculated to have the

o
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lowest frequency (®, = 433 cm™), whereas in CH,OHF ~ there are three low frequency
modes (Table 6-IV): @, = 391 cm™ (O-F stretch), @,y = 167 cm™ (FOC bénd), and o5
= 77 cm™ (hindered rotation). Assuming the two anions are formed at the same
temperature, the excitation of the additional low frequency modes in CH;OHF ~ could

lead to broader features in the photoelectron spectrﬁm.

43 Electronic effects

In the analysis of the photoelectron spectra of BrHI~, CIHI™ and FHI~, we
presented’ a full discussion of the role of multiple neutral electronic surfaces. For the
F + CH,OH and F + C,H,OH systems the situation is similar to those X + HY
systems. In the entrance valley, the three-fold spatial degeneracy of the 2P F atom
(neglecting spin-orbit interactions) is brokeﬁ by the approach of ROH, and all three
resultant states may contribute to the photoelectron spectra. The states that
correspond to approach of F on the H-O axis of HOR with the unpaired electron in a
r type orbital will be much more repulsive than the ground state ¢ type interaction.
Morokuma et al.™ have shown from ab initio work that there. is a contribution from

the first electronically excited neutral state in the photoelectron spectrum of CIHCI™

“that closely overlaps the band to the ground state. Experimentally we have recently

determined. that transitions to excited F + H, potential energy surfaces overlap
transitions to the ground state surface in the photoelectron spectrum of FH,~"® It
is reasonable to expect this to occur in the ROHF ™ spectra also.

For F + OH there are many more low lyihg electronic states than for X + HY,
even when ignoring spin-orbit coupling and constraining the geometry to be linear.

These can be considered either by constructing a full correlation diagram or by using
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the molecular orbitals of the anion (Figure 6-6) and depicting the various [OHF] states

formed upon removal of an electron. The latter is simpler and more useful as it
includes the selectién rule for a photodetachment process, namely that only one-
eléctron processes are allowed. This reduces the nu;ﬁber of neutral states to be
considered. Sloan et al considered four potential surfaces, °I1, 32_; 1A, and 1, all of
which are accessible from the ?IT anion.?® We have already looked at two of these
potential energy surfaces in the simulation section.

To estimate if the other states will play a role in the photoelectrbn spectrum
we have performed an ab. initio calculation for the electronic energy of each state at
the anion geometry. Table 6-VIII shows these energies, and the electronic
configurations of each state with reference to anion molecular orbitals shown in
Figure 6-6. These energies,v which should be viewed as crude estimates only, indicate
roughly where maximum intensity will occur in a photoelectron band to this state.
They do not indicate where the onset of vibrational (or continuum) structure
assignable to the respective surface would occur in the photoelectron spectrum. The
energies in Table 6-VIII are calculated using single-reference wave functions that also
suffer from spin contamination; the effects of t’ﬁe latter have been projected out by
the standard method available in the .Gaussian 88 program.’® The above ab initio
problems were not an issue for the anion calculations presented earlier. In
comparison to the results vin Table 6-VIII, the multi-reference calculation of Sloan et
al.? orders the states slightly differently: °I, S, 'A, . Further the RMOS fitted
surfaces yields a °IT - 'A separation at the anion geometry of only 0.63 eV. Apparently

all four surfaces should be considered before assigning all of the experimental
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spectrum’s features. In addition, the inclusion of the spin-orbit interaction will result

in even more potential energy surfaces to be considered.

5. Summary

We have shown that the photoelectron experiment successfully probes the .
transition state of an asymmetric triatomic hydrogen abstraction reaction, namely the
F + OH reaction. The nature of the system, Where all atoms are first row and
consequently few electr;ms are involved, makes it amenable to a high level ab initi(.J'
potential surface characterization. We hope the results presented here will stimulate
such theoretical interés‘t. The photoélectron spectra of CH,OHF~ and CszOHF'V
have demonstrated the extension of our method to polyatomic reactions, and have
shown that vibrational structure at the transition state can still be resolved even
when the transition species has ten atoms. The interpretation of our spectra is
relatively simple at a quélitative level and mirrors the work on the bihalide systems.
A simulation thati eXpliéitly treats the collinear dynamics of F + OH, using a multi-
reference ab initio potential surface, has been performed and yields reasonable
agreement with the experimental result.

However a detailed understanding of the spectra is clouded by a number of
difficult theoretical questions. Thé simulation for the F + OH syétem assumes that
the transition state is collinear, and -ignores the effect of the bending degree of
freedom on the dissociation dynamics and, thus, on the photoelectron spectfa.'
Schatz”’ has reviewed the theoretical formalism of photodetachment to the transition
state of a .bimolecular reaction in three dimensions. Schatz has also compared the

results of exact collinear treatments, like this one, with three-dimensional J=0
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Coupled Channel Hyperspherical (CCH) simulations for the CIHCI™ and IHI™

photoelectron épectra. He finds good agreement in the qualitative features. For the
bihalide systems, the assumption of a collinear transition state is more reasonable
than it is here. There is considerable evidence™ that the O(*P) + HCl — OH + Cl
reaction proceeds via a bent transition state; vGordon et al.” have calculated the
saddle point geometry and find £ OHCI = 138°. The question then arises whether the
collinear [ interaction O(*P) + HF is also unstable wifh respect to bending, and
whether a bent transition state is preferred for this reactioxi also. However a major
difference between the two reactions is that O + HCl is approximately thermoneutral
whereas O + HF is endoergi_c by 34 kcal/mol. The similarity in the OHF‘,
CH,OHF-, and C,H,OHF~ spectré indicates that the pseudo-triatomic model fairly
. successfully describes the polyatomié systems’ spectra. However development of
theoretical methods of treating polyatomic reaction systems is clearly desirable.
Further experiments from this laborato;'y will be forthcoming on transition state
spectra for tetra-atomic éystems, the results of which should be able to test theoretical
methods for such systems.
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Table 6-1: Hydrogen abstraction reactions of Fluorine
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Reaction AHC,0, ® AE°,® Kogs © E,*
kcal/mol kcal/mol 10'em?? keal/mol
F + H-O° -34.0 -34.0 4.1
F + H-OCH, -32.2 -32.6 7.7
F + H-OC,H; -32.0 -32.3 6.3
F + H-H -32.1 -32.1 2.5 ~

F + H-OH 117.2 17,5 14 4

F + H-CH,0H 422 42.9 17"
F + H-CH(CH,)OH |

and -43.2 -43.9 14f

F + H-CH,CH,0H

a)

b)

c)
d)

e)

Exothermicity, AH®,, calculated from DH,(H-X) for CH,OH (ref. 31), C,H,OH
(ref. 32), H,O (ref. 33), H-CH,OH and H-CH(CH,)OH (ref. 34) and D°, for OH,

H, and HF (ref. 37).

Exoergicity, AE°,, calculated by correction to AH°%g using vibrational
- frequencies for CH;OH and H,O (ref. 35), CH,O and CH,OH (ref. 36);
vibrational corrections for ethanol reactions assumed equal to those of
methanol.” All molecules are assumed to be ideal gases, and both hindered and

full rotations are treated classically.
Kinetic data collected from refs. 12, 17, 22, and 72.

Estimated classical barriers from refs. 69, 70, and 72.

Products OCP) + HF.

This is the: measured rate divided by the number of available chemically
equivalent hydrogen atoms for abstraction.



Table 6-II: Estimated peak centers and widths from the photoelectron spectra of
OHF-. Onsets of four highest energy steps are also given. All energ1es in eV;

approximate uncertainties shown in parentheses.

Electron kinetic energy

Peak Onset® Center® Width®
A 2.46 (0.01) 2.25 (0.02) 0.35 (0.03)
B 1.95 (0.02) 1.82 (0.02) 0.31 (0.03)
C 1.51 (0.02) 1.38 (0.04) 0.30 (0.04)
) 1.16 (0.02) 1.01 (0.02) 0.30 (0.04)
E ' | 0.80 (0.01) 0.15 (0.03)
F 0.45 (0.03) ~04 .
a) Step onsets are meaéured at 50% of rising edge.

b) Centers and widths are estimated by. a six Gaussian fit to the photoelectron

spectrum. Because bands overlap, the estimated uncertainties are large.
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Table 6-III: Ab initio geometries and zero point energies for CH,OHF~and CH,0H

CH,OHF CH,0H
RHF/ ~ RMPY/ RHF/ RMP2/
_ | 6-31++G** | 6-31++G** | 6-31++G** | 6-31++G**
R, (O-H) A 1.004 1059 0.942 0.964
R, (H-F) A | 1.462 1.373
Z OHF 173.8 175.3
R, (C-0) A 1.376 1.399 1.401 1.427
Z COH 108.4 106.4 1105 | 1086
R(C-H,) A 1.092  1.095 1.081 1.085
R(C-H) A 1.094 1.099 1.087 1.091
£ OCH,, 109.4 109.3 107.1 106.2
~ £H,CH, 107.5 107.6 108.6 108.9
ZHCH, 107.0 1068 109.0 109.3
Zero Po(ixg)Energy 1.513 1.426 1.496 1.434
e
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Table 6-IV: Harmonic frequencies (in cm™), calculated with 6-31++G** basis set, for
CH,OHF~

Mode | RHF | RMP2 || Mode | RHF | RMP2 || Mode | RHF I RMP2

o, (2) 3133 | 3102 || @, (a) | 1600 | 1498 | o, (2) | 3115 | 3060
o, (a) | 3106 | 3016 m,('a‘) 1253 | 1178 || o,(a) | 1610 | 1526
o, (a) | 2901 | 2215 || @ (a) | 1230 | 1132 | o,(a) | 1282 | 1248
o, (@) | 1731 | 1649 || o,(a) | 333 391 o,@) | 1214 | 1189
o, (@) | 1634 | 1556 | 0 (a)| 168 | 167 [es@)| 94 | 77

Table 6-V: Ab initio Energies for CH,OHF -, including zero point energies.

~E, RHF/6-31++G**// RMP2/6-31++G**/ | RMP4/6-31++G**//
Total Energy® RHF/6-31++G**® RMP2/6-31++G** RMP2/6-31++G**¢
' a.u. eV a.u. eV a.u. eV
CH,0HF | -214.45671 | 0.000 | -215.02240 | 0.000 | -215.04730 | 0.000
equilibrium S
F + HOCH, |
separated -214.41611 | 1.104 | -214.97545 | 1.278 | -215.00124 | 1.253
fragments '
CH,O0 + HF
separated -214.39208 | 1.758 | -214.95104 | 1.941 | -215.97621 | 1.934
fragments :
a) Zero Point energies calculated from force field evaluated at same level of

theory as energy, except MP4 where MP2 zero point energies are used.

b) Notation "a//b" means energy evaluated with theoretical model a at the
optimized geometry calculated with model &. '

c) RMP4(SDTQ) frozen core energies.
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Table 6-VI: Ab initio Geometry and Frequencies for OHF~

Method R, (O-H)* | R,(H-F) | £ OHF | Frequencies | <S*>
| A A (cm™)
w
379
UHF/6-31++G** 1.031 1.400 180.0 1070, 1227 | 0.756
2514
| , 433
UMP2/6-31++G** 1.078 1.346 180.0 1064, 1225 | 0.752
. - 2015

a)  R(O-H) in the free hydroxyl radical is 0.955 A (UHF/6-31++G**), 0.973 A
(UMP2/6-31++G**) and 0.970 A (experimental, ref. 37).

Table 6-VII: Ab initio Energies for OHF, i_ncluding' zero point energies.

E, ’ UHF/6-31++G**// UMP2/6-31++G**// | UMP4/6-31++G**//
Total Energy® UHF/6-31++G** UMP2/6-31++G** UMP2/6-31++G**>
7 au. ev a.u. eV au eV
OHF equilibrium | -174.84998 | 0.000 7-17_'5.212 14 | 0.000 -175.22800 0.000
F~ + HOCI) |
separated -174.80273 | 1.286 | -175.16113 1.388 | -175.17375 | 1.476
fragments
O (°P) + HF , .
separated -174.78075 | 1.884 | -175.13652 | 2.058 | -115.15280 | 2.046
fragments ' .
a) Zero point energies calculated from force field evaluated at same level of theory

" as energy, except for MP4 where MP2 zero point energies used.

b)

UMP4(SDTQ) frozen core energies.
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Table 6-VIII: Possible low-lying electronic states of [OHF] accessed in. the
photoelectron spectrum of OHF~ ' ' :

PUMPA4(SDTQ-FC)/6-31G** Electronic Configuration
energy” at Anion Equilibrium (with reference to
Geometry® | _ Figure 6-6)
a. u. eV .
o ~ -175.033816 00 | .50%1n* 2n,! 212 60
3 -175.009523 0.6 .. 50% 1! 21t,1 21t),1 60>
7 -174.931654 2.8 .. 50% 1! 21:,(1 21ty2 60!
1A -174.911790 33 |.50%1n"  2n?60°

a) Spin projected UMP4 energies (see ref. 76)

b) 7MP2/6-31++G"»‘* anion geometry used, see Table 6-VI
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Figure Captions for Chapter 6.

Figure 6-1.

Figure 6-2.

Figure 6-3.

Figure 6-4.

Figure 6-5.

Photoelectron Spectra of (top) CH,OHF~ and (bottom)

| C,H,OHF~ recorded at 213 nm. Arrows against axis indicate

energies cgrresponding to product and reactant asympﬁotes (see
text). Step onsets are indicated by arrows above spectrum.
Photoelectron Spectrum of CH;ODF- recorded at 213 nm.
Arrows as for Figure 6-1.

Photoelectron Spectrum of OHF~ recorded at 213 nm. Arrows
against the axis indicate energies corresponding to asymptotes
for formation of OCP) + HF, F + OH, and O('D) + HF, in order
of decreasing electron kinetic energy.

Calculated geoﬁetw for CH,OHF~ (top) and OHF~ (bottom).
Bond lengths (A), and angles, are those calculated by full
geometry optimization at MP2/6-31++G**.

Potential energy profile along the hydroxyl hydrogen stretching
coordinate in CH,OHF~. Cuts are calculated fixing geometry
parameters at the MP2/6-31++G** equilibrium values and
varying Roy. To simplify calculations the F-H-O angle is treated
as linear (this increases electronic energy by 2 x 10® a.u.) and
the Rop is fixed at the sum of MP2 equilibrium Ry and Ryp.
CH,OHF~ potential variation shown at HF/6-31++G** level
(dashed - for absolute HF energy subtract 214.527 a.u.) and at
MP2/6-31++G** (solid - for absolute MP2 energy subtract

215.077 a.u.)

a

_—
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Figure 6-6.

Figure 6-7.

Figure 6-8.

Figure 6-9.
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Schematic ' molecular orbital diagram' for OHF~. ° Orbital

occupancy shown is for 21 ground state of anion.

Potential energy profile for *I1 and 2b’Z electronic states of OHF ~
aldng hydrogen stretching coordinate at MP2/6-31++G** (solid
lines). Cuts calculated with R, held at *IT state equilibrium
value. For absolute energies subtract 175 a.u. Dotted line shows
Morse function used to approximate OHF ~ hydrogen stretching
potential for construction of anion wavepacket.

Simulated OHF ~ photoelectron spectrum from two-dimensional
wavepacket propagation on the 11 RMOS surface (dashed)
superimposed on experimentél spectfum (solid). Also shown is
the result of a one-dimensional simulation (sticks) described in
text. Labels ai)ove sticks refer to v, quantﬁm numberé (see
Figure 6-11). Both simulations have been shifted by 0.22 eV to
higher electron kinetic energy (see text). .
Wavepacket dynamics on the RMOS 3ﬁ potential surface.
Equally spaced qoﬁtours of 1'¥(t)| are superimposed on contours
of the potential energy for (a) t=0, (b) t = 31,( (c) t =62, (d)
t = 93 femtoseconds. The potential contours drawn are for
energies 0.25, 0.75, 1.25, 1.75 and 2.25 eV above bottom of OCP)
+ HF well, and the saddle poiﬁt is marked by an X. The
prdpagation is carried out in mass-scaled coordinates (defined in
ref. 7), which are also the coordinates used in the plots, on a grid

with 128 x 64 points along x and y respéctively. A 10 point



Figure 6-10.

Figure 6-11.

Figure 6-12.
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absorbing strip boundary is used to absorb ﬂu:i leaving grid (see
ref. 61). The initial wavepacket (see text for details) is
pmpagated for 7680 time steps of 1 a.u. each.

Absolute value of the time autocorrelation function calculated in
the two-dimensional propagation on the 371 RMOS surface .
One-dimensional potentials for v; mode in OHF~ and [OHF].
Anion potential (bottom) is vthe Morse potential shown in
Figure 6-7; neutral effective potential (upper) is a cut through *I1
RMOS surface at constant x =x, (see tex?t). Calculated
eigenstates are labelled by their v, quantum numbers.

Simulated OHF~ photoelectron spectrum shox&ing contribution

~of 31 and 'A electronic surfaces. Component deriving from the

'A surface is shown by short dashed line. The sum of two states’

simulated photoelectron profiles, convoluted with the

experimental resolution function, is shown by dashed line. Each
state’s profile simulated wvia independent. wavepacket
propagations; both have been shifted to higher electron kinetic
energy by 0.22 eVl (see .text). The initial wavepacket and

propagation parameters are identical in two simuations, and are

those given in caption of Figure 6-9.
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Simulated I band (dashed) of OHF~ photoelectron spectrum
using the two scaled RMOS surfaces (see tekt), superimposed on
the experimental spectrum (solid). (Top) The RMOS-A surface
has the correct reaction exoergicity; the simulated spectrum has
been shifted to higher electron kinetic energy by 0.23 eV.
(Botto;n) The RMOS-B surface has the correc.t exoergicity and a
reduced barrier height of 0.29 eV. This simulated spectrum has
not been shifted. The initial wavepacket and propagation
parameters for both simulations are once again identical to those

in Figure 6-9.
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7. Postscript: new éxperimental results for OHF~

Since publication of this work, we have recorded new spectra of OHF~in our
laboratory.! Our signal-to-noise has been much improved and the background due

to stray electrons has been significantly reduced in the meantime. This has allowed

to us to record spectra of OHF~ with the laser polarized parallel (6 = 0°) to the

direction of electron collection, where the signal is much lower. Figure 6-14 shows a
comparison of the OHF~ photoelectron spectrum at 6 = 90° (as data shown earlier)
and 6 = 0°. The feature at lowest electron kinetic energy (labelled F as in preceding
téxt) is clearly accentuated relative to all other peaks in the 6 = 0° spéctra. As we
have already discussed in Chapter 1, this behavior is indicative of transitions
océurring from the anion to different electronic states, and in these transitions the
e}ectron is probably being removed from molecular orbitals 6f different symmetry.

This result confirms our tentative assignment, which was based only on the wave

 packet simulation analysis, that this single peak F in the photoelectron spectrum is

due to a transition to an excited electronic surface of [OHF), possibly the 'A. This is

/

" not only rather gratifying but also demonstrates, once again, the power of measuring

the photoelectron angular distribution in assigning overlapping bands in these

complicated transition state spectra.

’

1. E. H. Kim, unpublished work, 1992
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Figure caption for 6.7
Figure 6-14. OHF~ photoelectron spectrum recorded at 213 nm. (Top) 6 = 0°, and

(Bottom) 6 = 90°.

W
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Chapter 7. Photoelectron Spectroscopy of FH,” : results for the F +

para-H, reaction and analysis of the I electronic bands.

1. Introduction

In this chapter we describe some new results on the photoelectron spectroscopy
of FH,™ and extend our analysis of these spectra in the hope of' characterizing the
transition state of the prototype F + H, reaction. This reaction, along with»its D atom
isotopic variants, has been very extensively studied both experimentally and
theoretically, particularly in the description of product and angularly resolved cross
sections. It is not our purpose here to review that work; Alex Weaver has given an
excellent historical review of work on this system in her Ph. D. thesis.’ Indeed eur
group has already reported a number of observations ontheF + H, reaction, including

1234 which are briefly summarized here.

previous photoelectron results,

Our earliest results, the 266 nm photoelectron spectrum of FH, ™ recorded with
the laser polarized perpendicular to the direction of electron collection, showed little
detailed structure,’ but allowed comparison with some theoretical results of Zhang and
Miller on F + H,.* The FH, photoelectron spectrum represented an attractive target
for Zhang and Miller to simulate with their accurate J=0 three-dimensional quantum
calculation because, in contrast to the full eollision experir_nents, the photodetachment
spectrum has only small contributions from higher angular momentum states and is
a particularly sensitive and local probe to the dynamics in the three atom interaction
region. (See Figure 7-1; the anion equilibrium geometry calculated by Nichols et. al®

is very close to the saddle point geometry on the T5a potential energy surface’).

Subsequently, Weaver et al. reported far more extensive results for FH,~, FD,~ and
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FDH™ at two different laser polarizations.® The results with 6 = 0°, i.e. with the laser

polarized parallel to the direction of electron detection, showed very powerfully how
transitions from the negative ion to excited electronic states could be virtually
eliminated. The excited state bands overlap and obscure transitions to the ground
reaction surface in the 6 = 90° spectra. The FH,™ 6 = 0° spectra showed a wealth
more information than the ear}ier spectrum, and the isotopically substituted spectra
provided valuable clues on the origin of the observed peaks. Zhang and Miller
extended® their scattering calculations‘ on the T5a potential energy surface, so as to
simulate the photoelectron spectrum of FH, ™ over the entire energy range covered in
the experiment and additionally simulated the FD,~ spectrum. In most respects, the

results agreed very satisfactorily with experiment. The experimental work up until

-August 1991, and comparisons with theory, have been reviewed in detail in Weaver’s

thesis.

. The Ipurpos.e of this chapter is to describe new work in our iaboratory, notably :
the synthesis of FH, ~ from para-H, and the photoelectron spectra of this species, and
to report improved spectra of FH,™ recorded with normal-H,. The new normal-H,
spectra are éupe’rior for two experimental reasons: (a) our signal-to-noise for electron
detection is improved by about a factor of three, and (b) we have constructed a new
pulsed nozzle source for these experiments which should allow increased cooling of the
rotations and internal modes of the FH,~ anion. Additionally, photoelectron spectra
of FH_[ (normal-H,) have been taken at a higher laser photon energy (5.82 eV, 213
nm) to complete the search for features due to excited electronic surfaces. Along with
this new experimental work, we have examined several theoretical issues, notably the

impact of nuclear spin statistics in the anion, and its effect on the photoelectron
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spectra. We will comment on the treatxhent of the anion in the theoretical work of
Zhang and Miller. Finally, quantitative analysis of the vcontribution of the
electronically excited states to the 6 = 90° spectra are presented for the first time,
including simulations of these bands. | Prospects for new experiments on this

~ interesting system are discussed.

2. Experimental

The insfru’ment employed in this stﬁdy is the same time-of-flight photoelectron
Spectrometer described in our earlier work on FH,~;?* therefore here we will describe
only mediﬁcatione to the experimental apparatus ‘and the particular details of the
-experiments carried out. FH,™ ions are made in the source region by clustering of
F-, produced from dissociative eleétron attachment to NF;, with H,. This is achieved
by crossing a 1 keV electron beam with a pulsed free jet expansion of reagent gases.
The reagent gases, in the ratio 8% NF;, 32% H, and 60% N,, are allowed to mix
thoroughiy iﬁ a stainless steel cylinder before use; at run time the stagnation pressure
of the mixed gases behind the pulsed valve is 80 psig.

Ions are made from both normal and para hydrogen. Recall that normal
hydrogen is a 3:1 mixture of ortho and para hydrogen. The _normal-Hz used in these
experiments was obtained commercially and is 99.99% purity. Para-H, was prepared
by the U. C. Berkeley Departtneﬁt of Chemistry Low Tempereture Laboratory. It was
stored in standard aluminum gas cylinders, so as to reduce the para - ortho inter-
conversion, and to reduce any isotopic exchange processes of impurities. The
concentration of the para-H, on prepération is 99.7%. It has been observed that the

half life for conversion of para-H, to normal-H, when stored in this way is on the
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order of three to four weeks.>® In these experiments the para-H, was used within
a few days of preparation to make a gas mixfure suitable for the photoelectron
experiment. The NF,/ para hydrogen/ nitrogen gas mixture was only temporarily (few
hours) held in the stainless stéel cylinder for premixing of the gases pﬁor to use. The
stainless steel surfaces of this vessel were certainly poisoned, as far as their properties
for catalysis of para - ortho hydrogen conversion, because of prior use of the mixing
cylinder with other gas mixtures. It is not known, therefore, how much para - ortho
conversion occurred at this stage, but clearly at least 50% para-H, remained, else it
would seem unlikely for us to observe any diﬂ'eren‘ces inv the photoelectron spectra of
FH,~ made from normal-H, and para-H,.

The ion source has been modified from previous experiments to incorporate a
new higher intensity pulsed val\}e, which isv also more stable in its operation. The 213
nm spectra reported here, as well as previou;ly published spectra, were recorded with
the original pulsed valve, a ’General Valve Series 9, which is of a spring/ solenoid
design. The new source incorporated a piezo-electric valve, of the design of Proch and
Trickl.’ This valve accomplishes larger gas thrdughput in a shorter pulse, and has
better shot-to-shot reproducibility. Superior cooling vof the H, is expected with this
valve. The electron beam crosses the free jet at 90°. The position the two intersect
is controlled by deflection of the electron beam. It is found that there is a strong
variation in the temperature of the ions formed in the source depending on how far
from the orifice the electron beam interacts with the jet. The ions appear to be
created colder, i.e. the photoelectron spectrum is less congested and better resolved,
if the electron beam intersects the jet some 25 mm fropz the orifice. This is

considerably fhrther away from the nozzle orifice than we normally operate the source,
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but thé characteristics of hydrogen cooling in a free jet exi)ansion are somewhat
unusual. The degree of coolihg of the FH,™ ions was similarly improved. when
nitrogen was included in the expansion.

The negative ions are extracted, mass selected and photodetached in the usual
way.!! Spectra reported here were recorded with laser wavelengths of 213 nm (5.82
eV) as well as 266 nm (4.66 eV). The pulsed laser light is plane polarized; as before
- we can adjust the angle 8 between the electric vector of the laser radiation and the -
direcﬁon of electron defection by rotation of a half-wave plate. The second major
change to our apparatus has been the upgrade of the electrc;n detector. The electrons
photodetached by the laser are detected at the end of a 1 meter flight tube, and their
enérgy is analyzed by time-of-flight. For this detector we now use a pair 6f 75 mm
diameter microchannel plates, rather than a pair of 40 mm plates.”® This increases
the electrpn collection efficiency by a factor of 3.5, with a similar improvement in the
signal-to;noise. There is a slight loss in electron energy resolution; typiéally the
instrumental resolution is>12 meV at 0.65 eV, and, as before, degrades for higher

electron energies as E®2.

3. Results

Photoelectron spectra were recorded for the FH,™ ion at both parallei and
perpendicular polarizations of the laser. . Both normal and para hydrogeh was used
to make the ions.v The spectra are presented in Figure 7-2.. The form of the two
normal-H, spectra are very similar to those reported earlier," except there is a
noticeable improvement in signal-to-noise in the 0 = 90° spectrum. The detailed

structure in peaks A, A’ and B in the 6 = 0° is a little different from that observed
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earlier; peak C is also a little better resolved in the new 6 = 0° spectrum.”*  We

believe these differences are due to differences in source temperature. This will be
examined in more detail below. The striking feature in Figure 7-2, however, is the
pronounced differences between the spectra recorded with para hydrogen and those
with nérmal hydrogen, particularly between 0.85 and 1.1 eV in the 6 = 0° spectra.
Peak positions are listed in Table 7-1. There appears to be an éxtra peak (A") at 0.97
eV electron kinetic energy that, because of its unimpressive nature in the normal-H,
spectra, was not previously thought significant. However, it is the dominant peak in
the para-H, spectra. It appears that the peaks A and B do also appear in the para-H,
spectra but as shoulders to the central peak A’.

The two peaks observed in all four spectra at 1.26 and 1.21 eV are due to a two
photon process and correspénd to the photoelectron spectnim 6f F—; the first photon

dissociates FH,™ to F~ + H,, the second photon detaches F~*

Table 7-1: Peak positions (electron kinetic energies) in the 6 = 0°, 266 nm
photoelectron spectra of FH, .

peak positidn / eV?
FH,™ from A A B  C D
normal-H, 1.000 0.972 0.941 0.815 054
para-H, 0.996 0.970 0.942 081 | 0.51

a) Peak positions in Table 7-1 and the spectra shown in Figure 7-2 have been
corrected for the small space charge shift (< 5 meV) in the electron kinetic
energies. Uncertainties in peak positions are 0.005 eV, except for peaks C and
D where the uncertainty is approx. 0.015 eV.

#1

The peak labelling scheme of Refs. 1, 3 and 4 is also used here to prevent

confusion.
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The 213 nm photoelectron spectra of FH, ™, where the ion has been synthesized

only from normal-H,, are shown in Figure 7-3. The photon energy is 1.17 eV higher.
The spectra are essentially identical to their respective 266 nm counterparts, except
for the 1.17 eV shift to vhigher electron kinetic energy (eKE) and the diminished
spectral resolution. The polarization dependence of the signal is the same. The
important result is that no additional bands are observed for FH,™ photodetachment

that are not present in the 266 nm spectra.

4. "‘Analysis and Discussion.
4.1 Nuclear spin statistics in the anion and its effect on the photoelectron

spectrum. |

The results for the photoelectron spectra of FH,~ from para-H, are somev&hat
surprising.. As we will show, the differences in the FH.; spectra with the ion
prepared from normal and para hydrogen are due to differences in the nuclear spin
statistics in the anion. The nuclear spin states of hydrogen, ortho and para, are
carried through to the anion i*‘H;. The two forms of FH,~ (para and ortho), which
we will loosely call para-FH,™ and ortho-FH, ™, overlap two distinct sets of scattering
states in the neutral, namely the states whose scattering wavefunction is symmetric
to exchange of the H atoms (para states) and those that are antisymmetric (ortho).
For example, scattering states that are symmetric with respect to hydrogen
permutation are those that correlate to F + H, (J = even).

Let us examine the anion in more detail. The restriction on the anion
rovibrational wavefunction imposed by the nuclear spin symmétry appears in the

bending / hindered rotor mode. This is well known for molecules of type A,B
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belonging to the C_, point group, such as N,0."® The nature of the bending energy
le\‘7e15 of FH,™is shown in Figure 7-4. Free rotation of H, correlates into the bending
states of the linear*” triatomic ion as shown in the Figure. This correlation diagram
derives from §vork by Henderson and vaing on Ar-O, and Ar-N, complexes.” In the
free rotor limit, as for free H,, the para form exists only in even J states, where J is
the internal rotor quanﬁum number, and the ortho form of the triatomic only in odd
Jd sfates. The nﬁclear spins are not scrambled m the clustering collision of F~ with
H, to form the weak van der Waals complex, as the H-H bond is not broken. The
correlation diagram shows that, in the limit of strong anisotropy in the angular
potential, i.e. a large barrier to internal rotation of H, in the complex, the energy
levels become identical to those of a degenerate harmonic» oscillator. However, there
ié a doubling of each state due to the two equivalent positions of the H nuclei. For
eat;h state there is a pair of wavefunctions: one is symmetric and the othc;r
antisymmetric with respect to H permutatfon. In the rigid bender limit, the two
ground st‘,atev levels are degenerate but have wavefunctions of opposite permutation
symmetry. In either limit,_ the relative proportions of symmetric to antisymmetric
states reflects the ratio‘ of para to ortho hydrogen used in the clustering process.
Therefore para-H, will form only even symmetry states of FH,~ shown in Fig. ‘7-4;

normal-H, will form 1:3 symmetric to antisymmetric states.

» The equilibrium structure of FH, ™ is assumed to be linear on the basis of ab

initio calculations of Simons®. A linear structure is consistent with the

electrostatic forces of a charge interacting with the H, quadrupole moment.
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We shall assume the barrier to internal rotation is la'rge,"3 that the bend can
be approximately treated as a degenerate haz;monic oscillator, and that the splitting
between the two ground state wave functions (a, s symmetry) is negligible in the
following discussion. This maybe a poor approximation if thé bend is very sfrongly
coupled to the van der Waals stretching mode. In that case, Figﬁre 7-4 gives us some
idea of the states formed in the intermediatéb anisotropy regime.

In Zhang and Miller’s calculation,”® in order to compute the Franck Condon
overlap of the anion with the F + H, scattering states, these authors assumed the
degenerate harmonic oscillator limit for the bend and used the geometry (R; H, =
2.138 A; R, ; = 0.796 A) and harmonic frequencies (@, = 302 cm‘i, @, = 693 cm™ and
@; = 3816 cm™) from earlier results of Nichols et Fal.s However, Zhang chose the anion
| ground state wavefunction to be symmetric with respect to nuclear exchange,’
therefore the Frank Condon overlaps are qomputed with only the even set of
scattering states. In fact Zhang’s calculation employs a separation of the scattering
matrix by the nuclear inversion s'ymmetry,15 only one block, the para block, is being

used in the Franck-Condon calculation.. Thus, the appmpﬁate comparison with

*3 Our ab initio calculations on FH,~suggest that the barrier to internal rotation

of H, is about 3000 cm™. The barrier is relatively large compared to the H,
~ rotational constant, 60 cm™. The calculations compare the energy at the
MP2/6-31++G**'optimized linear geometry, which is close to Nichols’ CCSD
geometry,® and the energy for the rotated conﬁguration. (C,,) with RF,H2 and
RH_H held constant. The calculated barrier is approximately invariant to the
level of correlation cori‘ection to the energy. RHF, RMP2 and RMP4(SDQ) all

give about the same barrier to internal rotation.
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experiment is with the para-FH,™ spectrum, and not with the normal-FH,~

3,4

spectrum as previously done. Figure 7-5(a) shows the correct comparison of

Zhang’s 3D simulation of the FH,~ photoelectron spectrum with our pard-FHz‘

~ results. The companson is noticeably poorer with the para experimental spectrum |

than with the normal spectrum and thus agreement between theory and experiment
is not nearly as good as had been previously been thought the case.®*
The normal-FH, ™ spectrum, in contrast, contains transitions that are 75% due

to antisymmetric states. Therefore to simulate this photoelectron spectrum a

- . computation of the anion overlap with ortho scattering wavefunctions should be made

and then added to the para 51mulatlon shown in Flgure 7-5(a) in the correct ratio.
Very recently, Manolopoulos has carried out exactly this calculation. Usmg a three-
dimensional scattering code'® that employs a methodology similar to that of
Schatz,'” he has repeated (and reproduced) Zhang’s result for para-FH,~, and has
gone onto compute the ortho scattering states aod their Franck Condon overlap with
the antlsymmetnzed anion wave function. - Together these 51mulatlons yield the
theoret1cal photoelectron spectrum of normal-FH,~ shown in Flgure 7-5(b),’® where
it is compared to the experimental normal-FH,™ spectrum. Taken together, the
agreement of the para-FH,™ and normal-FH,™ simulations on the T5a surface with |
our respective experimental spectra is quite disappointing.

| However, there is one furthef effect of the nuclear spin statistics relevant to

the anion formed in our experiment we should consider. It relates to the populations

_of excited anion bending states, and hence the appearance of hot bands in our spectra.

Let us consider the distribution of the H, rotational states that we expect in the free

jet. Para-'H2 has approximately 53% J=0 and 47% J=2 at room temperature, compared
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to 10%, 67%, and 11% J= 0, 1, 2 for normal-H, respectively. Because relaxation of the

rotational energy in H, may only occur by AJ = 2 inelastic collisions, normavl-H2 is not
cooled well by a free jet expansion, however para-H, is cobled much more effectively.
Typical rotational distributions for pure H, in collimated continuous molecular béams
have been given by Pollard et al. as a function of P,d, the stagnation pressure-
aperture diameter product.’” These distributions are measured by the rotationally
resolved photoelectron spectra of H,. In our work with pulsed valves, the calculated
P,d would be of the order of 2500 Torremm. However, the molecular beam is not
skimmed in our apparatus and the effective nozzle diameter of the pulsed valve may
be somewhat less than the physical orifice size. It seems reasonable, theréfore, to
assume a lower effective P,d for the pulsed expansion. In the P,d ~ 100 Torremm
regime, which ma‘y.be considered a worst case limit, the rotational distribution of H,

" may be estimated from the work of Pollard as 18% J=0, 75% J=1 and 7% J=2 for
normal-H, and 70% J=0, 30% J=2 for para-H,.

If we assume that the J, M state distribution in the free H, is mapped_onto the
anion quantum state distribution, i.e there is no furtheér cooling in the expansion after
clustering, then we may use the above H, rotational distributions and the correlation
diagram Fig. 7-4 to yield a conservative estimate of the bend state population in the
FH, ™ complexes formed. Even if additional cooling does take place after clustering,
the nuclear interchange symmetry restrictions still restrict scrambling of states with
opposite permutation symmetry.

Therefore, FH,™ made from normal-H, may have a large numi)er of excited
anion states populated, maybe as high as 50%'v2#1 if the M states are statistically

distributed among the v,, ¢ states (see Figure 7-4). This possibility suggests that the
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normal-FH,™ photoelectron spectrum may have major contributions from anion hot
bands. In the para-FH,™ spectra, we suspect the contribution due to hot bands is
smaller but may still be significant; hot bands in this case are derived only from H,

J=2 states (<30%).

42 New work on the F + H, reaction using the 5SEC surface.
Truhlar and coworkers have proposed another surface for the F + H, reaction,
the 5SEC, that improves the descriptioh of the entrance channel and saddle point. -

The saddle point is earlier and lower than on the T5a surface and the bending

- potential is also flatter in the saddle point region.* The product valleys for the two

surfaces are essentially the same.

Kress and Hayes have recently performed three-dimensionai scattering
calculations for F + H, and made a correspondence betv;feen peaks and thresholds in
their calculated cumulative reaction probability (CRP) with expected Franck Condon
factors‘ from the anion.?! These calculations were performed on both the T5a and
5SEC surfaces, and the results on the former were in good agreement with Zhang’s
Franck Condon simulation.* This would seem to support using the CRP to predict the
photoelectron spectrum. Kress’s CRP results for the 5SEC surface are qualitativély
different from the results on the T5a. The authors show that the resonance structure
in the cumulative reaction probability calcuiated for the two surfaces is very different.
In the same way as Zhang’s calculations comment only on the F + para-H, reaction,
Kress’ cumulative reaction probability is an even permutation sum (i.e. H, ( j = even)

only). Thus the energies and appearances of dynamical features in this calculation

Ashou'ld also only be compared with our para-FH,™ spectra.
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Interestingly, Kress predicts a trapped state reéonanée, labelled in their paper

’a’, between the features that are assigned to the peaks A and B of our photoelectron
spectra. Could this indeed be the dominant feature in the para-FH,‘ i)hotoelectron
spectrum we have called A’? The spacing between A, a, and B in their calculation
are\ 15 and 28 meV, which compare favorably with the spacings in Table 7-1. The fact
that peak A’ is relatively diminished in our normal-FH; photoelectron spectrum is
also consistent with the 5SEC assignment of this .middle peak to a trapped-state
resonance, a, in contrast to A and B being quantized-bottleneck states.* However,
preliminary calculations of the Franck vCondon factors from the ion (wave function
symmetric with respect to H permutation, i.e. para) with each of these states does not
support peak ’a’ having large intensity in the photoelectron spectrum.®

Full simulations for both para and normal-FH,~ will be shortly available and
will allow a more quantitative discussion of the merits of this potential surface.® %
Clearly there is a great deal more work to be done before we can fully interpret the

photoelectron spectra of FH,~ and its isotopic variants!

w There is some variation in the terminology used to describe reactive resonances

in the literature. We have typically used the term resonance only for states
that are trapped, or éuasi-bound, along the reaction coordinate. These are
what Kress calls "trapped-state” resonances. The other type of peaks observed
in our photoélectrdn spectra, which we call "direct scattering” states, are called
"entrance channel" or "in-channel" resonances by some authors and "quantized

- bottlenecks” by Kress.
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4.3 Electronic effects

The approach of an F atorﬁ with a ground state H, molecule may occur on three
potential energy surfaces, 12A’,2A” and 2%A’ in the most general symmetry of collision,
C,; the upper ?A” and 22A’ surfaces become degenerate in C_, (collinear approach) so
that there are two surfaces 2T and 2l'I Figure 7-6 shows the highest occupied
molecular orbitals for the anion, where the C_, point group is éppropriate.
Photodetachment of an electron from the filled 1r and 40 orbitals leads to the T and
21 states, respectively, in the neutral. Only the lowest surface, the ?Z, where the
fluorine atom ai)proaches with the p orbital containing the unpaired electron along the
H, bond, adiabatically leads to reaction. The introduction of spin orbit coupling in the
F atom splits the degeneracy of the upper *1 surfaces in C_, and .th(; correct state
labels are %%, ,, *I1,, and ’T1,,. Thé %P, - ?P,, splitting in the fluorine atom is 0.0501
eV.2® A correlation diagram is shown in Figure 7-7(a). |

A number of theoretical studies were made in the 1970’s on th;a role of the two
excited surfaces in F + H, collisions. Initially Truhlar and Muckerm:;m considered
how much the calculated reaction fate constant should be reduced because only one
of the three orientations of fluorine approach would lead to reac_tibn at thermal
energies.? Blais and Truhlar constructed semi-empiﬁcal valence bond surfaces for
the 2T and %M states, but did not use the upper state surface in their classical
calculations.?® The effects of spin orbit term in the Hamiltonian and non-adiabatic
coupling between surfaces were next treated theoretically to assess the contribution
of F(*P,,) on the reactive cross section. Two early ab initio studies were made on the
potential variation along the collinear F to H, center of mass coordinate, Ren, > for

both 2% and 1 states.®*” Spin-orbit coupling was included semi-empirically into



270

one of these calculations,26 and both studies calculated the non-adiabatic coupling
strengths between the surfaces. Tully applied the diatomics-in-molecules (DIM)
method to construct potential curves for all three states, as a function of R Hy? in both
collinear and side-on geometries.® In this work the spin-orbit interaction was
included, and non-adiabatic coupling streﬁgths were once again evaluated. Faist and
Muckerman reformulated the DIM method and constructed a complete semi-
quantitative correlation diagram for reaction between several states of the fragment
-atoms and diatoms.?

Both Tully and Muckerman demonstrated that the F(*P,,) + H, may contribute
signiﬁcantly to the overall reaction rate constant, via non-adiabatic interactions, even
at thermal temperatures.?** Quantum calculations by Zimmerman et al. and LePetit
et al. extended this work and showed varying res.ults for the behavior of the mﬁlti-

%31 The main problem in these authors’ assessment of the

surface system.
importance of the 1 surfaces to the reaction dynamics was the barely semi-
quantitative knowledge of the shapes of these potentiai energy surfaces and their
separation from the ground state. The non-adiabatic couplings are strongly dependent
on the energy ‘separations as a funcfion of nuclear coordinates. Most theoretical effort
subsequently concentrated on. dramvaticallybimproving the Quality of the %%,, surface
so as to reproduce newer experimental results, while assuming that the upper
surfaces were not significant in the reaction. A recent study, using low energy
scattering of magnetically analyzed F atoms with D,, reports experimentally

determined potentials for all three states.*

However, only the long range part of
each potential is characterized in these experiments. To our knowledge only Wright

and coworkers have considered the upper state surface at short range recently.®
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Our photoelectron results may finally address some of the questions about the shape

of the excited state surfaces and their éeparations from the grouhd state surface in the
latter’s transition state region.

Presumably the reason for the absence of theoretical work on the upper state
surfaces was because ‘.experimental work provided little data in this area.
Experiments either did not explicitly look at the reaction of F(*P,,) + H,, or found, in
contrast to some of the theoretical predictions,?®® it to be insignificant compared to
the reaction of ground state fluorine atoms. Neumark et al. concluded that F(P,,)
was unreactive in their cross beam studies of F + H,, HD and D,.* This implies
that non-adiabatic effects in the entrance channel are not large enoﬁgh, at least at the
collision energies empioyed in their study (0.68 - 3.42 kcablllmol),34 to make this
pathfvay competitive with the electronicaliy adiabatic ground state reaction. Hepburn
et al. made a crossed molecplar beam study of a related system, F + HBr, and
although they observed a significant exit channel non-adiabatic process forming
Br*(*P,,) product from ground state F(*P,,) + HBr rather than from F(*P,,), they
concluded again that F(°P,,) was unreactive compared to F(*P,,).%

What do our photoelectron spectra tell us about these excited state surfaces?
- The 213 nm results (Figure 7-3) show no additional electronic bands within 2 eV of
the ?Z band excepf those seen in the 266 nm spectrum appearing at polarization
0=90°. Muckerman’s semi-quantitative éorrelation diagram predicfs that only the two
[T states are expected within 6 eV of the ground state. Hence we may confidently
assume that the allowed transitions froni the anion to the ?I1, states are those in the
266 nm spectrum between eKE = 0.5 and 0.9 eV. Now it has been shown that, by

setting the polarization of the laser parallel to the electron collection direction, the

v
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contribution of the ?I1 states may be all but eliminated.® This spectrum may then be

used as a reference spectrum for the %% band, and we may subtract this spectrum,
appropriately scaled, from the spectrum collected with the perpendicular laser
polarization geometry. Let us assume that feature A (at highest eKE) in the normal-
FH, ™~ spectrum has no contribution from the excited electronic states, and so this peak
is a marker of the contribution of the 2%,, surface to the photoelectron spectrum for
the scaling procedure in the subtraction.

Figure 7-8 shows thé subtracted result which we will assume represents the
~ spectrum of transitions from the anion to the *I1y, ,, states only. The two photon F~
peaks at 1.21 and 1.26 eV appear with relatively laige intensity in the difference plot
7 because the F(*P,, ,,) « F~ transitions also have electron angular distributions
peaked at 8 = 90°. The noise in the region 0.9 - 1.1 eV we assume is due to slight
differences in the *X band shape due to incomplete signal averaging, which is
amplified in the subtraction process. The structure we are interested in lies between
0.5 and 0.9 eV. The band rises fairly sharply at eKE = 0.9 eV, peaks at approximately
0.8 eV and ha.s a full width half maximum (FWHM) of ca. 0.3 eV. We note that the
band is quite asymmetrical. |

As described above, potential energy curves have been calculated for the I1
state. We may therefore attempt to simulate this photoelectron band using these
potentials. Tully calculated V as a function of Ren, with R, ; fixed at the equilibriﬁm
distance in H, for both spin orbit components. Blais and Truhlar, ignoring the spin
orbit interaction, calculated a valence-bond potential energy surface for the *I1 state -
and shéw a potential map as a function of Ry, and Ry y for C.,,. Subsequent collinear

dynamical calculations have used a modified form of the Blais-Truhlar surface or DIM
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. surfaces. The V,, potentials are essentially non-reactive as they correlate to high

lying, répulsive, states of HF (see \Fig. 7-7a). They may be approximated by the

separable function

Vi = VioundRgp) + Vi (Rulz) . (1)
where V, .. is the _bound ‘Z; potential curve of H, , modelled by, say, a Morse function,
and V,, is the repulsive interaction of the F atom with H, in a IT configuration. The

repulsive potential can be modelled by an exponential curve fit to each of Tully’s 21

DIM curves,®

Vo = Asp exp(-Bsp R,,.’az-)
o 2)
V= Ay, exp(-Byy Rey) + A

where A = 0.0501 eV, the spin orbit splitting in fluorine,” and V is in units of eV and
R H, in A. .

To simulate the photoelectron bami we need to calculate 'thev overlap of the -
anion ground state wavefunction with the scattering states supported by each 1
surface. If we assume that électronic and nuclear motions are uncoupled, i.e. ignore
non-adiabatic effects, a relatively simple quantufn mechanical calculation using the
potential function given by Eqn. 1 will yield the scattering states for each spin-orbit
surface; ‘a fully coupled collinear calculation would resemble the formalism ﬁsed by
LePetit.a’. A wavepacket propagation in the time dozﬁain is formally equivalent to a
time-independent calculation of scattering states, and so, as before,’® we adbpt this
methodolbgy to perform the simulation of the 2T band. The contribution of £he n

states, and the model we are using to describe it, is very similar to the contribution
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of the F + HO — HF + O('D) reaction to OHF~ spectrum.*” In the Franck-Condon

region the V; potentials are fairly repulsive, compared to. the 2T potential, so the
wavepacket moves quickly out of this region, and only a short propagation time is
necessary. The simulated bands due to the 1,, and °[1,, are shown in Fig. 7-8. In
the simulation we have assumed Simon’s best ab initio geometrj.y, a coupled cluster
CCSD(T) optimized structux;e (Re, = 2.075 A, Ryy = 0.770 A), and his MCSCF
harfnonic frequencies for the anion.® For V;,, the Morse paraméters for V.4 are
derived from the constants in Huber and Herzberg.* |

' The first simulation assumes By, = 5.53 A, Ay, = 3022 €V, By, = 5.60 AT and
A, = 2950 eV in Eqn. 2; these parameters -éive the best fit to the curvgs shown in

Figure 2 of Tully’s paper.?®

Each has similar shape and the shape reproduces the
éxperimental band shape in that it rises fairly rapidly at lowef scattering energies
(high eKE) and has a longer tail at low eKE. ‘However, it is immediately apparent
that V, is not repuisive enough to feproduce the FWHM of the band. The FWHM
iﬁ the simulation, for each ?I1 component, is only 0.065 eV. | Further, the onset, of the
band (the high eKE edge) is very close to the F + H, asymptote, and in comparison to
the experimental band is at too high electron kinetic energy. The collision energy

scale, i.e. the energy, E®, above F + H, (v=0), of the calculation is anchored to the

electron energy scale by the formula®

eKE (eV) = 0999 - E@ (eV) 3)
which assumes a value for the dissog:iatioh energy of FH{ of 0.260 eV.2
The second simulation uses a V,,, that mimics the much more repulsive Blais-
Trublar potential;*® here we have considered just one 21 surface and found A = 68.2

eV and B = 2.40 A" by comparison to the contour plot, Figure 2, of Ref. 30. This
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simulated band’s onset is at much lower eKE (0.75 eV) apd the band has a much

ﬁder FWHM, 0.41 eV, than the siﬁdations of the‘DIM-like potentials. vThjs is
clearly at the opposite extreme; the surface is now too repulsive at the anion
geometrical configuration. The third simulation shown is a compromise "fit". It has
‘'simulated bands due to both *I,, and *[,, surfaces, V,,, has the same form as in
Tully’s plot, but has the correct slope and potential energy at the Franck-Condon, i.e.
anion, F to H, separation. The V, curves for this fit potential are shown in Figure
7-7(b) along with the ground state potential. The vertical énergy differences from fhe
2% » to the 21, and ?I1,, surfaces at the anion geometry are 0.18 eV and 0.21 eV,
using the T5a potential’ for the 2T and the above “fitted" for ’[1. In comparison,
Simons’ ab initio calculation suggested. 0.25 eV for thg 2 spli‘tting at this
geometry,® whereas 'I‘ully’é DIM curves suggest 0.01 eV and 0.06 eV separation from
the %Z,, to the [T, and ?I1,, respectively.? Wright gives the 2Z-?II separation at the
lower’s saddle point geometry is ca. 0.78 eV.*® The simulated bands in Figure 7-8(c)
are separated by 0.03 eV at the band maximum and the band FWHM for the *1,, and
*[,, are 0.23 and 0.21 eV respectively. The sum ‘of the two simulated bands
approximately reproduces the whole unresolved band in our experimental spectrum.

* All simulations show a small bump at lowest eKE’s in both spin,vorbit
components. The bump is due to overlap with states.correlating to H, (v=1); there
1s overlap to these vibrationally excited states because the anion has a slightly
elonéat’ed H-H bond, and the valleys in the V,; surfaces have Ry, set at equilibrium
I-12 The intensity of this band depends on two factors, the degree of H-H elongation
in the anion and on the anharmonicity assumed along the H-H stretch in the anion.

It seems reasonable to expect @.x, for this mode to be at least as large in the anion
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as it is for free H,, which we have assumed in the simulation, and it is most vlike_ly
larger (which would yield more intensity in the v=1 bump). This may account for
some of the signal extending out to low eKE’s in the experimental difference plot.
The important result here is that the 21 surfaces rise more steeply in the
interaction region than predicted by the diafomics—in—molecules (DIM) approach, and
we have determined a more realistic form for the potentials. It may now be possible
to estimate, with somewhat more certainty, the non-adiabatic coupling between the

three surfaces in the entrance valley, and once again assess the reactivity of F¢P,,)

with H,.

5. Summary

In this work we have shown that there are pronounced differences in the
ground state photoelectron band of FH,~ when synthesized froni normal and para
hydrogen. This has been rationalized in terms of the nuclear spin restrictions on the
anion wavefunction. Three dimensional quantum scattering results employing the
T5a surface are compared to the experimental spectra. There are likewise strong
differences in the theoretical Franck Condon overlaps to ortho and para parity states.
It should be restated that the previous coinparisons of quantum scattering calculations
(which used only the para symmetry sta’ges) with the normal-FH,™ spectrum were
erroneous. When we make the correct comparison, the agreement between the theory
‘and experiment is not as good as we originally had thought. The same considerations
should be taken into account for the published comparison of the £hree-dimehsiona1
Franck Condon overlaps and the experimental spectrum for nor‘mal-FDz".4 New

simulations for the photoelectron spectrum of normal-FD,~ (1:2 para: ortho), as well
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as a calculation on FDH™, where there have been none to date, would be useful in
determining where the discrepancies between theory and experiment lie.

Quantitative consideration of the excited state bands, assigned to the I1,, and
[1,, states, has been made here, and collinear simulations have allowed the
determination of the shape of these potential curves along the Rg H, coordinate in the
interaction region. We hope this will stimulate some ab initio WOlfk on characterizing
these surfaces, and their non-adiabaﬁc coupling to the ground state surface.

There is clearly much still to learn about the F + H, reaction, and our
photoelectron experiments have brought a new dimension into the fitting of the
potenﬁél surfaces, both in the traﬁsition state region for the ground reaction surface
and in the inner regions of the upper non-reactive surfaces. Further experiments to
extract even more detail are possible. Zero electron kinetic energy (ZEKE)
photodetachment spectra, with an attainable resolution of 5 cm”, would be
particularly useful for this transifion state system. As the feature A in the normal-

FH, ™ spectrum is quite narrow, a more concrete assignment of the FH,™ internal

'states giving rise to the peaks in this region should be possible in a ZEKE spectrum.

One of the most serious limitations in deriving hard information about the
neutral potential energy surfaces from our photoelectron spectra is the absence of high
quality data on the anion precursor, notably the _cluster dissociation enerQ, the
equilibrium stfucture and the anion vibrational levels. Ab initio calculations are used
extensively in the place of high resolution spectroscopic data. However, various
’consequence’, or ’action’, spectroscopies could be applied on a mass-selected ion beam
to perforrﬁ, for example, vibratiohal spectroscopy. One final experimental approach,

that is being pursued in our laboratory, is to attempt photoelectron spectroscopy of



278

selectively-prepared vibrationally excited negative ions. This idea has already been
- outlined in Chapter 1. In Chapter 5 we saw that the photoelectron spectra of AHB~
ions in the v; = 1 quantum state reveals very different information about the neutral
reaction surface. For FH,~, pumping one quantum in the H, stretching ﬁlode, e.g.via
a stimulated Raman process,”® would allow overlap with a very different part of the
%3 reaction surface. Although a quantum- of vibrational energy in the H, stretch
exceedé the calculated ion dissociation energy, the vibrational predissociation lifetime
may be longer_ than the time for the excited molecule to interact with the |

photodetachment photon.
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Figure Captions for Chapter 7T

Figure 7-1. Plot of F + H, —» HF + H ground state reaction surface with the FH,™

Figure 7-2.

Figure 7-3.

Figure 7-4.

ground vibrational state wavefunction shown shaded. The contours for
the neutral potential surface are determined from the T5a potential
function of ref. 7. The saddle point (Rgy, = 1.953 A Ry, =0762A)is
marked with a cross. The anion wavefunction assumes tho ab initio
CCSIX(T) equilibrium geometry (Rey, = 2.075 A and Ry = 0.770 A) and
MCSCF harmonic frequencies of Nichols et al. (ref. 6); the ellipse
represents the 90% probability limits of the wavefunction. The axes for
the plot are massed scaled Jacobi coordinates: X = (11”,2 / 11};2)1’2 Rep,
and y = R,;;;. The skew angle for FH, is 46°.

Photoelectron spectra of FH,” at 266 nm. (Top) Ions made from
normal-H, (3:1 ortho/ pdra), and (Bottom) ions made from para-H,.
Spectra recorded at two polarizations of the photodetachment laser:

(Left) parallel [6 = 0°] and (Right) perpendicular [6 = 90°] to direction

_ of electron collection.

Photoelectron spectra of FH,~, made from normal-H,, at 213 nm. (Top)
polarization parallel (9 = 0°) and (Botbom) perpendicular (8 = 90°) to
diroction of eleotron collection.

Corrolation diagram for bend/ hinderec)l rotor energy levels of FH,™.
Labels J and M correspond to the free rotor total angular momentum
and its projection on the body fixed axis; v, and { are the vibrational
quantum .number vand' the vibrational angular momentum for the

degenerate linear bend. The solid li_nes indicate vibrational states that



Figure 7-5.

Figure 7-6.

Figure 7-7.
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are symmetric with respect to H nuclei permutation, the dashed lines
for antisymmetric states. Figure adapte.d from that for Ar..O, from Ref.
14.

(a) Three dimensional simulation (thin line) of FH,™~ photoelectron

“spectrum, considering only symmetric permutation states, of Zhang and

Miller (Ref. 4) compared to 8 = 0° FH, ™ (para-H,) experimental spectré
(solid line). (b) Three dimensional simulation (thin line) of FH,~
photoelectron spectrum, considering both symmetric and antisymmetric
permutation states, of Manolopoulos (Ref 18) compared to the 6 = 0°
FH,~(normal-H,) experimental spectrum. The simulation is a weighted
sum of transitions to ortho and para states. Both calg:ulationé assume
the same anion and neutral parametérs. ‘

Highest molecular orbitals for FH,~, showing the 30, the 1n and the 40,
all of which are fully occupied in the anion. Detachment (removal) of

an electron from the 46 accesses the 2T reaction surface of F + H,,

whereas detachment from the 1n accesses the upper *IT surfaces. The

molecular orbitals are the optimized MP2/6-31++G** orbitals evaluated

at the computed equilibrium structure for the FH,™ ion at the same
level of theory.

(a) Electronic correlation diagram for F + HZ. (b) The variation of
potential energy for the three lowest lying electronic states of FH, as a
function of the F to H, distance. Lowest curve (°Z,,) is calculated from
the T5a surface (Ref. 75, upper *I1,, 1, surfaces are those calculated to

best fit difference spectrum Figure 7-8 (see text).



284
Figure 7-8. (a) Difference plot of the 266 nm normal-H, spectra. Here the 6 = 0°

spectrum has been scaled and subtracted from the 6 = 90° spectrum to
yield the band due to transitions from the anion to the *I1;, and *1,,
FH, states. (b)-(d) Collinear simulations of the [T bands described in
text. Parameteré in V., used for simulations are chosen to (b)
approximate DIM curves of Ref. 28, (c) approximate Blais-Truhlar
surface, Ref. 25 and 30, and (d) yield a fit to photoelectron band (a). In
simulaﬁons (b) and (d) transitions to both spin orbit components of the
’I1 state have been considered, and are assumed to have equal
transition probability (dashed and dot-dashed lines). The sum of the

two sub-bands are shown by the solid line.
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H(2S) + HF(D)

F(*p,)+H,(x)

F (°Pyy) +H,(3)/ ’%,

H(’S) + HF(X)

Figure 7-7(a)
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Append.ix A. Propensities in photoelectron angular distributions for
| linear molecular anions |
{
The following table indicates whether the inteﬁsity 1n the photoelectron bands
of the follomﬁng negative ions favors a sin®0 (intensity peaked around 8,_,, = 0°, B < 0)

e  orcos® (6, = 90°, B> 0) distribution.

- ‘
o Linear negative ions listed by molecular point group.
! Ion Anion MO 0mex Neutral electronic
Electronic removed state
if : State
. C..
. FH,- Ige s 0 X(CsY)
T n 90 ACIT)
e BrHI- 'z c 0 X¢zh) !
} , n 90 ACIT)
Ly OHF- 2y o 90 XCrD)
o T 0 - a(a)
v CN- Izt c 0 Xz
' T 90 ACIT)
L  NCS- g Tt 90 . XCem)
NCO- ool n 90 XCIT)
' NO- o2 n 90 | XCr)
25 o T 90 a(*1n)

! At 213 nm the X state intensity is approx. same at both 8 = 0° and 8 = 90°.
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MO 0., Neutral electronic
Electronic removed state.
State ‘
D_,
THI- Iy o, 0 XCE,") 2
T 90 ACTIy)
XCz)
0," i, T, 90 aA)
b(‘Zg*)

N.B. All transitions in D, that remove a «, electron are forbidden in ZEKE.

2 213 nm; at 266 nm the absolute counts are higher for 6=90°

than at 6 = 0°.

to the ground 2% * state

FS

_ee,
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Appendix B. Calibration and Background Subroutines for
experimental code TENURE.
1. Introduction

These subroutines represent the part of the data acquisition code, TENURE,
which deal with energy scale calibration and the fitting and subtraction of background

spectra. The TENURE program is used to control data acquisition on the Neumark

group photoelectron spectrometer. The calib2.pas routine is a completely revised

version of the calibration routine found, along with the remainder of the TENURE
source code, in the thesis of Dr. R. B. Metz. Fourier trahsformation and Wiener
filtering is iinplemented in the subroutip‘es ftshort.pas and foufl.pas to smooth
background spectra. Subtraction of the smoothed background is performed by the
scale.pas subrouﬁne. The source is written entirely in PASCAL and is suitable for
compilation in the Borland Turbo Pascal 3.0 environment.

The uee of, and principles behind, these two procedures are described in
Chapter 2. Calibration is invoked with the <ALT>-C combination from within the
TENURE program. The user is prompted for the detachment laser wavelength he or
she wishes to calibrate. The time-of-flight, uncertainty and ion beam energy
information is entered for each calibration line. A linear er quadratic fit to these
calibration points is performed; the fitting pafameters and indicators of the fit quality
are output. The user is then asked whether he/ she accepts the fit. If so the entered
calibrant information is saved to disk énd the ﬁtted parameters become the current
ones used for time-of—ﬂight to electron kinetic energy conversion in the main program. -

The fitting of a background spectrum with the Fourier/ Wiener ﬁltering
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routines is activated by the <ALT>-F combination. The time-of-flight dataset

currently active is fast Fourier transformed and saved to disk (FOURTR.DAT). The
user then selects a Lorentzian filter function for the Wiener filtering by entering a
half-width in nﬁmber of channels: typically 15 gives good filtering. If this filter
results in too much szﬁoothing of the background, the Lorentzian filter width should
be increased. After multiplication | by the filter the Fourier dataset is back
transformed into time-of-flight; the filtered dataset may then be stored at this point.
The subsequent scalirig and subtraction of the now smoothed background spectrum
from one (or many) time-of-flight photoelectron dataset(s) is achieved with the <ALT>-
N combination.

2. Source Listing

calib2.pas

(*Define ;ome statistical routines from Numerical Recipes*)

(* These are for Linear Regression *)
FUNCTION gammln(xx: real): real;

CONST
stp = 2.50662827465;
half = 0.5;
one = 1.0;
fpf = 5.5;
VAR

x,tmp,sef: double;
j: integer;
cof: ARRAY [1..6] OF double;

. BEGIN
cof[l] := 76.18009173;
cof (2] := -86.50532033;
cof[3] := 24.01409822;
cof[4] := -1.231739516;
cof[S5] := 0.120858003e-2:;
cof (6] := ~0.536382e-5;
X = XX-one;
tmp := x+fpf;
tmp := (x+half)*ln(tmp)-tmp;
ser := one;
FOR j := 1 to 6 DO BEGIN
X := x+one;
ser := ser+cof{jl/x
END; ,
gammln := sngl(tmp+ln(stp*ser))

END;

b

~

AN



PROCEDURE gcf(a,x: real; VAR gammcf,gln: real):;
LABEL 1;
CONST
itmax=100;
eps=3.0e-7;
VAR )
n: integer;
gold,g,fac,bl,b0,anf,ana,,an,al, al: real;
BEGIN

e 25 20 o

0
1 to itmax DO BEGIN
1.0*n;
ana := an-a;
= (al+a0O*ana)*fac;

b0 := (bl+b0O*ana)*fac;
anf := an*fac;
x*alO+anf*al;
x*b0+anf*bl;
1 <> 0.0) THEN BEGIN

fac := 1.0/al;

g := bl*fac; :

IF (abs({g-gold)/g) < eps) THEN GOTO 1;
; gold := g

END
END:

—
m
o

writeln(’pause in GCF - a too large, itmax too small’);

1: gammcf := exp(-x+a*ln(x)-gln)*g
END;

PROCEDURE gser(a,x: real; VAR gamser,gln: real);
LABEL 1:
CONST
itmax=100;
eps=3.0e-7;
VAR
n: integer;
sum,del,ap: real;
BEGIN
gln := gammln(a);
IF (x <= 0.0) THEN BEGIN
IF (x < 0.0) THEN BEGIN

writeln(’pause in GSER - x less than 0’); readln

END;

gamser := 0.0
END -ELSE BEGIN

ap := a;

sum := 1.0/a;

del :=

FOR n := 1 to itmax DO BEGIN

ap := ap+1.0;

del := del*x/ap:

sum := sum+del;

IF (abs(del) < abs(sum)*eps) THEN GOTO 1
END;

writeln(’pause in GSER - a too large, itmax too small’); readln;

1: ' gamser := sum*exp{-x+a*ln(x)=-gln)
END
END:

FUNCTION gammqg{a,x: real): real;

VAR
gamser,gln: real;
BEGIN ’

readln;

299
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IF ((x < 0.0) OR (a <= 0.0)) THEN BEGIN
writeln('pause in GAMMQ - invalid arguments’); readln

END;

- IF (x < a+l1.0) THEN BEGIN

gser (a,x,gamser,gln);
gammg := 1.0-gamser

END ELSE BEGIN
gcf(a,x,gamser,gln);
gammg := gamser

END

END;

PROCEDURE fit (x,y: glndata; ndata: integer; sig: glndata; mwt : integer{
VAR a,b,siga,sigb,chi2,q: real): :
(* LINEAR REGRESSION FIT - Numerical Recipes *)

(* Programs using routine FIT must define the type

TYPE

glndata = ARRAY [1l..ndata] OF real;
in the main routine. *)
VAR

i: integer; :
wt,t, sy, sxoss,sx,st2,ss,sigdat: real;

BEGIN
sx := 0.0;
sy := 0.0;
st2 := 0.0;
b := 0.0;
IF (mwt <> 0O)THEN BEGIN

ss := 0.0;

FOR 1 := 1 to ndata DO BEGIN
wt := 1.0/sqr(sigl{il]);
ss 1= ss+wi;
sX := sX+x[i]*wt;
sy := sy+y[il*wt

END

END ELSE BEGIN
FOR i1 := 1 to ndata DO BEGIN
sx := sx+x[1i};
sy sy+y{i]
END; : '
ss ndata /
END; : . -
SXOsSs := sX/ss;
IF (mwt <> 0)THEN BEGIN
FOR i1 := 1 to ndata DO BEGIN
t := (x[i]-sxoss)/siglil}:
st2 := st2+t*t;
b := b+t*y{i]/sigli]
END
END ELSE BEGIN
FOR i1 := 1 to ndata DO BEGIN
t := x[i]-sxoss;
st2 = st2+t*t;
b := b+t*y[i] N
END
END;
b := b/st2;
a := (sy-sx*b)/ss;
siga := sqrt((1.0+sx*sx/(ss*st2))/ss);
sigb := sqrt(1.0/st2);
chi2 := 0.0;
IF (mwt = Q) THEN BEGIN
FOR i := 1 to ndata DO BEGIN
chi2 := chi2+sqr(y[i]-a-b*x[i])
END;

i
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q := 1.0;
7% sigdat := sgrt(chi2/(ndata-2));
' siga := siga*sigdat;
P . sigb := sigb*sigdat
END ELSE BEGIN
s . FOR i := 1 to ndata DO BEGIN
- chi2 := chi2+sqr((y{i] a—b*x[1])/51g[1])

' END:;
/ g := gammg(0.5* (ndata-2),0.5*chi2)

END; ‘ )
END; o o

(* The next three are for Generalized Least Squares fitting *)

Py PROCEDURE gaussj (VAR a: glcovar; n,np: inteéer;
i ' VAR b: glnpbymp; m,mp: integer);

4 - {* Programs using GAUSSJ must define the types
o TYPE

glnpbynp = ARRAY [1l..np,l..np] OF real;
glnpbymp = ARRAY [1l..np,l..mp] OF real;
glnp = ARRAY [1..np}] OF integer;

y in the main routine. *) ‘ ~
' VAR ‘
_ big,dum,pivinv: real;
) i,icol,irow, 3, k,1,11: integer:;
i : indxc, indxr, ipiv: glnp;
BEGIN

FOR j := 1 to n DO BEGIN
o ipivi{j] := 0
[ END;
v : FOR i := 1 to n DO BEGIN
- big := 0.0;
FOR j := 1 to n DO BEGIN
R IF (ipiv[j] <> 1) THEN BEGIN
FOR k := 1 to n DO BEGIN
IF (ipiv(k] = 0) THEN BEGIN
IF (abs(alj,k]) >= big) THEN BEGIN
N big := abs{(alj,k]):
1 irow := j;
N N icol :=k
: END
END ELSE IF (ipiv[k]. > 1) THEN BEGIN
writeln(’pause 1 in GAUSSJ - singular matrix’); readln

&

by : END
END
END

- END;
i*’ ipiv[icol] := ipiv[icol]+1l;
v IF (irow <> icol) THEN BEGIN
o FOR 1 := 1 to n DO BEGIN
dum := a{irow,1l]:
alirow,1] := alicol,l]:
| : alicol, 1]l :=-dum
- END;
FOR 1 := 1 to m DO BEGIN
o dum := blirow,1l]:;
. . biirow,1] blicol,1l];
f blicol, 1] dum
N . END
END;
. ) ~ indxr{il := irow;
) indxc{i] := icol;
L IF (alicol,icol] = 0.0) THEN BEGIN
writeln(‘pause 2 in GAUSSJ - sihgular matrix’); readln
- END;
\ _ pivinv := 1.0/alicol,icol};
aficol, icol} 1.0;
.. ’ FOR 1 := 1 to DO BEGIN
alicol, 1] alicol, 1] *pivinv

o

nson



END; .
FOR 1 := 1 to m DO BEGIN
b{icol,1l] := blicol,1l]*pivinv
END;
FOR 11 := 1 to n DO BEGIN
IF (11 <> icol) THEN BEGIN
dum := alll,icol]l;
a[ll,icol] := 0.0;
FOR 1 := 1 to n DO BEGIN
alll,1l] := afll,l)=-alicol,l]*dum
END;
FOR 1 := 1 to m DO BEGIN
b(ll,1] := b[ll,1ll1-blicol,1l]*dum
END i .
END
END
END; ) ‘
FOR 1 := n DOWNTO 1 DO BEGIN
IF (indxr{l] <> indxc([l]) THEN BEGIN
FOR k := 1 to n DO BEGIN .
dum := alk,indxr{l]]:;
alk,indxx([1]] := alk,indxc[1l]];
alk,indxc{l]] := dum
END
END
END
END;

PROCEDURE covsrt (VAR covar:-glcovar; ncvm: integer; ma: integer;

lista: gllista; mfit: integer):

(* Programs using routine COVSRT must define the types

TYPE
glcovar = ARRAY [l..ncvm,l..ncvm] OF real;
" gllista = ARRAY [l..mfit] OF integer;
in the calling program. *) -
VAR )
j,i: integer;
swap: real;
BEGIN

FOR j := 1 to ma-1 DO BEGIN

FOR i := j+1 to ma DO BEGIN
covar(i,j] := 0.0
END

END;

FOR i := 1 to mfit~1 DO BEGIN
FOR j := i+1 to mfit DO BEGIN .

IF (listaf{j] > lista(i}) THEN BEGIN
covar(lista[jl,lista{i])] := covar(i,j]
END ELSE BEGIN :
covar(lista[i},lista[jl]
END
END

END;

swap := covar(l,1];

FOR j := 1 to ma DO BEGIN
covar(l, 3] := covar{j,jl:
covari{j,jl := 0.0 R

END; .

covar{listall],lista[l]] := swap;

FOR j := 2 to mfit DO REGIN
covar[lista{j],lista(jl] := covar(l,j]

END;

FOR j := 2 to ma DO BEGIN .

FOR i := 1 to j-1 DO BEGIN
covar(i, j] := covarlj, i)
END
END
END;

covar (i, ]]
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(* The supplied function that generates polynomial-basis functions '
™ for Generalized least squares fit *)

. procedure funcs{x: real;VAR afunc: glmma; ma : integer);
- BEGIN
- ' afunc(l] := 1; afunc([2] := x; afunc[3] := sqr(x):

I END; :

PROCEDURE 1lfit(x,y,sig: glndata; ndata: integer; VAR a: glmma; mma: integer;
lista: gllista; mfit: integer; VAR covar: glcovar; .
! ncvm: integer; VAR chisq: real);

- (* Programs using routine LFIT must define the types
. TYPE :
— glndata = ARRAY [1l..ndata)} OF real;
v o glmma = ARRAY [1..mma] OF real;
— ) gllista = ARRAY [l..mma] OF integer:;
glcovar = ARRAY [l..ncvm,l..ncvm) OF real;
- : - glnpbymp = ARRAY [l..ncvm,1..1](OF real;
' in the main routine. *)

v . VAR
: k,kk,j,ihit,i: integer;
ym,wt,sum,sig2i: real;
beta: glnpbymp;
| afunc: glmma;
BEGIN
kk := mfit+l; - '
FOR j := 1 to mma DO BEGIN
: ihit := 0; ‘
v/ FOR k := 1 to mfit DO BEGIN
- : IF (lista{k] = 3j) THEN ihit := ihit+l
2 END;
: ) : IF (ihit = 0) THEN BEGIN
¢ . listal(kk] := j;
L kk := kk+l1
' END ELSE IF (ihit > 1) THEN BEGIN
writeln(’pause in routine LFIT');
writeln(’improper permutation in LISTA’): readln
END
END; A ’
IF (kk <> (mma+l)) THEN BEGIN
. writeln(’/pause in routine LFIT');
b writeln(/improper permutation in LISTA’); readln
) END; . .
o FOR j := 1 to mfit DO BEGIN
AN FOR k := 1 to mfit DO BEGIN
Q ; covar{j, k] := 0.0
! ' END;
- betalj,1] := 0.0
END;-
FOR i := 1 to ndata DO BEGIN
| funes (x{i],afunc, mma) :
ym := y[i];
v : IF (mfit < mma) THEN BEGIN
{mfit+l) to mma DO BEGIN

FOR j .
ym-allista({j])l*afuncllista(j]]

iy ym
\ END
© END;
sig2i
o FOR ]

1.0/sqr(siglil);
1 to mfit DO BEGIN

AR

‘ wt afunc(listal3j]]*sig2i;
C FOR := 1 to j DO BEGIN v
' covar[j,k] := covar[j,k]+wt*afunc[listal(k]]
. END; :
\ " betalj,1l] := betalj, 1]+ym*wt
END .
. : END; i

IF (mfit > 1) THEN BEGIN
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FOR j := 2 to mfit DO BEGIN'
FOR k := 1 to j-1 DO BEGIN
covar [k, j] := covarlj,k]
END
END
END;
gaussj(covar,mfit, ncvm,beta,l,1);
FOR j := 1 to mfit DO BEGIN
allista[j}] := betalj,1}
END;
chisq .:= 0.0;
FOR i := 1 to ndata DO BEGIN
funcs(x{i], afunc,mma);

sum := 0.0;
FOR j := 1 to mma DO BEGIN
sum := sum+alj}*afunc{j]
END;
chisg := chisg+sqr((y[il-sum)/sig[i])
END; ' .
covsrt (covar,ncvm,mma, lista, mfit)

END;

(* % % de gk dkdkdk ok dk ko dk ok Kok ok ok ok dk ok ok sk ok ok ok ke ok sk ke ok ok ok ok ok sk kK gk ok ok kR R ok ok *)

(* Now for main calibration routine *) .
(* S. E. Bradforth 1988; revised 5/91, and 8/92 *)

procedure calib;

VAR

ques:string{l];

wavelength:integer;

wavestr: string(3];

ndata,ndatacld, mwt, i, count:integer;

cm, tt,bemp,temps1g,tempFloat temptime, tempspace rmserr:real;

a,b,c,chi2, q,siga,sigb,sigc: real;

x,y,e,float,t,sig,sg,m,sp,Ecalc: glndata;

j: text:

{* The following variables are for the generalized least squares routine ¥*)

covar: glcovar; (* Covariance matrix *)

aa: glmma; (* Vector of paramters solved for *)

listaa: gllista; (* List of parameters to vary *)

ma, mfit, ncvm: integer; (* number of parameters, number to flt and
dlmen51on size of covariance matrix *) .

BEGIN
writeln(’Least Squares Fitting of Energy vs. TOF dataset’);
. writeln('All times should be from Time-of-flight display screen’);
