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Abstract
DX Centers in HI-V Semiconductors
Under Hydrostatic Pressure
by
Jeffrey Alah Wolk
Doctor of Philosophy in Physics
University of California at Berkeley
Professor Eugene E. Haller, Co-Chairman

Professor Leopoldo M. Falicov, Co-Chairman

DX centers are deep level defects found in some IlI-V semicdnductors
and their alloys. These defects are characterized by several unusual physical
properties, including persistént photoconductivity and a large difference
bétween their thermal and optical ionization energies. We have used
hydrostatic pressure as a tool to study the microscopic structure of these defects
and examine whether their existence is a general feature of all lI-V
semiconductors. - |

We have observed a new local vibrational mode (LVM) in  hydrostatically
stressed, Si-doped GaAs. The corresponding infrared absorption peak is
distinct from the Sigg shallow donor LVM peak, which is the only other LVM
peak observed in our samples, and is assigned to the Si DX center. Analysis of
the relative intensities of the Si DX LVM and the Si shallow donor LVM peaks
has been combined with Hall effeét and resistivity analysis to infer that the Si
DX center is negatively charged. The frequency of this new mode providés
important clues to the structure of this defect. |

We have also discovered a pressure induced deep donor level in S-‘

doped InP which has the properties of a DX center. The pressure at which the



new defect becomes more stable than the shallow donor is 82 kbar. We have
measured the optical ionization energy and the energy dependence of the
optical absorptioh cross section for this new defect. We have also determined
the capture barrier from the conduction band into the DX staté. The fact that DX
centers can be formed in InP by applying pressure suggests that the existence
of DX states should be very common in n-type _Ill-V semiconductors. We also
suggest a method for predicting uhder what conditions these defects will be thé

most stable form of the donor impurity.
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DX nter

"1.1|r ion Levels in Semicon r

Semiconducting materials are characterized by a fundamental band gap
Eg in the range of approximately 0-3 electron volts. Because of this, their .
electrical conductivity is intermediate between that of a metal (.'Eg = 0) and that
of an insulator (E > 3 eV). The usefulness of semiconductors lies largely in the
ability to manipulate, in a controlled manner, their electrical conductivity over
.more than ten orders of magnitude. This manipulation is normally achieved
through the introduction of impurity atoms into the semiconductor, making
possible the création of semiconductihg materials with behavior ranging from
nearly metallic to nearly insulating. Impurities are usually categorized as either |
“shallow and deep. Shallow impurities introduce electronic energy levels slightly -
below the bottom of the conduction band (donors) or slightly above the top of
the valence band (acceptors). The carriers in these levels are easily excited to
the nearby bands and thus contribute to the conductivity of the crystal. Deep
impurities create electronic levels which are further removed from the band
edges than shallow levels, -although it will be shown later that it is not
necessarily a straightforward matter to characterize va level as deep based
solely on this criterion. | |

‘The essential physics of shaﬂow impurities in semiconductors has been
understood within the framework of effective mass theory for over thirty years
(Kohn, 1957). This theory treats the potential of the impurity as a perturbation of
ihe host lattice potential. The basic ideas of this formalism can be understood byv'
considerihg a P impurity replacing a Si atom in a Si lattice. The P atom has five

valence electrons, one more than the surrounding Si atoms. Only four of the five



of these electrons are occupied in bonding to the Si lattice, so fhe defect can be
“thought of as an electron and a positively charged P atom . If the extra electron
is not bound to the P atom and is moving through the crystal, then it travels with
energy Ecem + (6k)2/2m”, where Ecgm ié the energy of the conduction band
minimlum, k is the electron momentum, and m’ is the effective mass of an
electron associated with that band. The electron can, however, become trapped
by the Coulomb field of the.P atom. The donor atom along with the trapped
electron forms a defect >system which is analogous to a hydrogen atom. It is
therefore not surprising that a detailed calculation shows that the ground state
energy level, Eq4, and radius, rq, of the donor impurity are given by slight

modifications of the formulas appropriate for an isolated H atom. We have-

Eq = Ecam - _e4r_n_'_2_ -
| 2(4neeofi) | o (1.1)
and
e 41teeoﬁ2
T Tme2 A | (1.2)

where e is the charge on the electron, ¢ is the static dielectric constant of the
material, and g¢ is the permittivity of free space. The fact the the donor is

embedded in a lattice is taken into accountk by 1) the static dielectric constant, |
which corrects for the fact that the coulomb attraction between the charges is
reduced as a resuit of the polarization of the lattice by the positive nucleus, and
2) the effective mass of the electron, which accounts for the fact that the motion

of the electron is affected by the potential of the lattice. Using the values



E 1]

appropriate for Si gives a binding energy of roughly 30 meV and a Bohr radius

“of approximately 30 A.

This large orbit justifies the use of the dielectric constant of the material
since it will average the effect of ;the lattice over many lattice constants. It also
justifies the use of the effective mass of the electron. If the wavefunction is very
spread out in real space, then it is easy to show through Fourier analysis'that it
is very localized in momentum or k space. The wavefunction of the impurity
electron is thus comprised solely of band wavefunctioné vefy close to the

conduction band minimum. Since (1/m”) = (1/62)(d2Econd. band/dk?), this implies

- that the mass of the electron is determined by the curvature of the portion of the

' conduction band very close to this minimum.

It is clear that this formulation will break down if the impurity has a strong
short range potential, Aresulting in a much more localized wavefunction. The
polarization of the lattice then cannot be taken into account through the static
dielectric constant. It will also no longer be possible to associate the impurity

level with a single conduction band minimum since the level will be spread out

~ in momentum space. Levels with a strong, short-range potential are referred to

as deep levels because they often introduce levels in the forbidden gap well

removed from both the conduction and valence bands. In order to treat deep

~ levels theoretically, the impurity potential Vimp and lattice potential Viat must be

treated with equal care. It is no longer reasonable to treat Vimp as a
pertur;atidn. | |

An examination of Egs. 1.1 and 1.2 shows that for a shallow level, a
smaller wavefunction radius leads to an electfonic energy deeper.within the

gap. This line of thinking breaks down in the case of deep levels. If we expand

- the impurity wavefunction v in terms of the eigenfunctions ¢pnk of the perfect

lattice, then.



¥= Anidnk (1.3)

As opposed to the case for shallow levels, the coefficients A, k are significant
over a large range of the Brillouin zone. The electronic energy of the localized

state is given by
E = (yiHow) + WVimdw) | (1.4)

where Hg is the Hamiltonian of the unperturbed lattice. Considering just the first -

matrix element in Eq. 1.4, using the fact that Hoonk = Enx0nk, we find
(MHOI\V) = Z An,kA;'l,kEn,k' I (1 .5) .

Because bandwidths are on the order of a few eV, even small coefficients An k
far from the band edges, where Ep is large, can play an important role in
determining the energy of a deep level. The quantity ApkA'nk is always
positive. Therefore, in the case that the final level lies in the forbidden gap,
which is in the middle of the range of Epk, there must be both positive and
negative contributions to the sum in Eq 1.5. It is therefore the delicate
cancellatio_n between many large terms which determines the final energy level
of the defect. This makes clear that there is no simple correlation between the
energy of a deep level and its degree of localization. For this reason it is more
iluminating to refer to levels as localized or delocalized rather than shallow or

deep.



A further complication when considering deep levels is that the -

localization of the defect results in its being strongly coupled to the lattice. The _

total defect Hamiltonian can be written as
Hiotal = He + Hj + Hael. ‘ (1.6)

Here He represents the electronic states when the ions of the lattice are at their
equilibrium positions and H; is a harmonic oscillator Hamiltonian with
eigenfunctions n(Q), where Q describes the displacement of the lattice ions and
Q ='0 refers to an undistorted lattice. Q is commonly referred to as a
configuration coordinate. The term He| represents the electron-lattice
interaction. The gap state is associated with an impurity potential V(r,Q) and a

one-electron wavefunction ¥(r,Q). The Schrédinger equation is:

(He + Hi + Hey(r,Q) =é<0>w<r,o>, | (1.7)
where

¥(Q) = ¥(.Qn(Q) | (1.8)
and

HOEEO) =EO¥(0). (19)

where E(0) is the electronic contribution to the total energy at Q = 0. If Hg; = 0,

then the quantity €(Q) can be expanded about its minimum value to give'



_ = 1 2
g(Q)=¢(Q=0) t52 Ka(Qo)*, (1.10)

where kg is a force constant and the sum is over different lattice modes.

We now consider the effect on Eq. 1.10 if He| is not equal to zero. We
assume that we are only concerned with one lattice mode, described by Q, and
that changes in the electronic wavefunction and potential V with respect to Q

are small. Expanding V(r,Q) in a Taylor series around Q = 0 gives
V(r,Q) = V(r,0) + Q@@V(r,Q)/0Q)|q=0 + =" (1.11)

The electron-lattice interaction He represents the change in the potential V as a
" function of the nuclear displacement. Therefore, retaining only terms linear in Q,
Hel = Q(0V/0Q)|q=0. The total energy of the electronic state in the presence of
lattice coupling can thus be written in the form |

- 18(Q)2
&(Q) = E(0) + 0Q + 2B(Q)°. (1.12)

This means that the position of the lattice will be different depending on whether
or not the defect is occupied since this will change the value of o. We also have
implicitly used the Born-Oppenheimer approximation in this discuseion, which
states that the nuclei are Vaseumed to move .slowly in comparison to the
electrons because of their much larger mass. This means that the electrons can
always follow the lattice motion and that the latter will not induce any electronic
transitions.

‘The total energy of the defect can be represented graphically in a

configuration coordinate diagram, such as that shown in Figure 1.1. This type of



A Conduction band

Energy

Fig 1.1. Configuration coordinate diagram for a defect showing optical and
thermal transitions between two charge states of the defect.



diagram is a plot of the energy E of the defect (lattice plus electronic energy)
versus the configuration coordinate Q. In accordance with Eq. 1.12, the levels
are represented by ;parabolas. For simplicity, we assume that B for the
conduction band and defect states are eqﬁal. The horizontal dashed lines
represent the vibrational eigenstates of the harmonic oscillator defect system.
The arrows represent different transitions which may occur. As an example we
take the lower curve as the occupied state of the defect. Upon carrier emission,

the lattice will distort by the amount

Qrelax = (Cnoce - ®occ)/K, - - (1.13)
with the correspc_)nding reIaxétion energy

Erelax = ‘(1/2)(%no§c - Qoce)?/K. ‘ (1 '14)

Transition 1 represents optical ionization of the defect. The optical transitions
are vertical on this diagram because they take place in'a time which is much too
short for the lattice to change its configuration. This is referred to as the Frank-
-Condon principle (Condon, 1929). After ionization, the lattice relaxes to Q = Q'
by the emission of phonons. The relaxation energy is Shw, where S is the
Huang-Rhys (Huang, 1951) factor and  is the frequency of the phonon emitted
in the relaxation process. The Huang-Rhys factor is essentially the number of
phonons emitted in the lattice relaxation, and can be taken as a measure of the
strength of the electron-phonon coupling. Transition 2 is photoluminescence
from the band back to the deep level. The difference in energy between
transitions 1 and 2 is referred to as the Franck-Condon shift, and is given by drgc |

= 2E.-e|-;x. Transition 3 represents a thermal transition referred to as multi-

8



phonon capture. The carrier is thermally excited over the barrier and emits
phonons. as it relaxes to the lowest energy state. These diagrams can be used
to understand many of the properties of deep levels, and are used for exactly
this purpose in the next section to understand the fascinating behavior of DX

centers.

Metastable defects are a special class. of semiconductor impurities which
“are stable in two different lattice configurations. In some cases, one
configuration introduces a shallow level into the gap while the other
configuraiion creates a deep level. If the different lattice cdnfigurations
correspond to different charge states then the defect is referred to as bistable.
Bistable defects can obviously be transformed from one lattice configuration to
another by either carrier emission or capture. Donor impurities in sorhe n-v
- semiconductors are bistable, and the deep level configuration of these
impurities is known as the DX center. | .

The DX center has been observed in Alea1-xAs-for x 2 0.22 (Nelson, |
(1977); Lang (1977)) and GaAs under hydrostatic pressure (Mizuta, 1985)
gréater than approximately 20 kbar. It 'is characterized by several unusual
physical properties, includihg a large difference between its thermal and optical
ionization energies, extremely small capture cross sections, and persistent
photoconductivity (Lang, 1977). In addition to these fascinating characteristics, |
“the DX center is important from a technological standpoint since the eleétriéal
characteristics of a semiconducting material are affected by the relative stability

- of the shallow and deep form of the defect. For example, this issue is crucial in

9



the design of semiconductor lasers where it is desirable to have heavily doped
layers of AlxGaq-xAs with x > 0.3, above the alloying concentration at which the
deep DX levels are the stable form of the donor. If the ration of the concentration
of the two defects is Nghallow donor/NDX = 0.01, then in order to achieVe the
desired free carrier concentration one must put 100 times as many donor
impurities as compared to when the deep form of the donor is not present. This
results in problems with dopant diffusion when the device is heated during
processing. These fundamental and technological issues have stimulated a
great number of experimenters to study this defect since it was first identified in -
1977.
The DX center was named based on the following two observations.

First, it was observed that the concentration of this deep defect was proportional -
to that of the shallow impurity concentration. Second, consistent with the
properties described above, it was clear that the behavior of this defect could
not be explained by effective mass theory. Since in 1977 it was assumed that
an isolated impurity atom could not be responsible for such complicated
behavior, it was thought thé the defect must be composed of a donor atom ( "D")
which was'part of some unknown complex ("X"). Although it is now known that
the defect is in fact due to an isolated substitutional impurity, the name has
remained.

_ The first significant step in explaining the properties of these defects was
made by Lang and Logan (1977). They suggested that the behavior exhibited
by DX centers could be.explained in terms of a large lattice relaxation. To make
clear how a lattice relaxation can describe the properties of a large Stokes shift,
a small capture cross section, and persistent photoconductivity, it is useful to
refer to a configuration coordinate diagram for DX centers, which is shown in

-Figure 1.2. Looking at the figure, it is clear that the DX center can be

10



A shallow donor-
DX center

Energy
m
O

Fig. 1.2 Configuration coordinate diagram for DX centers.
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characterized by four energies: 1) Eg , the binding energy of the center relative
to the shallow donor state, 2) Ee, the thermal energy required to emit an
electron from the DX to the shallow state, 3) Eopt, the optical energy required to
emit an electron from the deep to the shallow state, and 4) Eg, thé capture
barrier energy from the shallow into the deep DX state. We notice that, in
‘contrast to Figure 1.1, the lattice relaxation is larger here and there will be no
photoluminescence transition. In this case drc = Eopt - Eo = Shw. Since the
only difference between the shallow donor parabola and the conduction bahd
parabola is a very small vertical offset, these two curves will not be differentiated
in the rerhainder of this thesis. In fact, when the electron concentration is high,
‘the impurity levels form a band which broadens and subsequently merges with
the conduction band. In this case there is no difference between the two
parabolas. _
o Fig. 1.2 illustrates the origin of the difference between the thermal and
optical ionization energies of the DX center. The diagram also illustrates the
origin of persistent photoconductivity. If the center is optically excited at low
temperature, the electrons do not have sufficient energy to overcome the
capture barrier and return to the deep DX state. It is interesting to note that it is
not possible to optically excite an electron from the shallow level to the deep DX
state. This could imply that the DX center parabola is more highly curved in the
region approaching the unrelaxed donor configuration, and that the optical
ionization energy would therefore be extremely large.
Finally, this diagram alsov can be used to understand the small capture
cross section of DX centers. The capture of an electron is accompanied by a
relaxation of the lattice. The lattice relaxation energy of the defect is simply
Eopt - Eo, i.e., the energy difference between the DX state and shallow donor

state when the lattice is at the equilibrium configuration for the DX state. The

12
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relaxation is accomplished by the emission of phonons. Since this energy is so
large (~1 eV), this implies that that a great many phonons are involved in the
process and that it is therefore not very likely.

It was stated above that DX centers form in GaAs which has either been
alloyed or put under hydrostatic pressure. This suggests that.the formation of
DX centers is tied to the structure of the conduction band since alloying with
AlAs and applying hydrostatic pressure have similar effects on this band. One
percent AlAs alloying is roughly equivalent to the application of 1 kbar of
pressure. Since the DX level is deep and must therefore be localized in real
space, this implies that it is spread out in momentum space. This means that the
deri\)ative of fhe DX energy leve! with respect to alloying or pressure should be
the same as that as the conduction band averaged over all k space. The
average conduction band rises in energy much more slowly than the
conduction band minimum at T, which the shallow donor level follows.
Therefore, at some percentage of alloying or under sufficient hydrostatic
pressure the DX level becomes a moré stable form of the donor than the
shallow, substitutional form. This behavior is demonstrated in Figures 1.3a and
1.3b, which show how the DX' level and various conduction band minima vary
with alloying conteht and pressure in GaAs. The DX center becomes the most
stable form of the defect at 26 percent AlAs content or about 20 kbar of
pressure.

One of the first important clues about the microscopic structure of the DX "
center came from an experiment which used local vibrational mode
spectroscopy to demonstrate that the DX center is related to an isolated donor
impurity (Maude, 1987). In this work, spectroscopy was used to show that in a
sample of GaAs ninety percent of the Si was sitting substitutionally on the Ga

site. The sample was then put under hydrostatic pressure sufficient to form DX

13
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centers, and it was found that the number of DX centers formed was roughly
equal to the free-electron concentration due to the Si donors. Since it is
extremely unlikely that simply applying pressure could cause a donor to form a
defect complex, thivs made clear that the deep level was due to an isolaied
donor impurity.

~There have beén many subsequent experiments to further elucidate the
. microscopic structure of this defect. The two main questions to be answered are:
1) What is the charge state of the defect, and 2) What is the exact form of the |
_lattice relaxation which occurs when the defect forms. A great deal of progress
has been made in answering these questions on both experimental and
theoretical groUnds. Chapter 4 of this thesis describes an experiment which
-proVides a definitive answer to the first quéstion and important clues for the . |
answer to the second question. ‘

It is also iniportant to know how general thé formation of these defects is
in 1II-V semiconductors. DX centers have been found in GaAs under pressure,
AlGaAs, and GaAsP, but it is unclear whether or not this type of defect is a
common feature in all lll-V's, or if there is any method for predicting the
conditions under which they might be observed. Chapter 5 of this thesis focuses
on this question.

The bulk of the experimental results discussed in this thesis describes
optical spectroscopy of DX centers in |1I-V semiconductbrs under high pressure.
Chapter 2 will describe high pressuré techniques in general, and Chapter 3 will
describe how these techniques were coupled with dptical analysis in order to

study DX centers.
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2.1. Introduction

Several different methods have been developed to obtain the high
pressures required for different types of experimental work (Williams, 1991).
These techniques can be divided into the categories of dynamic and static. The
most commonly used dynatnic method is the creation of shock waves to
produce high pressures. In this technique, a high energy projectile is shot at a
target containing the sample of interest. This creates stress waves moving faster
than the speed of sound in the uncompressed material, resulting in shock
waves which simultaneously stress and heat the target material. This technique
is expensive and can only be used to study processes that occur on the order of
a microsecond, but it is a well established method for producing high pressures
and temperatures of many thousands of degrees Kelvin. , |

A static technique for creating high pressure uses large volume anvil
cells. These celis are either of the piston cylinder type pictured in Figure 2.1a or
the multi-anvil type shown in Figure 2.1b. Piston-cylinder cells are simply
uniaxial-type stress rigs which create hydrostatic‘ pressure through the
containment of a pressure medium by the cylinder surrounding the piston. Multi-
anvil cells create a more hydrostatic pressure environment than piston-cylinder. -
cells and are also capable of providing higher pressures. However, they are
difficult to design and build because of the simultanecus alignment required for
all of the anvils. The main advantage of these two types of cells for static work is
the possibility of containing a Iarg'e sample volume. A disadvantage is the

difficulty of incorporating optical access into their design.
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" Fig. 2.1. Schematic illustration of large volume static high pressure
techniques: a) piston-cylinder type cell, b) multi-anvil cell (E.K. Graham,
1986) design (Williams,1991). :
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Another static technique, and the one employed in the studies described
in this thesis, makes use of diamond anvil cells. This technique has none of the
shortcomings of the methods mentioned above. The central elements of a
diamond anvil cell are vshown in Figure 2.2. Two diamonds are held
diametrically opposed with a piece of metal referred to as a gasket placed
between them. A hole is drilled in the gasket to form the sa.mple space, which is
filled with the sample, a hydrostatic pressure medium, and small chips of ruby
which are used for determining the pressure. Pressure is applied by either a
piston cylinder arrangement or three to six screws. These cells IWiII be described
in much more detail below. Diamond anvil cells are relatively inexpensive,
simple in design, and provide full optical access due to the transparency of
diamond. This is of course the most critical feature for this work since it is
compriséd largely of optical spectroscopy. The major disadvantage of this
- technique is that one must use small samples, with maximum dimensions on
the order of hundreds of microns. |

The ranges of pressure and temperature for which the different

techniques discussed here are useful are shown in Figure 2.3

iamond Anvil Cell -
2.2, r ion he Diamond Anvil i

Diamond anvil cells (DACs) were first developed in 1959 (Jamieson,
1959; Weir,1959). The core of the cell consists of two diamonds which have.
had their culets ground down to form a flat surface a few hundred microns in

diameter. The rest of the cell holds the diamonds diametrically opposed and
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Fig. 2.2. Schematic cross-section of a diamond anvil cell illustrating the
way in which .a sample is contained by a metal gasket while being
squeezed between the culet faces of two diamonds. Ruby chips are used
to measure the pressure (Williams, 1991). ,
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Fig. 2.3. Pressures and temperatures that can be achieved using various
techniques discussed in the text. The shock wave temperatures depend
on the sample material so the shaded area is only approximate. MAX-80
(Shimomura, 1985) is a specific multi-anvil cell (Williams, 1991).
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applies the force necessary to bring the diamonds together and exert pressure

on the sample mounted between them. Diamonds are the best material for
creating extremely high pressures becausé they are the hardest known material
and are not prohibitively brittle. Diamonds afe rated a 10 on the Mohs scale,
and the interval between 9 and 10 represents a much larger difference in
hardness than is normally represented by a single step on this scale.

In addition to applying pressure, there are two other |mportant functlons
that a DAC must perform. First, it must keep the two diamonds translationally
aligned. If this is not dohe, there will be areas on the face of the diamond which
will have large pressure gradients, increasing the likelihood of diamohd
fracture. Second, the diamonds must be kept extremely parallel. If this does not
. occur, then the edge of one diamond will be forced into the facé of the other,
concentrating the stress at this edge and again making the probability of
diamond failure high. Though there are several variations of diamond anvil
cells, they differ mainly in the way that pressure is applied and fall into one of
two categories: 1) piston-cylinder type or 2) Merrill- Basset type.

An example of the piston cylinder cell is the National Bureau of
Standards cell designed by Piermiani and Block (1975) shown in Figure 2.4.
Pressure is applied by turning a screw. and compressing Belleville washers.
The upper diamond plate cah be translated by the use of three adjustment
screws symmetrically situated around the backing plate. The diamonds can be |
made parallel by tilting the hemispherical mount using the‘ adjustment screw
shown in the fighre. The diamond mounts are normally made of metal which
has been hardened to Rockwell 55-60 and have holes through their center to
allow optical access for experimental purposes. Pressures as high as 500 kbar
have been reached with these cells, and pressures of several megabar have

been reached with other piston-cylinder type cells (Jayaramén, 1983).
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Fig. 2.4. Sectional view of the National Bureau of Standards ultra-high

pressure DAC developed by Piermiani and Block (1975) (Jayaraman,
1983). '
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The DAC used in thev research for this thesis, shown in Figure 2.5 was
designed by Sterer, Pasternak, and Tay'lor (1990). It is a Merrill-Basset type cell.
In this type of DAC, pressure is applied by' either three or six screws which pull
the two halves of the cell together when tightened. The disadvantage of a -
- Merrill-Basset type cell is that it is more difficult to keep the diamonds parallel
than when using a piston-cylinder type cell, where alignment is automaticlly
maintained. Alignment is maintained in a MerriI.I-Ba'sset cell by measuring its
thickness at three points arbund the cell diameter and tightening the screws in
sucha man-nér as to keep the relative thicknesses constant. Three pins coming
up from the boﬁom of the cell mate with three holes in the top of the cell in order
to help maintain this alignment. Translational alignment is performed using
three adjustment screws situated symmetrically around the bottom backing
plate. The upper backing plate is machined to fit very tightly into the hole where
it is‘.held in and is not free to. move. The main advantage of this type of cell is
that it can be made very small. In fact,; the cgll shown above is the smallest
diamond anvil cell currently in use. lts diameter is slightly less than one inch,
which aIIowé it to fit into most cryostats and made the present work possible.

This cell has been used to obtain pressures in excess of three hundred kilobar.
2.2.2. Diamonds

The type of diamond one chooses to use in the diamond anvil cell
dependé on the experiment to be performed. Diamonds are classified as either
Type | or Type Il. Type | diamonds are characterized by the presence of nitrogen
impurities. The nitrogen forms several types of defects (Seal, 1984) , including
_ substitutional nitrogen, A centers (which are believed to be nitrogen pairs), B

centers (which are believed to be larger nitrogen aggregates), and defects
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Fig. 2.5. An exploded view of the miniature diamond anvil cell: 1) Alien
screws used to generate pressure, 2) platens, 3) upper fixed backing
- plate, 4) gasket, 5) diamond anvils, 6) lower adjustable backing plate, 7)
positioning and gasket holder pins, 8) lower backing plate adjustment
screws, 9) cell holder used to change pressure (Sterer, 1990).
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- which are referred to as platelets because they were at first thought to be planar
nitrogen defects. Although the platelets are believed to be nitrogen related, their
precise structure is at present unknown. There are further subclassifications of
these two categories, but these distinctions are not important for this wdrk. The
important point is that the four defects mentioned above have strong
absorptions between 1100 and 1400 cm-1, making optical spectroscopy in this
region impossible. Type Il diamonds are all those diamonds which are not Type
I; that is, they contain virtually no nitrogen. Since these diamonds represent only
about 0.5 % of the total of diamonds mined, they are much more expensive.
Therefore, one chooses Type Il_diamond for optical work in the 1100-1400 cm-1
region, and Type | diamonds otherwise. All the work to be performed in this
theéis was carried out using Type | diamonds.

Diamonds can be further classified by the way they are cut. There are
two main types of cuts dsed in diamond anvil cell research. The first is shown in
Figure 2.6a and is called the modified brilliant design. As the name suggests, it
is a simple modification of the cut most commonly used to make jewelry. The
modification is that:the bottom of the diamond is truncated in order to form the
culet face, which is the narrow flat section of the diamond. 'The larger flat section
is referred to as the table, and the girdle is the thickest section of the diamond.
This design was chosen by early workers in the field because it was readily
available, but it is not the stfongest possible cut. The brilliant design maximizes
internal reflection and dispersion rather than strength.

. The second, stronger design is referred to as the standard design and is
vshown in Figure 2.6b. The main goal of this design is to maximize the amount of
- the diamond which is in the volume directly beneath the diamond table. The
fraction of the diamond outside of this volume is under low stress in a DAC and

does not contribute very much to the strength of the anvil (Seal, 1987). In fact, in

A
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(a)

(b)

Fig. 2.6. Shapes of diamond anvils: a) modified brilliant design, b)
standard design (Seal, 1987).
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the modified brilliant design, only §7.5 % of the diamond is in the critical
volume. It is clear from looking at the figure that the standard design is much
more efficient in this respect. This is accomplished by reducing the number of
facets form fifty to twenty-six, drastically thickening the girdle, and lowering the
table towards the girdle. Diamonds of the standard design were. usedvfor the
most of the work described in this thesis. It should be mentioned that to achieve
'very high pressures (> 500 kbar), the culet is often beveled. This reduces the
stress concentrations on the edges of the culet.

Low birefringence is another important'factor in choosing diamonds.
Since diamond is a cubic lattice, if it were unstrained it should have no
birefringence. The current belief is that a diamond with low birefringence is less
strained and is therefore less Iikeiy to fail under the extreme conditions to which
anvils are subjected. )

2.2.3. Gaskets

When diamond”anvil cells were first introduced, the sample was simply
squeezed between the two diamond anvils, which of course created a uniaxial
stress on the samples. To achieve high pressure it is necessary to use
hydrostatic pressure, and this necessitates the use of a gasket. A gasket is a
thin piece of metal placed between the two diamonds with a hole drilled in it in
order to form a sample space. lts use was first demonstrated by Van Valkenburg
(1965). The hole is filled with a pressure medium, a sample, and chips of ruby
for measuring pressure (this will be discussed in detail in Section 3.3). The
sample space is sealed by bringing the top diamond down onto the assembly of

the bottom diamond plus gasket.
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Materials commonly used for gaskets include Inconel, spring steel, and
for very high pressures, rhenium. The initial thickness of the gasket is usually
roughly 250 um and it is indented to a thickness of approximately 50-100 um.
The indentation of the gasket is shown in Figure 2.2, which also illustrates how
the gasket material extrudes around the diamond faces. It isvthought that the
extruded material helps to prevent diamond failure by supporting the anvils

near the edges where stresses may concentrate.

r re Medi

A wide variety of pressure media hévé been used for DAC research, and

Table 2.1 gives a list of some of these materials along with their useful pressure
ranges at room temperature. A 4:1 mixture of methanol:ethanol is perhaps the
easiest on the list to work with because it is a liquid at room temperature and no
cryogenics are required. However, a Strong disadvantage of this medium from
the point of view of spectroscopy is that it absorbs in the infrared. This problem
can be overcome by using liquid N2 and Ar, both of which are transparent .in the
“infrared. Although these are cryogenic liquids, it turns out that loading cells with
them does not present too much extra difficulty. The‘most hydrostatic medium to
use is liquid He, but this requires sophisticated apparatus for the loading of
samples. All work in this thesis used either methanol:ethano!l or liqUid nitrogen
as the pressure medium, and the techniques for loading cells using these

media will be discussed in the next section.
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Table 2.1. Some pressure media and their useful pressure ranges at 300 K
(Jayaraman, 1983).

Pressure Limit for

Medium - nearly hydrostatic
behavior (kbar)

Methanol:Ethanol =200

4:1 Methanol:Ethanol =200

He ‘ >600

Ne ' | 160

Ar | ' 90

Xe | 300

H> | >600

D2 - | | ?.

N2 o 130

Oz ?
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225 1 oading the Diamond Anvil Cell

In this section | will discuss how to load the miniature DAC described
éarlier. The first step in loading fhis or any diamond anvil cell is to glue the
diamonds to the backing plates. The eboxy to be used is determined by the type
of experiment being performed. For the low temperature work described in this
thesis, it was found that both Stycast 2850 and Miller-Stephenson 907 épéxies
worked well, meaning th‘e'y would adhere to the metal backing plates and
diamonds and remain stuck through many thermal cyclings between room
temperature and 4.2 K. |

- Once the diamonds are glued, they must then be aligned. The first stép in
alighing is to roughly center the bottom backing plate using the three set scfews
in the bottom the cell. The top plate (with diamond glued on.) is pushed firm.ly
into the top half of the cell. It is important to make sure that both backing plates
are lying completely flat, 'sinc;e otherwise the high pressure encountered in the
loading process will make them lie flat and change the relative tilt of the
diamonds. |

The next step is to insure that the diamonds are parallel. After sliding the
fop half of the cell down onto the bottom half, which .should be done very gently,
one observes interference fringes between the diamond culets. These fringes
are simply an example of Newton's rings. By gently tilting the cell, one watches
for the disappearance of the rings to signal that the culeis are parallel. At this
point three screws should be put in and tightened so that the diamonds are
snug. |

The diamonds must next be aligned translationally. This is done using
the three set screws which were used to roUgth center the bottom backing

plate above. They are adjusted until the faces line up. If using standard cut
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diamonds, which have only eight sides, it is important to make certain thaf the
octagonal faces line up at each vertex. This usually requires rotation of the
bottom diamond. The culets of the sixteen-sided modified brilliant cut diamonds
are so close to circular that rotational alignment is not required.

~ After the translational alignment is complete, it is likely that the diamond
will no longer be precisely parallel. So, the procedure for making them parallel
must be repeated, followed by énother translational alignment. This prbcedure
is iterated until the culets appear to be completely aligned. At this point, fhe
thickness of the cell should be recorded at each of the three screw positions.
These relative thicknesses should be maintained at all times when working with
the cell. The three thicknesses should all agree to within 0.1 mm. If they don't,
there is probably some foreign matter underneath the backing plates which
should be removed. After the cell is aligned, the gasket must be prepared.

A gasket should be cut out in the shape shown in Figure 2.7. Three holes
are drilled in order to slip over the three: alignment posts of the céll, which
makes it possible to slip the gasket on and dff‘ and continually place it in |
precisely the same position. Most of the material must be cut away to make
room for the pressure application screws.

The next step is to pre-indent the gasket, which is done by first slipping
the gasket onto the bottom half of the cell. The top of the cell is then put on and
three screws are put in place 'and slowly tighténed, measuring the céll thickness
at the épecified points to insure the maintenance of culet parallelism. The
screws are tightened until the gasket has the desired thickness. ln addition to
the advantages of pre-indentation mentioned in the section on gaSkets, it is also
believed Eby some workers in the field that the diameter of the sample'hOIe is
less likely to increase under pressure if the gasket material is thin. If the hole

diameter does increase, the pressure medium will leak out when the hole
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reaches the edge of the diamond culet. Of course, the gasket must not be made
thinner than the sample. A further advantage of pre-indentation is that it allows
one to drill a sample hole which will sit in the middle of the diamond faces, and
it also helps in putting the gasket in"precisely the same position each time.

After pre-indentatidn is COmplete, pressure is slowly released and the
gasket is removed from the cell in order to drill a hole to form the sample space.
A #78 tungsten carbide drill bit was used to drill é 400 um hole to contain a 300
um sample for much of the work described in this thesis. One has' to start with a
hole bigger than the sample diameter because the hole size initially decreases
with increasing pressure. Once the hole is drilled and deburred, the thickness of
the pre-indented portion of the gasket can be measured. If it is not of the{desired
thickness, further pre-indentation can be carried out. Once the gasket is
prepared the ceil can be loaded

Regardless of the pressure medium which is used, the first steps in the
actual loading of a sample are the same. The gasket is placed in position and
the sample, along with a few chips of ruby which have been ground to a few
microns in diameter, are placed in the sample space. The bottom half of the cell
is then placed on a tightening stage, which is simply a piecé of aluminum with
three posts which mate with three holes in the cell. This allows one to tighten
the cell without having it rotate. |

The remainder of the procedure is dependent on the pressure medium
used. In order to load with a methanol:ethanol mixture, a syringe is used to put
one or two big drops of the medium onto the sample. To avoid evaporation, the
" top of the cell must be brought quickly down and the screws tightened by going
around the diameter of the cell turning each screw a small amount. Six pressure
application screws are used if the desired pressure is above 50 kbar, otherwise

three screws are sufficient.
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In order to load with‘nitrogen, the top half of the cell is mounted and the
pressure application screws are put in. However, no force is épplied; The
screws are tightened just to the point before any force is required, and they are
adjusted until measurements of the relative thickhess around the cell verify that
the diamonds are aligned. The entire cell is then put on the tightening stage and
immersed in liquid nitrogen. After the nitrogen has stopped boiling rapidly,
helium gas is bubbled in. .This reduces the boil'ing tremendously, making it
.much less likely that nitrogen gas will be trapped in the sample space. If g’és is
trapped, the hole will collapse inwards when pressure is applied and crush the
sample. It is not clear why bubbling in the He gas is so helpful, but it is
. hypothesized that the gas increases the therma'l conductivity of the nitrogen,
which would mean that the heat wbuld be brought to the surface much more
quickly and would subsequently decrease the boiling rate. Once the nitrogen is
sufﬁciently calm, the pressure application screws are tightened by going around
the diameter of the cell turning each screw a small amount. This procedure is
continued until the screws can no longer be tightened using a screwdriver allen

wrench. The cell is then removed from the liquid nitrogen.

le Pr ration

There are two steps to preparing semiconductor samples for loading into
a diamond anvil cell. The first step is thinning and polishing of the éample,
which occur simultaneously, and the second step is cutting. As discussed in the
- previous section, it is thought that the diameter of the gasket hole is less likely to
increase under pressuré if the gasket material is thin. If the hole diameter does

increase, the pressure medium will leak out when the hole reaches the edge of
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the diamond culet. This implies that the attainment of higher pressures requirés :
the preparation of thinner samples in order that they will not be crushed by a
thinner gasket. The desired sample thickness is normally in the range 25-100
pm, which corresponds to a maximum pressure between roughly 115 and 40
kbar, respectively.

The first step in thfnning and polishing is to use a dicing saw to cut out a
small piece of semiconductor 250-375 um thick. Any attempts to cut thinner
. pieces of GaAs or InP will result in a shattered sample. GaAs samples may be
then lapped by hand using a 3 um Al>Og3 slurry as long as the samples do not
need to be thinner than 50 um. Thinner samples are too fragile and must be
mounted on some form of lapping plate, which is often simply‘a glass slide. A
‘finer polish can be produced on GaAs samples by a final polish on a felt pad
' saturéted with bleach. The preparation of very thin InP samples (~ 25 pm)
requires more care because these samples are extremely fragile. They must be
lapped on a graphiie block so that after they are cut, the wax used to hold them
in place can be dissolved from behihd the sample. This allows one to dismount
the samples without hgvin_g to handle them very much. All sample movement is
accomplished with the bristles of a very fine paint brush.

In Fourier transform spectroscopy it is important to minimize the amount
of light leaking around the samplé. Since the sample hole in the gasket is
round, it was decided that round samples should be cut to fill the hole. In order
to perform the delicate task of cUtting cylindrical shaped samples 300 um in
diameter and ~50 um thick, a tip for a low power ultra-sonic cutting machine
Was made which used the ﬂattened end of No. 23 hypodermic needles as the
cutting surface. Do-All wax was the only wax found that would consisténtly hoid
the samples to either the glass slide or piece of graphite to which the sample

was mounted. Sticky wax was somewhat less effective but also proved useful.
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With this technique, a high percentage of undamaged sarhples could be
recovered after cutting. After recovery, the samples are boiled in TCA and

methanol to remove wax and grease.

re M remen

The ruby fluorescence scale for measuring hydrostatic preésure was
developed by Forman (1972) and is based on the pressure dependence of the
wavelength of the R1 and R fluorescence lines of the Cr3+ion in ‘ruby. These
lines may be excited with blue or green light from a He-Cd or Ar ion laser. The
dqublet structure of the fluorescence is a result of the size of the Cr3+ion. In a
- cubic field tﬁe Cr3+ jon would show only a single fluorescence line due to the
spin transition 2E—4A,. However, since the Cr3+ replaces an AR+ atom and is
too big to fit su.bstitution_ally, it assumes a lower symmet_fy position and the 2E is

-split due to a removal of spin-orbit degeneracy (Férraro,1984). Pressure
measurements based on this doublet are problematic at températur_es above
300 °C where the two lines broaden into one. Howevér, ruby has been found to
be the oyerall best pressure calibrant because 1) its fluorescence is more
intense than other materials, 2) the pressure dependence of the fluorescence
lines is reasonably strong, and 3) the R linewidth is extremely sharp (7.5 A)
(Barnett, 1973). |

The 'dependence of the transition wavelengths has now been calibrated
out to one Megabar against the p-V relationship of several materials, including

Co, Mo, Pd, and Ag (Mao, 1978), as shown in Figure 2.8. This dependence is
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Fig. 2.8. Shift of Ry and Ry ruby fluorescence lines with pressure (Jayaraman,

1983).
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found to be linear below 300 kbar and to have a magnitude of 0.36 A/kbar. The
dependence is sublinear at higher pressures and Mao has proposed a

calibration curve of

J

p(Mbar) = 3.808((AMA)/6942 + 1)° - 1). 2.1)
The hydrostatic pressure dependence of both lines in the doublet is found to be
equal, and they could be used interchangeably for calibration purposes. The R4

line is usually chosen though because it is slightly stronger.
232 re M remen m

The pressure measurement system which was constructed for this
research is shown in Figure 2.9. The main part of the set-up is an Olympus
microscope which is capable of magnifications ranging from 200 to 400 times.
The rﬁain advantage of using a mic’roscbpe is that it is easy to focus the iaser
beam onto any particular chip in the ruby cell. This set-up is much simpler than
pressure measurement systems set up on an optical table since there are no
adjustments of any opﬁcal components required. The focussing is automatically
taken care of by the microscope.

A 25 mW Omnichrome Ar ion laser is used to excite the ruby
fluorescence. The light from the laser is directed onto a dichroic mirror which
reflects the blue-green laser light down to the diamond anvil cell but lets only

the red fluorescence light travel up through the microscope and into the
| monochromator. The dichroic mirror is used to prevent any laser light, which
could potentially destroy the photomultiplier tube used to detect the

fluorescence, from entering the monochromator. The ruby fluorescence is then
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Fig. 2.9. Schematic of pressure measurement sySt_em.
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collected by the objective lens and travels back up through the microscope. At
the top of the microscope, the light is reflected by a right angle prism into a
Sciencetech 9050 monochromator, which is controlled by a Gateway‘2000
386/25 MHz computer. The light is detected at the exit slit of the monochromator
by a Hamamatsu 928 muitialkalai photomultiplier tube which has a Hamamatsu
1606-01 pre-amplifier'attached directly to its back end. The signal from the pre-
amplifier is then fed fnto a A/D board plugged into the computer. Each time the
monochromator stepé, one hundred values from the A/D board at the given
wavelength are averaged and the result then recorded. This allows one to
record a spectrum of intensity as a fuhctidn of wavelength, and shows the
characteristic R1-R2 doublet if the laser is focussed on a ruby chip. An example -
of such a spectrum is shown in Figure 2.10.

One complication in this work is that it was neceésary to know the
pressure in the DAC at low temperature, but it is not pbssible to berform ruby
fluorescence while the DAC is at liquid helium temperature. The following
technique was therefore employed to calibrate the pressure in the cell at low
temperature. The pressure in the DAC was measured at room temperature, after
which it was immersed in liquid nitrogen. The pressure was then nﬁeasured
again taking into account dv/dT of the fluorescence, which is independent of
pressure (Jahren, 1990). It was assumed that the pressure did not change
between 77K and 4K since .the_coefficient of thermal expansion of the cell,
which is made of Vascomax 350, is small at low temperafures. It was found that
the pressure in the cell at 77 K was roughly four kbar below the pressure
measured a;t 300 K after the cooling process. This change in pressure is

independent of the pressure in the cell.

40



Intensity (arb. units)

IS T T K TN SN SN N OU U JON TN NN (O A N YO TN N VRN N N SN VNN S W SO OO AN NS A O O A

693 694 695 636 697
Wavelength (nm)

Fig. 2.10. Sample spectra of ruby fluorescence R1 and Rz lines taken
with the pressure measurement system described in the text (P = 51
kbar).
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3. Characterization Techniques

While the previous chapter described techniques for bringing
semiconductor samples to high pressure, this chapter will focus on how these
samples were characterized in the work described in this thesis. The main
techniques used to study the samples were optical spectroscopy, employing
both Fourier transform and grating spectrometers, and Hall. effect. This chapter
will provide an introduction to all df these techniques, including those used to

perform optical spectroscopy under high pressures in a diamond anvil cell.

3.1.' Fourier Transform and Grating Spectroscopy '
3.1.1. Fourier Transform Spectroscopy

Spectroscopy 6f semiconductor defects comprises a major part of this
thesis, so it is appropriate to give a brief discussion of the different types of
spectrometers used. We begin' with a description of a Fourier transform
spectrometer. The heart of this instrument is a Michelson interferometer, shown
schematically in Figure 3.1. It consists of a light source, a beamsplitter, a fixed
mirror, @ moving mirror, and a detector. The light travels from the source to the
beamsplitter, where part of the beam is reflected to each of the mirrors. The two
‘ beams are then reflected back to the beamsplitter, where they recombine en
route to the detector. In Fourier transform spectroscopy, the intensity of the light
at the detector is measured as a function of the position of the moving mirror.
The plot of this intensity versus position relationship is referred to as an

interferogram. The desired result in a spectroscopy experiment is a spectrum
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of intensity versus frequency, which is the Fourier transform of the interferogram.
The calculation of the Fourier transform of an interferogram is computer
intensive so the use of this technique did not become practical until computers
with sufficiently large memory and high speed became available. The pri)cess
of how spectra are obtained using this type of instrument will now be explained
in more detail.

We begin the discussion by considering a very ‘simple experimental
arrahgement in which the light source is a monochromatic laser of wavelength
A. When the path lengths from the beamsplitter to the two mirrors in Figure 3.1
are equal, the two beams will constructively interfere and there will be an
absolute maximum in the intensity of light detected. As the moving mirror is
translated, a phase shift develops between the recombining beams which
reduces the intensity of the light reachi'ng the detector. When the moving mirror
has moved by the distance A/4, the path difference A between the two beams is
A2 and the two beams will destructively interfere, resulting in a minimum of
detected light. The sum of the two beams can be shown to be lg(1 + cosd),
where lg is the intensity at A= 0 and 8 = 2r(A)/A. Therefore, the interférogram is
simply a cosine wave of wavenumber k = 1/A. The FoUrier transform of a cosine
wave is a delta function ét k = 1/A, and the épectrum will thus show a single
peak at the laser frequency. Because the moving mirror has a limited path
length, however, the peak will not be a delta function. The interferogram shows
a finite number of sinusoidal oscillations and not an infinitely long wave. A
detailed calculation (Bell, 1972) shows that the spectrum of a monochromatic

source of wavenumber k' produced by transforming a finite interferogram is

B(K) = 2L(sinz/2), (3.1)
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where L is the maximum optical path difference between the two arms of the
spectrometer and z=(2x)(k' - k)L. This function is referred to as the instrumental
line shape. It produces a peak with full width at half maximum of 0.61/L. One
normally takes enough data points so that the instrumental resolution is higher
than the natural linewidths of the peaks being observed. 1

In an actual spectrometer a broadband source is used and the response
at the detector is a sum of cosine waves from all of 'the_different wavelengths
present. There is a strong maximum at A = 0 which is referred to as zero path,
since all wavelengths constructively interfere at this point. Far away from zero
path the intensity falls to lzero path/2 since the phase of all the different waves is

random and

2n
1 f d6 cos29=1.
0 (3.2)

An example of an interferogram is shown in Figure 3.2a. The spectrum of the
sample, which is the Fourier transform of the interferogram, is seen in Figure
3.2b. The Fourier transform is essentially a calculation of the relative amplitudes
of each frequehcy present in the interferogram. The resuit is a plot of detected
intensity versus k. |

A critical aspect of spectroscopy is the need for filters to eliminate
aliasing, which is the appearance of high frequency spectral features in a low
frequency spectrum. To observe radiation of a wavelength A in Fourier
transform spectroscopy, one must take a data point every A/4 units of mirror
travel, which corresponds to A = A/2, since this is the minimum number of points
which will define a sine wave of a given wavelength. This implies that twice as

many data points must be taken to observe frequencies up to 4000 cm-1 than to
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observe frequencies up to 2000 cm-1. However, since collection time and
computer storage space are proportional to the number of data points recorded,
it is desirable to take data only up to frequencies of interest. Aliasing arises
when the data are not taken at sufficiently small mirror displacement intervals to
observe high frequency light reaching the detector. For example, consider
taking data o'vef the range 0-2000 cm-1, which corresponds to taking a point
eVery 1.25 um of mirror travel. If there is light reaching the detector which is of
frequency 3000 cm-1 this peak will be aliased into the spectra and will show up
at 1000 cm-1. This occurs because 3000 is a multiple of 1000 and the amplitude
of the 3000 cm-1 wave will make a contribution to éach data point which defines
the 1000 cm-1 wave. The way to avoid aliasing in this case would be to either
take data up to 3000 cm'1 or filter the incoming light to block radiation above
2000 cm-1. It is much mbre advantageous to use a filter, as was stated above.

All spectra shown in this thesis weré taken over the range 10-1950 cm-1.
Two filters were used to block out any higher energy light. First, a mylar
beamsplitter was used, and it passes very little radiation above 2000 cm-1.
Second, black polyethylene was used. This material is a low pass filter which
gently rolls off at higher frequencies. Virtually no light above 2000 cm-! reaches
the detector through this filter when a piece several thousandths of an inch thick
is used. ‘

The type of Fourier transform spectroscopy performed in this research is.
referred td ‘as absorption spectroscopy. In this method, a sample spectrum is
divided by a reference spectrum. The reference material is usually identical to
the sample material except for the particular aspect under study. For instance,
when studying Si impurities in GaAs, the reference material would be GaAs with
no Si present. Figures 3.3a and 3.3b shows the spectra obtained for GaAs:Si

and an undoped GaAs reference sample. The spectra are then divided and the
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negative logarithm of the result is taken to produce an absorption spectrum, as
shown in Figure3.3c. The reason for this procedure is made clear by the
following argument. If at a particular frequency lg represents the intensity of light
| -Which reaches the detector through the reference material, then Ioe'axl '

represents the amount of light reaching the detector through the éample, where

X = the thickness of the sample and o = the absorption coefficient = ng, where n
= the concentration of the absorbing defect and o = the defect absorption cross
section. Therefore, the process described above for producing an absorption

‘spectrum gives

o ' (33)

where ax is referred to as absorbance. The final result is therefore a plot of the
absorbance vs. k for the impurity under study. As shown in Figure 3.3c, this
method yields. peaks which are specific to the doped samplé and not the
reference sample. | |

The particular spectrometer used for this thesis research is a Digilab 80-
V spectrometer. A schematié is shown in Figure 3.4. The entire chamber of the
- spectrometer is evacuated since water vapor in the air has a great many
| absorption lihes in the far-infrared. Since the moving mirror moves on an air
bearing, the air fed into this bearing is first run through an air dryer. The source
is a SiC globar which is sfmply a blackbody source run at 1200 °C. While this is
not a particularly bright source of infrared radiation, it is the best cu_rrently'
available. Below 100 cm-? mercury arc Iarhps are superior light sources.

Looking at the figure, one can trace the path of the light from the source to a
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Fig. 3.4. Schematic of Digilag 80-V vacuum Fourier transform spectrometer.
Data is taken from the TGS detector or a detector mounted behind the
sample, amplified, and then recorded by the computer (Heyman, 1992).
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parabolic mirror which converts the light diverging from the source into av
- parallel beam.

The light then travels through the interferometer, which is actually
composed of two interconnected interferometers. A mirror is mounted on the
back of.the moving mirror, and this mirror is the moving mirror for a secondary
interferometer. This interferometer serves to define the poéition of the'moving
mirror in the primary interferometer. There are two additional light sources
present for this purpose, a white light source (which is merely a light bulb) and a
red HeNe laser. Since the white light source gives off a large amount of visible

| fadiation, which has a short wavelength in comparison with infrared radiation,

the interferogram it produces is very sharply peaked at zero path. This ~

interferogram therefore provides a very accurate zero path position for the
primary interferometer. The relative .position of the mirror is tracked by counting
maxima detected in the interferogram of the He Ne laser. As was previously
discussed, a maximum occurs each time the mirror moves a distance Aqe Ne /2.
After emerging from the interferometer, the recombined beam is directed
by a planar mirror and a weakly focussing parabolic mirror into the sample
space. The sfze of the beam at the focus is roughlyv1 cm, and this is where the
sample is placed. The detector is usually mounted either directly behind the
samplé or at a more remote location. The Digilab spectrometer is equipped with
-a TGS (Tryglycine Sulfate) room temperature pyroelectric detector. An off-axis
parabolic mirror is combined with a planar mirror to bring the radiation leaving
the samplé space to a focus at the detector. A change in temperature of the TGS
detectof creates a change in its capacitance, and this change is converted into
a voltage which is then recorded. The photoconductor detectors used in these
studies, which will be described in more detail in' Section 3.1.4, detect a photon.

when it ionizes an impurity electronic level. A bias is kept across the detector
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which sweeps out carriers as they are created. Photoconductive detectors are
much more sensitive then pyroelectric detectors, but they do have several
disadvantages. First, they cannot detect any radiation below the ionization of
the impurity level in the detector. Also, they do not have a flat response as a
function of wavelength. Pyroelectric detectors have a response which, although
it is not flat, varies linearly with frequency. Despite these disadvantages, .

photoconductors must be used when photon fluxes are low.

Another important type of optical spectroscopy is grating spectroscopy.
This is very different from Fourier spectroscopy in that spectra are recorded a
single wavelength at a time. The heart of a grating spectrometer is a .
monochromator, which is no'rmally comprised of an entrance slit, mirrors, a
grating, and an exit slit. A schematic diagram of a monochromator is shown in
Figure 3.5. As shown in the figure, light enters the monochromator through a
narrow entrance slit. The light is then made parallel by a parabolic mirror and
reflected by a planar mirror onto the grating. The gratving of the monochromator
is comprised of a series of closely spaced parallel grooves as shown in Figure
3.6. Each groove acts as a radiation source, diffracting the incoming light at
various angles. For a given refiection angle r, there is a maximum in the
intensity of a wavelength A reflected from the grating when the path difference
between light reflecting off successive slits is an integral number of
wavelengths. This is just the condition for constructive interference and is given

by

mA =d(sini +sinr), (3.4)
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where m is the order of the maximum, d is the spacing between the slits, and i
- and r are the angles of incidence and reflection measured from the normal to
tHe grating surface. First order implies that there is a path difference of one
wavelength between adjoining slits, and so on for higher orders. The light is
then reflected by mirrors through the exit slit. If light of wavelength A passes
through the exit slit of the monochromator, this implies that higher orders of -
radiation with wavelengths A/2, A/3, etc. will also exit through the slit. This
radiation must be eliminated using appropriate filters if this is important. By
rotating the grating one f‘cah choose the wavelength of light which travels
through the monochromator and reachesv the sample. A spectrum is produced
by rotating the grating through.a given angular range, recording the response at ’
éach wavelength. The resolution is limited by the width of the entrance and exit
slits and the number of grooves per cm on the grating.

A grating spectrometer takes the Iight from the exit of a monochromator
and sends it through the sample to a detector. The grating spectrometer used in
these studies is a ‘Cary 2390 spectrophotometer. A schematic of thé apparatus

“is shown in Figure 3.7. An extremely useful feature of this equipment is that the
source beam is ch_opped. Thi*s is\imp'ortant because it implies that the
spectrometer can be used in conjunction with a lock-in amplifier to detect vyeak
signals. It is capable of spectroscopy from the near infrared all the way to the
Aultraviolet region of the speCtrum, thbugh different sources, gratings, and
detectors are used for different wavelength regions. Ultraviolet and visible
lamps are used as éources in the appropriate ranges. Different gratings are
used below and above 800 nm beéause it is only' possible to optimize grating
geometries for a particular wavelength, and the grating efficiency decreases
rapidly away from this optimum wavelength. A photomultiplier tube is Use_d to

detect visible radiation while a PbS detector is used to detect near infrared
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56



radiation. The PbS detector is a photocohductor which detects excitations from
the valence band to the conduction band. Although the Cary spectrometer is a
high performance instrument, for the work done in this thesis it was used only as

a source of monochromatic light.

There are several advantages of é Fourier transform spectrometer over a
grati'ng spectrometer, and this explains why the bulk of the optical work in this
thesis was performed on a Fourier transform machine. The main advantages
~ are normally referred to as the Feligett (Fellgett, 1958) and Jacquinot advantage
(Jacquinot, 1960). The most important conclusion which follows from the
Fellgett advantage is that it is possible to acquire comparable spectra in less
time using a Fourier transform spectrometer than a grating spectrometer. This is
a consequence of the fact that each scén of an interferometer (which is defined
as one translation of the moving mirror along its full length of travel) contains
information about the whole range of wavelengths being observed while a data
point in a grating spectrum only contains information about a single wavelength.
The Fellgett 'advantage can be considered quéntitatively as follows. If one is
measuring a spectrum using a monochromator over a range of wavenumbers

K1 - ko with resolution Ak, then the number of points in the spectrum is
M= (kg - ko)/Ak. - (3.5)

If the time for the total spectrum to be observed is T, then each point in the

spectrum will take time (T/M) to observe. Assuming the noise is independent of
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the signal intensity, then the signal-to-noise ratio (SNR) for a grating spectrum is

given by

Since in an interferometer all wavelengths are observed simultaneously, the

signal to noise ratio is proportional to

SNRinterferometer & T2, (3.7)

Therefore, the advantage of the interferometer over the grating spectrometer is

proportional to M1/2. Since M can easily be on the on the order of 10,000, this
represents a substantial advantage. It should be pointed out that in the visible
range _where excellent detectors are available and the noise is photon limited,
i.e. itis propbrtional to the square root of the signal, then the Fellgett advantage
disappears. This advantage is also irrelevant if only a small spectral range is
being observed.

The Jacquinbt advantage of interferometers over grating spectrometers is
a function of the relative optical throughput of these instruments. The resolution
of a grating spectrometer depends linearly on the entrance and exit slit v_vidth. in
contrast, the resolution of an interferometer is dependent for the most part on
the length which the moving mirror travels. This implies that the optics at the
entrance of an interferometer can be made large without having any significant

reduction in the resolufion of the instrument. Thusv, for a given resolution, the slit

sizes for the grating spectrometer are never comparable to the source and

detector areas possible with an interferometer. High resolution in a grating

- spectrometer also requires large focal radii for the collimating mirrors, which
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results in small solid angles. Agéin, this is not a problem for an interferometer
where the light is not being dispersed. Fdr these reasons, the interferometer has
a throughput roughly 200 times that of the best ‘grating instruments and this
results in a significant decrease in the amount of time réquired to obtain a
spectra of a given SNR.

Despite the advantages of an interferometer over a grating speqtrometer,
there is a very important circumsténce where the use of grating type instrument
is crucial. For the study'of some semiconductor defects, it is sometimes
important to shine only a single wavelength at a time on the sample. This is the
case for DX centers since certain wavelengths of light can convert them into

_shallow donors.
ical in the Diamond Anvil Cell

Fourier transform and grating spectroscopy of semiconductor defects in a
diamond anvil cell (DAC) form the basis of the research described in this thesis.
Prior to this work, though, the technique for performing this type of spectroscopy
had not been developed. It is easy to undéré_tand the difficulties associated with
performing spect'ro'scopy of samples mounted in a DAC. The sample size is
limited to the order of a few hundred micrometers in diameter and roughly 100
- pm in thick'ness. While it is common practice' to do spectroscopy in a DAC on
samplés where the absorption is due to intrinsic effects (i.e., 1022 atoms/cm3),
spectroscopy of defects, where typical concentrations are 1017-1018 ¢m'3,
requires greatly enhanced sensitivity. The problem is one of achieving sufficient
signal-to-noise{ ratio, and the remainder of this section will describe the

experimental set-up used to overcome this problem.
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The assembly shown in Figure 3.8 is the most important component for
the experimental work described in this thesis (Wolk, 1991a). It is a monolithic
assembly consisting of a mirror, Iig}1t concentrating cone, diamond anvil cell,
and photoconductor detector. It is mounted vertically into a liquid helium
cryostat placed at the sample focus of either the Fourier transform or the grating
| spectrometer used in this work. The mirror‘ directs the light which is travelling
horizontally through the spectrometer upwards towards the sample. The mirror
currently in use is a flat mirror, but a parabolic mirror would be superior in that it
would help focus the light onto the sample. The cone serves to concentrate the
spectrometer light on the sample. It is a straight Cone,’ which should be
replaced by a Winston cone in order to optimize the system. A straight cone is
roughly 70% as efficient as a Winston cone. The only reason these suggested
improvements were not tried initially is that they are much more difficult and
costly to fabricate.

A photoconductor detector is mounted directly behind the cell. Both
Ge:Be and Ge:Cu photoconductors, which have photoconductive onsets at 200
cm-1 and 350 cm-1, respectively, were used for thesé studies. These detectors
are most sensitive for low photon fluxes, and the responsivity and noise
equivalent power (NEP) of the Ge:Be detector are showh as a function of bias
for a particular set of operating conditions in Figuvrev 3.9 (Haegel, 1983). From
the figure it is clear that for these conditions the detector has a high responsivity
and an NEP which is not much larger than the photon limited background NEP,
which is roughly 10-16 WVHz. For this experiment, we are in a regime of higher
photon flux than the case shown in Fig. 3.9, but the detector is still performing
close to the photon noise limit. The detector was designed to fill the éavity it is
mounted in, and the cavity is spherical in the back to increase light collection

efficiency.
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Fig. 3.9. Responsivity and noise equivalent power (NEP) of the Ge:Be
phtoconductor used for the work in this thesis. Condtions for this data are

v =238 cm-1, photon rate = 1.5x108 photons/s, and T= 4.2 K. The photon
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This design has several critical features. First and most importantly, the
detector is mounted directly behind the cell, insuring that a significant fraction of
the phbtons which make it through the DAC will be collected by the detector.
Second, the design virtually eliminates stray radiation, a small amount of which
could dominate the small number of photons reaching the detector throﬁgh the
DAC. Finally, alignment is trivial since it is only requires the line-up of the 10
mm beam with the 12.7 mm diameter entrance to the mirror assembly. If the
detector is separated from the DAC, which is the set-up commonly use\d by |
other groups performing Fourier transform spectroscopy of samples mounted in
a DAC, povsitioning .of the cell becomes extremely criticél and therefore very

difficult.

3.2. Hall Effect

The final characterization technique to be discussed is Hall effect
analysis, which is used to determine the free carrier concentration in samples.
The principle of Hall effect is pictured in Figure 3.10. The figure shows the
croés-section of a sahple which has wires attached to the top and bottom as
well as each side. The sample is in a magnetic field B pointirig in the z-direction
and a current is passed through the sample in the x-direction. The Lorentz force
e(vxB) drives the electrons downward, where e is the charge on the electron
and v is the velocity of the' electron. This occurs until an electric field E of
sufficient s’trerich is built up and creates a force eE that balances the magnetic

force. The forces balance when

eE = e(VxBj. | | (3.8)

63



®
= ® -
- P d
Meter z
Current -
source ul

Figure 3.10. Standard Hall effect gedmetry.

\

2~

—

Figure 3.11. Van der Pauw arrangement of contatcs for Hall effect

analysis.

64



For the geometry shown in Figure 3.10, this reduces to Ey=vB;. The Hall

coefficient Ry is defined as
RH = Ey/(jxBz). © (3.9)
Using the reIationShipj = nev, where n is the free carrier concentration, gives
RH = 1/(ne). k | (3.10)

Since j and B are controlled by the experiménter, and a measurement of the
voltage across the sample in the y-direction provides the value of Ey, the free
carrier concentration can be determined directly. |

- In most cases, a van der Pauw arrangement of contacts is used. In this
arrangement, all four contacts are on the top of the sample as shown in Figure
3.11. The resistivity of the sample can then be shown to be (van der Pauw,

1958)

P Ri234 + Ros a1
In(2) 2 (3.11)

where t = the thickness of the sample, R12 34 = the resistance obtained form the
ratip of the voltage across contacts 2 and 3 and the current through contacté 1
and 4, Rz3 41 is similarly described, and the factor f depends on the ratio of the

resistances. For a square sémple f =1. The Hall coefficient in this case is

RH = (AR24,13)V/B, . '. o (3.12)

65



where AR24, 13 the change in resistivity when the B field is turned on, implying

that the free carrier concentration is equal to
n = B/(AR24,13)e. . (3.13)

These data can also be used to calculate the mobility in a sample, which

is just the speed of the free carrier per unit electric field. We have

v_ 1 _2nQ2) ARz 13
H “E~ =

1 .
nep  (nt) Ripza+ Rozay f

(3.14)

The mobility provides a measure of the number and type of scattering cehters
present in a semiconductor. The three main types of scattering mechanisms are
ionized impurity’scattering, which is essentially an example of Rutherford
scattering, neutral impurity scattering, and eiectron-phonon scaﬁering.

Because all of the samples studied in this thesis were heavily doped,
_ionized impurity scattering was the dominant mechanism limiting mobility. The
number of ionized impurities in a sample depends on the number of defects
which compensate the majority impurity. If there are i018 cm-3 shallow donors
and 1017 cm-3 acceptors, 1017 of the donor electrons will fall into the acceptor
states, as shown in Figure 3.12. This is simply a matter of the electrons falling
into the lowest energy state which is unoccupied. This implies that there will be

2x1017 ionized impurities in the sample. The compensation ratio, 6, is defined

as

concentration of minority impurity
. concentration of majority impurity” :  (3.15)
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It is clearly related to the ionized impurity concentration, which in turn
determines the mobility in a heavily doped sample. This relationship will be
used in the next chapter to determine the compensation ratio of the GaAs

samples studied in this thesis.
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4. LVM Spectroscopy of DX Centers in GaAs:Si

The experiment described in this chapter uses the observation of local
vibrational modes (LVMs) of defects in GaAs:Si to determine the charge state

and study the microscopic structure of the Si DX center. It is therefore

. appropriate to begin with a discussion of how these modes arise and can be

observed. An LVM is always associated with the vibrational motion of an
impurity atom which is lighter than the atoms comprising the host lattice.
Because the impurity is lighter, its vibrational motion does not significantly affect
the surrounding portion of the lattice and only the atoms in the first few nearest
neighbor shells experience any significant movement from their equilibrium
positions. ‘

We begin the discussion of local vibrétional modes by considering
phonons, which are completely delocalized vibrational modes. We stért by
considering an N-atom, one-dimensional diatomic chain with lattice spacing a,
as shown in Figure 4.1. The masses of the atoms are M (heavier atom) and m
(lighter atom), the force constants for the springs are k, and only nearest
neighbor interactions are considered. Using cyclic boundary conditions and

taking N to be even, the equations of motion for the atoms in the chain are given

by
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Fig. 4.1. Diatomic linear chain with nearest neighbor force constants
(Barker, 1975).
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Mxq = k(x2 - X1) + K(XN - X1)
mX2 = k(x3 - x2) + K(x1 - x2) -
o~ Mx3 = k(x4 - x3) + k(x2 - x3)
. (4.1)

MXN = k(x1 - XN) + K(XN-1 - XN).

These equations can be rewritten in matrix form as

2,

1

R
N
o

where
MOO
OmoO
OOM
M= (4.3)
and

2k-k0 0 . -k
-k2k-k 0 .. O

| 0-k2k k. O
=1L (4.4)
000
-k0 0
.We ndw look for a solution in the form of a travelling wave
- x=e¢ilqna/2-at) (4.5)
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where q = 2/A is the wavevector and w is the frequency of the wave. In other
words, we are assuming that we can find solutions that vary sinusoidally in both

time and space. Substituting this expression into Eq. 4.2 gives
(k - @2M)X = 0. (4.6)

This equation has solutions only for values of w2 which make the determinant of
the matrix (k - ®2M) equal to zero. The problem therefore reduces to a
diagnolization'of this matrix where the eigenvalues are the aliowed values of
2 and the eigenvectors give the displacements of each atom. | |

This equation was solved by Barker and Sievers (1975) for a 2N atom
chain of GaP ( M = 70 amu, m = 31 amu). The resulting dispersion relationship
is shown in Figure 4.2 for the case N—e. There are two main branches of the
diSpersion relationship, an optical and an acoustic branch, separated by a gap.
The optical branch is so named because neighboring atoms move in opposite
directions ahd this motion can thus be excited in an ionic compound such as
GaP by an electromagnetic wave. In the acoustic branch neighboring atoms
move in the vsame direction. The q values are limited to the range -n/a < q <
+7t/a since it does not make sense physically to have a wavelength shorter thén'
twice the lattice spacing.

Since it will be shown that the introduction of a defect into the diatomic
chain will result in modes which no longer have a sinusoidal spatial
dependence, it is useful for the purposes of comparison to describe the perfect
chain in a g-independent manner. One method of accomplishing this is to use

the density of states g(w), where
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Fig 4.2. Dispersion relationship for diatomic chain with N atoms
of mass M = 70 amu and N atoms of m = 31 amu, as N—.
(Barker, 1975).
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N =f g(co)dco (4.7)

and N is the total number of modes. Figure 4.3 shows a calculation of g(w)
versus o for an infinitely long GaP chain. |

We now examine the effect of replacing a P atom (m = 31 amu) with an
atom of m = 20 amu, as pictured in Figure 4.4. One difference is that one half of
the modes, all those in which the impurity atom undergoes some motion, are
affected. This is to be expected since the introduction of the impurity disturbs the
periodicity of the chain, leaving a single reflection plane and therefore
separating the solutions into those of odd and even parity. If the impurity does
not move in a given mode its frequency is unaffected, -but_ modes which do
couple to the impurity are shifted to slightly higher frequencies. |

The most étriking result of this substitution is that a new mode appears
which has é frequency'of 416 cm-1, well above the highest optical frequency
mode (370 cm-1). This is the local vibrational mode, and it can be seen -
appearing in the plot of g(®) in Figure 4.5. In contrast to the phonon modes, the
local mode has a highly non-sinusoidal character and the amplitude of the
nearest neighbor vibrations dies off quickly as one moves away form the
i'mpurity. This behavior is illustrated in Figure 4.6. A phySicaI afgument for thé
shape of the mode is that a high frequency mode is unable to propagate
through the chain since it would be outside the range of allowed eigenvectors of
the perfect chain: Thus, the mode must decay rapidly as one moves away from
the impurity site. This manner of thinking is justified mathematically since it is

found that the secular equation cannot be solved for the LVM fréquency unless
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Fig 4.3. Density of states for diatomic chain shown in Fig.4.1 as
number of atoms in chain approaches infinty. (Barker, 1975).
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Fig. 4.4. Diatomic linear chain with nearest neighbor force constants
and a light impurity (m'<m) replacing the lighter atom on the chain.
(Barker, 1975).
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Fig 4.5. Density of states for diatomic chain of 2N atoms (N-—eo)
with light impurity. M = 70 amu, m = 30 amu, and m' = 20 amu.
(Barker, 1975).
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Fig. 4.6. Local vibrational mode of impurity on chain shown in Figure 4.4.
Length of arrows represents displacement from equilibrium position. Atoms
far from impurity don't move significantly. (Barker, 1975)
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q is imaginary, indicating that the wave is damped for large deviations from the
. i b

impurity site. It is also interesting to examine how the degree of localization

depends on the impurity mass. As expected, a lighter impurity mass results in a

greater degree of localization.

Since the LVMS studied ih this thesis were observed using Fourier
transform spectroscopy this section will consist of a discussion of how light is
absorbed by a local vibrational mode. We will focus on the vibrational mode of a
Si impurity residing substitutionally on a Ga site in GaAs. Since GaAs
crystallizes in a zincblende structure, the Si atom is bonded tetrahedrally to four
nearest neighbor As atoms. In the spirit of the preceding section, we will model
the Si étom as connected to the As atoms by a spring of force constant k. We
regard the positions of the all atoms other than the Si and the four nearest
neighbor As atom to be fixed for the purposes of this discussion.

By' solving .the equations of motion, one can calculate the
- eigenfrequencies and eigenvectors for this system. Figure 4.7 shows two
solutions to vthese equations, both of which represent LVMs of the (Si + As
neighbors) system. The mode in 4.7a shows the Si atom moving against the As
atoms while the mode in 4.7b, which is referred to as a breathing mode
vibration, shows the Si atom to be stationary while the As atoms oscillate
around it. These modes will clearly have different vibrational frequencies and so
could be differentiated from each other experimentally. However, usin'g' Fourier
transfovrm spectroscopy, it is in fact only possible to observe the mode shown in
Fig.4.7a. The defect can only absorb light at its resonant vibrational frequenéy if

the vibrational mode is infrared active.
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(@) . (b)

Fig. 4.7. Vibrational modes of Si-As system imbedded in GaAs lattice. Bonds
to neighboring atoms are not shown and are assumed to be rigid. Only the
mode shown in (a) is infrared active.
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The absorption intensity of an LVM is dependent on how well the energy
of the incoming photon can bé coupled to a vibration. This is in turn determined
by the change in the dipole moment of the system in the presence of an
oscillating electro‘magneti'c field. For a simple system of a positively and
negatively charged particle, the dipol_é moment is defined as the product of the
maghnitude of the charges and the spacing between them. For -a more
complicated system, one replaces the distance between the charges with the
difference between the center-of-mass of the positive charges and that of the
negati?e charges. The differing electfonegativities of the Si and As atoms result
in a transfer of charge betweeh the atoms, leaving the As atoms with roughly
three quarters of an electron more than the Si atom (Chadi, 1992a). The system
has no net dipole though since the center-of-mass of the positive and negative

, chérges are both located at the Si atbrr{. Another way to look at this is to say that
the four Si-As dipoles exactly cancel one another.

| Absorption is due to a change in the dipole moment, however, and this
can be induced by an incoming photon. Since the wavelength of infrared
radiation is much larger than atomic spacings, the Si and‘ As atoms all feel the
same electric field. This means that the negatively charged As atoms willl move
in one direction while the positively charged Si atom moves in the opposite
~direction. This creates a separétion between the éenter of mass of the positive
and negative charges, changing the dipole moment from zero to a finite value.
This type of motion is exactly the one picture_d in Figure 4.7a, and this mode is
infrared active. We see that no change in the dipéle moment occurs for the
vibration pictured in Fig. 4.7b. The center of mass for both the positive and
negative charges remains'at the Si site throughout the vibration, implying that

this vibratioh is infrared inactive. It turns out that this vibration can be observed
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using Raman spectroscopy, which is sensitive to the change in polarizability of

a system in the presence of an electromagnetic field."
4.2 Motivation for the Experiment

.Once Maude et al (1987) showed conclusively that the DX center was
due to an isolated impurity, two basic questions remained‘_about the
microscopic structure of this defect: 1) What is the atomic arrangement of the
donor impurity and its_ neighbors, and 2) What is the charge state of this defect.
Progress on these questions has involved a fascinating interplay between
theoretical and experimental progress. YVe first discuss the different theoretical

models which have been proposed for this defect.

Chadi and Chang (1988) proposed that DX centers form in AlGaAs and
GaAs when a substitutionél group IV donor breaks a bond with a nearest
neighbor As atom and moves roughly 1.2 A in the (111) direction, as shown in
Figure 4.8. The figure also shows that, for a group VI donor impurity, it is the
nearest neighbor Ga (or Al) atom which is displaced. An interesting feature of
this model is that these lattice relaxations are predicted to be unstable unless
the defect is negatively charged. The reaction mechanism responsible for DX

formation is proposed to be a two step process:
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a) Shallow donor state b) DX~ state

Ga

c) Shallow donor state d) DX" state

Fig. 4.8. Chadi and Chang model for DX center formation. The figure shows
- =~ that 'the atom which moves in the displacement depends on whether the
impurity is a group IV (a,b) or group VI (c,d) atom. (Chadi and Chang, 1989)
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d0 - d++e . (4.8)
d0 + e — DX-. (4.9)

The total reaction is
2d0 — DX- + d+. (4.10)

The first step is the ionization of a shallow donor, which requires roughly 6 meV,
while the second step is exothermic. The lattice relaxation which results when
the electron is captured by a neutral donor is calculated to decrease the energy
of the defect more than it is increased by the Coulomb repulsion due to the
presence of a second electron. This type of defect is referred to as a negative-U
defect, where U is the Hubbard correlation energy (Anderson, 1975). It is
“defined as the difference between the Coulomb e-e- repulsion and the
stabilization energy due to the e--phonon interaction. A small number of such
defects have been identified in semiconductors. The A center in Si (Watkine,
1961) and interstitial B in Si (Troxell, 1980) have been -shown to be negative-U |
- centers, and more recently it has been shown that the O-As vacancy complex in
GaAs also exhibits this behavior (Alt, 1990; Skowronski; 1990). | |
Chadi and Chang also calculated the alloy and pressure dependence of
the DX center binding energy. These predictions are based on their calculations
whi.ch showed that the DX center is highly localized in real space, implying that
~ it must be very spread out in momentum space. If this is the case, then the DX
center wavefunction must be comprised of conduction band states from the
entire Brillouin zone. This implies that the DX level should have an energy
der|vat|ve with respect to alloying or pressure which is equal to that of the

.conduction band averaged over all k-space. A simple expression for the
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- variation of the energy of the average conduction band, Ecg, is given by (Chadi,.
1988)

AEcg = A[E(T) + 3E(X) + 4E(L))/8. (4.11)

In addition to its simplicity, this expression is also extremely useful since the
dependence of these minima on alloying and pressure are well known. Implicit
in this expression is the fact that the impurity' potential is not strong enough to
require the consideration of higher lying conduction bands. We will return to this
point in Chapter 5. : /

It was found experimentally that the binding energy of the DX level
(Chénd, 1985) roughly followed the L conduction band minimum, and it was
therefore postulated that the DX level was an L- derived level (Bourgoin, 1988).
Using the above formalism it can be shown that this is not necessarily the case.
Chand et al (1985) reported the alloy dependences of the conduction band

minima in AlxGaq-xAs as

AE(T) = (1.42 + 1.25x) eV,
AE(X) = (1.90 + 0.21x) eV, (4.12)
AE(L) = (1.71 + 0.64x) eV.

Inserting these values into Eq. 4.11 gives
- AE(CB) = 0.55x eV, (4.13)

~ which is almost identical to the value of 0.54x obtained by Chand et al. This

result also clarifies the connection of this level to the L band. The change in
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energy with alloying of the DX level ( 0.55x eV) is close to that of the L band
(0.64x eV), but it is now clear that this does not necessérily imply that the DX
level is tied to the L band. -

The DX center will form when it is the most stable form of the donor, i.e.,
when its energy is lower than that of the shallow, substitutional donor. The

energy of the shallow donor'is tied to the I" conduction band minimum, so the

DX level approaches the shallow donor level at the rate

A(Ec - Er) = (1.25-0.55)x = 0.7x eV. - (4.14)
Using the experimentél fact that DX levels form when x 2 0.22, this implies that
E(AX) = AE(T)+ 0.150x eV, (4.15)

meaning that in pure GaAs the DX level lies 150 meV above the shalldw donor
level. | |

It is also possible to explain the observed maximurh in the binding
energy of the DX centers observed in the alloy range 0.45 < x < 0.48. ‘From Eqgs.
~ 4.12, the X band becomes the CBM when x = 0.46. As the AlAs percentége is
increased beyond this, the DX level is approaching the shallow donor level

associated with the X band at the rate

A(Ecg - Ex) = (0.55 - 0.21)Ax = 0.34Ax eV. (4.16)

The maximum in the DX binding energy should therefore occur at the I'-X

crossover point, which is in fact what is observed.
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All of the behavior described in the preceding paragraphs can be .
summarized in Figure 4.9, which shows the variation of the various CBIMs and
the DX level as a function of alloying.

Analogous arguments can be made for the pressure derivative of the DX
center energy. The pressure derivatives for the various conduction band minima

are (Chang, 1984)

9EM) _ 15 meVikbar,
dp
QE_QQ = — 1.6 meV/kbar,
dp (4.17)
95@_) = 5.5 meV/bar.
dp
Using Eq.4.11 gives
9% = 3.6 meV/kbar, : (4.18)

implying that

d(E ﬂg; Ecs ) = 8.4 meV/kbar, (4.19)

which is consistent with experimentally measured values. Since for p=0, Epx =

Er + 150 meV, this means that DX centers should form at pressures of

approximately 19 kbar, which agrees reasonably well with the observed
formation pressure in the range 20 - 30 kbar. The pressure dependences of the

CBMs and DX level are shown in Figure 4. 10.
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Fig. 4.9. Variati.on of the GaAs conduction band structure and the DX energy
level as a function of AlAs alloying.

88



Energy (eV)

"0 20 40 60 80 100

P (kbar)
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It must be stated at this point that although these arguments seem to
describe the experimentally obseNed features of DX centers, they do not prove
~ that the particular model proposed by Chadi and Chang is correct. These
arguments for the pressure and alloy dependent behavior of the DX energy
level work because the DX center is a localized state. Therefore, these
arguments are valid for any model which predicts a localized nature for the DX
center. The Chadi and Chang model does make two testable predictions,
however. First, they claim that the chérge state of the DX center is negative, and
second, that the lattice relaxes into the broken bond geometry pictured in Figure
4.8. Attempts to test this model will be detailed later in this chapter.

A fascinating feature of this model is its prediction that the presence of a
second electron actually creates the level at which it is subsequently trapped.
This process is referred to as extrinsic self trapping, and has been described
theoretically by Toyozowa (1978). We consider a conduction electron attracted
to an impurity potential which is made up of short and long range forces. The
following analysis will show that, depending on the reiative strengths of the
forces, there is a discontinuous decrease in the impurity radius down to the

lattice constant d. The total energy of the bound electron can be written as
E = B(d/a)? - V(d/a) -U(d/a)3, : (4.20)

where V and U represent the long (Coulomb) ahd short range potentials,
respectively, and a is the electron wavefunction radius. The first term represents
the kineﬁc energy of the electron, where the coefficient B is taken to be of the
order of the width of the conduction band. The short range term is proportional
to (d/a)3 because only this fraction of the electronic charge feels the short range _

potential at the impurity site.
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We next‘ consider electron-phonon interactions with long and short range
forces. The long range force is taken to be the electrostatic interaction with the
optical phonons in polar semiconductors. The effect of such a term on the
electronic enérgy is given by -Egp(d/a) since the polarization energy due to the
electronic charge present with\in the radius a is proportional to (i/a). The short
range force is taken to be the deformation potential due to the acoustic
phonons. The conduction electron is subject to the deformation potential EqA(r),
where A(r) is the local lattice dilation. The bound electron with radius a will
distort the lattice within this region in order to minimize the sum of the
deformation potential energy and the elastic energy, which is given by aSCAZ2/2,
where C is an elastic constant. Minimizing this sum with respect to a gives the
stabilization energy to be -Eac(d/a)s.

The total energy of the defect-lattice system can then be writtenv
E = B(d/a)2 - (V + Egp)(d/a) - (U + Eac)(d/a)s. (4.21)

We now exémine solutions to this equation as a function of the relative
strengths of the short and long range forces. First we define short and long
range force parameters gs = (U + Eac)/B and g = (V + Eqp)/B. The next step is to
" minimize Eq. 4.21 with respect to (d/a), restricting solutions to the region
0<(d/a)<1 since it is not expected that the impurity wavefunction radius should
be less than a latticé constant. The possible solutions for different values of gs
and g; are shown in Figure 4.11. This graph shows that there are four different
regions of parameter space. In the region marked L, there is only one minimum
and it occurs for (d/a)'= 1. In this region the defect is completely I.ocalized. In the
region ma.rked D the minimum in energy occurs for d/a =(1-Y1 - 3g<01/3gs) ,

which in this range of pafameter space means that (d/a)<<1, corresponding to a
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Fig. 4.11. Phase diagram for an electron in an impurity potential and
interacting with phonons. The state in parenthesis is metastable.
(Toyozowa, 1978). '
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delocalized state. Crossihg the thick solid line in the figuré corresponds to the
discontinuous collapse of the wavefunction from a delocalized to a highly
localized state. In the region between the thin lines, there are two minima, one
at d/a=(1-Y1 - 3gsg1/3gs) and one at (d/a) = 1. In these regions, one of the
solutions is stable while the other (labeled in parenthesis) is metastable. It is in
this region that the DX level exists. Without the short range potential U there
would be no localized state. However, it is the combination of the long and short
range forces which determines whether or not one obtains a localized or

delocalized state, and whether or not the defect is metastable.
4212 The A State

It has also been proposed the A1 state in GaAs can be identified with the
DX center. This state can be most simply described in terms of tight-binding
theory, and the starting place for this description is the four spz bonds formed by
each atom with its nearest'neighbors in the GaAs lattice. Fig. 4.12 shows that
bonding and anti-bonding combinations of these orbitals can be formed, with
the interaction of these levels broadening them into the valence and conduction
bands, respectively. The figure shows that when a Ga atom is replaced with a Si -
atom, one creates bonding and anti-bonding combinations of the four Si-As
bonds. Since Si is more electronegative than Ga, the ene'rgy of these levels is
lower than the corresponding levels in GaAs. Interaction between these levels
splits them into a singlet A1 state and a triply degenerate T2 state, also as seen
in Fig. 4.12. The A1 state is resonant in the conduction band, and has been
identified as a possible candidate for the DX center (Lanoo (1989); Yamiguchi,

(1991)).
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Fig. 4.12. Diagram showing the A4 and T» bonding and anti-bonding donor
states. CBM is the conduction band minimum and VBM is the valence band

maximum. (Lannoo, 1990).
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~In order to test this idea, a self-consistent pseudopotential calculation’
was performed by Yamiguchi et al (1991). In this calculation, a large number of
possible configurations were tested for their relative stability. Their conclusion
was that the most stable form of the donor was é deep 'A1 state in which the Si
sits substitutionally while the nearest neighbors relax. The relaxation of the first -
and second nearest neighbors is shown in Table 4.1 for GaAs:Si at various
pressures. Q4 'represevnts the change in the Si-As nearest neighbor bond length,
while Q2 and Q2 represeht the chahge in the second nearest neighbor bond
Iength' and bond angle, respectively. Yamiguchi et al alsd examined the
energetics of the relaxation proposed by Chadi and Chang, and found that this
was a metastable state with an energy roughly 600 meV larger than that of the
A1 state. This is obviously in direct contradiction to the Chadi and Chang
calculation. Yamiguchi et al also showed how the Aq staté level starts off
resonant in the conduction band but comes into the gap with pressure or
~alloying.

Since this theory implies that a large lattice relaxation ié not fesponsible
for DX center formation, it must provide explanations for 1) persistent
photoconductivity and 2) the large optical ionization energies which are
observed. To explain persistent photoconductivity, Yamiguchi et al refer to the
results of a calculation by Hjalmérson (1984) which shows that the radiative
recombination efficiency of electrons falling from the I" band to the A4 state is.
10-22 times less than recombination from X or L band donors. The barrier found
for destruction of persistent photoconductivity is therefore the barrier between
- the T" band and these other extrema. ‘Yamiguchi .et al also claim that the optical
ionization measured for DX centers is the transition from the A4 state to the To
state, the energy of which they calculate {o be 0.95 eV, in rough agreement with

experimental values. However, there are serious objections to this identification.
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Table 4.1. - Values of Q1,Q2,and Q2 for the minimum defect energy in GaAs:Si
according to the calculation of Yamiguchi (1991)

P(kbar Q1(%) % L Q%)
0 : +0.91 +0.83 +0.26.
30 ' +0.70 +0.80 +0.25
60 +0.50 +0.77 +0.24

96



They made arguments as to why the transition probability to conduction band
minima, which would start at much lower energies, are much less probable than
the A4 -Tg transition. However, Baraff (1991) showed that these arguments were
incorrect. It must be stated therefore that the A4 state model does not effectively
explain the large photoionization threshold energy |

A third calculation was carried out by Dabrowski et al (1990). They found
. both the A4 state and the broken bond state, but were unable to calculate which
" was lower in energy. It is clear that experiments are needed to decide which
theoretical model is closest to the truth. It should also be mentioned that a more
recent calculation by Chadi (1992b) does predict the existence of the A4 state,
but claims that it is higher in-energy than the breken bond state and is in fact
also negatively charged. He also claims that"the lattice relaxation is larger than
that calculated by Yamiguchi and that it would in fact exhibit persistent

photoconductivity.
4.2.2. Summal vi im n DX

There have been a large number of experiments performed on the DX
center in the bast decade, and this section will focus on experiments which
attempted to delineate which of the models described in the previous section is
correct. These can be split into two categories 1) those which attempt to
determine the Iattice.relaxation of the DX center, and 2) those which attempt to
determine the eharge state of the DX center.

Many experimenters have tried to find evidence of a lattice relaxation in
the neighborhood of the DX centers. In one of the most convincing experiments,v
deep level trensient spectroscopy (DLTS) was used to observe AIxGa1-xA"s:_Si

samples which had different alloy percentages (Mooney,1988). In pure GaAs
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only one peak was observed. However, as the AlAs percentage was increased,
several closely spaced peaks were observed whose energies did not depend
on x but whose relative intensities did. This result was interpreted as
dem»ohstrating that the Si atoms had moved to interstitial positions where the |
average number of Al neighbors they had was a function of alloy content. As
many as fou.r peéks have been observed, which would be consistent with zero,
one, two, or three nearest neighbor Al atoms. In a clever variation of this
experiment, AlxGaq.xAs:Te were studied in a similar fashion (Dobaczewski,
199.2). If the above interpretation is correct, then one would expect up to eight
peaks in highly alloyed samples, since in this case either a Ga or Al atom would
move, resulting in two series of four peaks. This is precisely what is observed.
Many other expériments suggest the presence of a »Iarge lattice
relaxation in the formation of DX centers. A study by Northrop et al (1991)
showed that there was no evidence of any DX center photoionization below 0.8
eV, and this cannot be explained by a small lattice relaxation model, as was
argued in the discussion of the As state (Section 4.2.2b). It has also been
demonstrated that the pressure coefficients of the ionization energy and capture
barrier heighf of the DX center in GaAs:Si are pnly consisieht with a large lattice
relaxation (Li, 1987). Recent x-ray diffraction experiments also show that DX
formation is (Cargill,1992; Leczinski,1991) accompanied by an increase in the
Iatticé constant. EXAFS measurements found no evidence fdr a change in the
néarest néighbor distance for Sn and Se substitut_ional donor atoms
(Hayes,1989; Kitano, 1987), but the ‘interpretation of these resuits is not -
straightforward. In the Chadi and Chang model, the Se atom would not move
and the Sn atom would move to a positibn such that its bond lengths are very

similar to those in the undistorted substitutional position.
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Other experimenters have attempted to determine the charge state of the
DX center. An ingenious set-up was used by Fujisawa (1989) to show that the
DX center is negativeiy 'charged.' In this experiment, deep level transient
‘ spectroséopy was performed on samples co-doped with germanium and siliCop
under hydrostatic pressure. Ge transforms into DX centers at a lower pressure
than Si, so below the Si transformation pressure the Si atoms act as a source of
free electrons for Ge DX cente‘r' formation. The experiment showed that the
nuniber of electrons trapped at the Ge DX centers scaled with the Si
concentration ‘and saturated at roughly twice the concentration of
uncompensated Ge atoms, demonstrating that two e-lectrons were trapped at
" each Ge DX center.

Méssbauer experiments: on GaAs:Sn have also been interpreted as
being consistent with the localization of two or three eleétrons at each DX center
(Gibart,1990). Photoionization experiments by Dobaczewski et al (1989) have
also been shown to be consistent only with a negatively charged DX center.
Recent studies of the capture and emission kinetics of DX centers (Theis, 1991;
Mosser,1990) also show that observed equilibrium occupatioris of DX centers
cannot be understood if only one electron is céptured or emitted.

A seemingly sti’aightforward technique for determining the charge state of -
the DX center is to look at changes in mobility after photoionization. Rdughiy
speaking, if the DX center is negatively charged, then there is no net change in
the ionized donor concentration upon DX center formation and there should be
no change in mobility. If it is neutral, then there are more ionized center_sv and
there should be a decrease in mobility due to additional ionized impurity
scattering. This analysis turns out to be far too simplistic, however. It has been
hypothesized (O' Reily, 1989; Williamowski, 1991) that there is a correlation

between the location of the ionized shallow donors and DX centers which leads

A
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to relatively weak dipole scattering of eleétrons. Changes in the Fermi level
must also be taken into account (Chadi, 1989a). Because of these and other
complexities the analysis of mobility data does not provide any definitive
conclusions. |
An experiment whose results are in conflict with the negative-U model
used magnetic susceptibility measurements io show that DX centers in several
approximately 10 um thick epilayers of AlyGai-xAs (x>0.23) doped with Si or Te
were paramagnetic, implying that only one _electron was bound
(Khachaturyan,1989a). However, a similar experiment performed on a 200 um
thick epilayer of Alg 3Gag.7As:Te which had its substrate removed found that the
concentration of paramagnetic centers was an order of magnitude less than the
concénfration of DX centers (Katsum.afo, 1990). There has yet to be a resolution

of these conflicting results.

| Vibrati I r f DX nters in _GaAs under
Hydrostatic Pressure

Although it is obvious from the preceding discussion that a great many
techniques have been used to try to determine the structure of the DX center,
one of the most obvious experiments had yet to be attempted. If some form of
lattice relaxation takes place when a substitutional donor transforms into a DX
center, then the bonding of the donor to its nearest neighbors must change and
the frequency of the donor LVM should also change.

The most straightforward way of performing this experiment would be to
try to observe the DX LVM in epilayers of AlGaAs. However, the vibrational
spectra of alloys are extremely difficult to interpret because variations in the

local environment of the defect lead to substantial broadening of LVM peaks. An
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even larger problem exists in attemptirt‘g to study DX centers in this manner. Si
is the only donor which may be used for these studies, since it is the only one
which has an observable LVM (One would suspect that S could also be used
_since it is lighter than both Ga and As, but there has been no LVM observed for
this impurity (Beall, 1985)). Unfortunately, Si has a mass very close to that of Al
which implies that its vibrational frequency is hot very different. Sb, even in
AlGaAs with very small AlAs fraction, the amount of Al is two orders of
magnitude larger than the Si concentration in even a highly doped (1018 cm-3)
sample. It is thus seén experimentally that the Al LVM peak completely
ovéwvhelms that due to the Si (Mdoney,1991').

Iif pressUre were to be employed to avoid the use of alloyed samples,
then the sample would have to be.placed in avdiamond anvil cell (DAC). No one
had previously attempted to measure the DX LVM frequency by this method
because of the difficulties described in Section 3.1.4. These difficulties were
overcome using the set-up described in that chapter, and the present chapter
describes the first observation of an LVM of the Si substitutional donor and DX
center in GaAs under hydrostatic preSsure up to 40 kbar (Wolk, 1991b; Haller,
1991). |

The experiment can be divided into two main parts. Firét, a new local .
| ~ vibrational rhode observed in hydrostatically stressed GaAs:Si is identified as
an LVM of the Si DX center. The spectroscopic data is then combined with‘ Hall
effect and resistivity analysis to determine the charge state of the DX center.

Before continuing with the description of the experiment it is necessary to
make a brief digression to discuss free carrier absorption in semiconductors.
Because the Bohr orbit of donor impurities in GaAs is = 100 A, the impurity
wavefunctions overlap at cdncentrations above a few times 1016 cm=3. This

results in the formation of an impurity level band, which is so broad that it
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merges with the conduction band. Under these conditions, all impurity donors
contribute carriers to the conduction band at all temperatures. This results in
free carrier absorption which makes the samples opaque to far infrared
radiation. Fre_e carrier absorption results occurs when a carrier absorbs a
photon and is taken into a higher energy state in the same‘ band. Additi_onal
‘momentum is required since only states away frbm k = 0 are available, and it is
provided by a scattering process with either acoustic phonons, optic phonons,
or ionized impurity scattering. All the samples studied in this work were doped
heavily enough that the ionized impurity absorption scattevring proCéss was
dominant. The high concentration of free carriers made the sample completely
opaque in the far infrared (The absofption cross section for ionized impurity
scattering free carrier absorptibn is proportional to A3.5), which makes
absorption spectroscopy impossible. ‘ _

In order to oVercome this difficulty, various techniques have been
devised. One method is to use defect passivation. In this technique, a fast
diffusing species, Li, for example, is introduced into the sample. It forms
complexes with the donors which eliminate their electrical activity (Barker,
-1975). This technique has the disadvantage that the‘passivating species often
forms complexes which themselves have LVMs, and this cbmplicates the
interpretation of the absorption spectra. It is also true that in some materials it is
difficult to find an element which both diffuses quidkly and pass_ivatés.

Another technique used to make heavily doped samples transparent is
bombardment by electrons of roughly 1 MeV fn energy. The irradiation createé
electronic levels near the middle of the band gap which compénsate all free
carriers (Theis, 1984). A quick calcUlation shows that the damage introduced
does not affect the LVMs of the donor atoms. The dose used in the irradiation of

GaAs is enough to produce the same concentration of compensating defects as
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donor impurities. At a concentration of 108 cm-3 the average volume
containing a single impurity is 108 A3. The damage introduced by the electrons
- is extremely localized. Using very approximate numbers, let us say that volume
associated with an irradiation defect is roughly the same as that of an LVM,
which is approximately (4r/3)(10A)3 = 4000 A3. This implies that only one out of
every (1O6/4x103) = 250 LVMs will be influenced by the point damage due to
the irradiation, and this lack of any observable broadening of LVM peaks has
been borne out experimentally (Theis, 1984).

We now discuss the observation of the Si LVMs in GaAs under pressure.
In order to determine if some change in the frequency of the impurity LVM
occurs upon transforming into a DX cente'f, it is first necessary to determine
where the mode of the Untransformed. substitutional donor lies under pressure.
This wae done using a piece of GaAs:Si with ngj = 6.3x1017 cm-3, subsequently
referred to as Sample 11. This sample had been irradiated with 1 MeV electrons,
making it transparent to infrared radiation at all pressures. Whether the DX
center is neutral or negative, its formation is suppressed in an electron
irradiated sample since there are no free electrons available. A spectrum of
Sample 11 in the DAC taken at P=35+2 kbar is shown in Figure 4.13. One peak
i'sy. seen whose frequency can be observed as a function of pressUre.« Spectra at
| differeht pressures are shown in Figure 4.14 and the data for aI.I samples we
obseNed are summarized in Figure 4.15. This peak may be unambiguously
identified as .the Siga LVM since its frequency at zero pressure matches what
has been 'previously observed for the substitutional donor (Woodhead, 1985).
The dependence of the LVM frequency on pressure is linear over the range of

this study and is given by dvgjg./dp = 0.66+0.03 cm-1/kbar.
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Fig. 4.13. Absorption spectra of samples 11 and 1U at T = 5K.
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Figure 4.13 also shows the spectrum of Sample 1U at 3012 kbar, which
is well above the pressure necessary to cause the DX transformation. This
sample is identical to Sample 11, having been cut from the same part of the
same wafer, except that it had not been irradiated. There are two peaks clearly
observed in the spectrum, one at 404 cm-! and the other at 395 cm-1. The peak
at 404 cm-1 is precisely where the Siga LVM is expected at 31.5 kbar, but the
peak at 395 cm-! is a new feature. The pressure vdependence of this new
feature is shown in Figure 4.14 and is dv/dp = 0.61+0.04 cm-1/kbar, roughly the
same as that of the Siga peak. There is no data below 23 kbar because the
sarhple is opaque below this pressure due to free carrier absorption. This new
%eature will be identified as the LVM of the Si DX center. |

As a first step in making this identification, we confirmed that DX centers
were present in the sample by performing the following series of experiments,
which are outlined in Figure 4.16. First, the sample was brought to a pressure
high enough to form DX centers. The sample was then brought to 4K and
illuminated with white light . The amount of the infrared radiation reaching the
detector was drastically reduced because of free carrier absorption resulting
from the photpionization of the DX centers, and we were unable to obtain an
absorption spectrumvof the samplg. The carriers remain in the conduction band .
as long as the sample is kept at low temperature due to the captdre barrier
against return to the DX level. The sample was then brought to room
. temperature and recooled at a pressure of only 21 kbar, too low to cause the bx
“transformation. Once again, no spectrum of the sample could be taken. Bringing
the sample back to rdom temperature and increasing the pressure to 24 kbar
resulted in the sample once again .being transparent.

In heavily doped GaAs:Si samples, many LVM peaks in addition to the
Siga peak have been observed with FIRFTS (Woodhead, 1985). T'hey have
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Action Result Explanation

Apply pressure to Sample is Carriers trapped at DX
sample greater than transparent. centers. No free carrier
23 kbar. Cool to 5 K. absorption.

- Shine light on sample Sample turns DX centers photoionized.
and keep at low opaque. Free carrier absorption
temperature. due to carriers in

conduction band. Carriers
have insufficient energy
to overcome capture
barrier into DX state.

Bring sample to 300 K. Sample is Shallow state is most

Lower pressure to less opaque. stable form of donor.

than 23 kbar. Free carrier absorption

: due to carriers in
conduction band.

Fig. 4.16. The behavior of the samples studied is easily explained if DX
centers are present.
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been assigned to 28Sipg, 28Siga-28Siag, Si-X, Si-Y, 29Sias, and 30Sips. We
exClude the possibility that the lower frequency' peak we observe is due to any
of the defects listed above based on the results of the following experiment. A
bulk piece of Samplé 1l was investigated by conventional absorption
spectroscopy at zero pressure, and the only observable peak was that due to
28Sig4. This is consistent with the fact that only one peak was observed when
Sample 11 was in the DAC, but provides a more stringent test since the signal-
to-noise ratio for conventional spectroscopy is roughly a factor of twenty better
thanvfor spectroscopy performed in the DAC. As an addiﬁonal check, we
extrapolated the frequency of the new peak to zero pressure. It would be found
at 376x1.5 cm-1. This value lies between the frequencies of the 29Si and 3.0Si
LVM peaks reported in Ref. 38, and the absorbance in these peaks is less than
10 percent of the absorbance due to 28Sig,. In c.ontrast, the new LVM peak
observed has roughly half the absorbance of the 28Siga LVM peak. Finally, this
technique is not sensitive to defect concentrations much below 6x1017 cm-3,
and it is unlikely that the three unirradiated samples we studied would have a
defect. besides Si at this high a concentration. The above arguments
demonstrate conélusively that the- lower frequency LVM is due to a previously
unobserved defect related to Si. Since this defect is only formed by the
“application of pressure in a sample where free electrons are available, this new _
peak is identified as an LVM of the Si DX center.

This spectroscopic data can now be combined with Hall effect and
'resistivity data to allow us to infer the charge state of the DX center. Correcting
| for the'dif'ferer.lt thicknesses of the sample, the area in the LVM absorpfion peak
of sample 1l was compared with the sum of the areas of the Siga and Sipx
peaks of sample 1U for several spectra ar;d found to be equal to within thirty

percent. Since the concentration of the Si impurities is the same in the two
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samples, this implies that the absorption cross-section for these two defects is

the same to within this 'accuracy. This in turn implies that the ratio of the area in

the LVM absorption peaks Asiga/Asipx observed for a given sample is equal to
NSiga/NSipx 0 withvin thirty percent, where n is the concentration of the
corresponding defect. |

The theoretical ratio ngjg,/nsipx depends on the charge state which is
assumed for the DX center ahd the compensation ratio in the sample. The
compensation ratio is defined as na/np, ’where nais the concentration of
minority acceptors and np is the concentration of majority donors. If the DX
center were a neutral defect, all uncompensated donors should undergo the DX
transformation and the ratvio of the concentration of Si shallow donors to Si DX

centers would be

r‘SiGa_ Na 0

Nsipx Nd™Ma 1-8 | (4.22)

If the DX center were negatively charged, only one half of the uncompensated
donors can transform into DX centers, since one half of the Si atoms would
need an additional electron from the other half. The concentrations would then

be related to the compensation ratio by

1n, -
NSiga _ —2-(nd Na) + Ny

NSipx ‘;-(nd -n 3) 1-0

(4.23)

The compensation ratio can be determined from the mobility, u, and the
free carrier concentration, n, as shown below (Walukiewicz, 1990). In heavily

doped samples, the main factor limiting mobility is ionized impurity scattering.
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Taking only this scattering mechanism into account, the following relationship

between compensation ratio, free carrier concentration, and mobility can be

derived: .
g-la_1-y
Nd 1+y (4.24)
where
y= H{2e3(m*)2Fcc] ‘
3ne2hn (4.25)
Foc = In(140) - -2,
1+  (4.26)
and
e2m* (4.27)

Here gg is ‘the dielectric constant in the material, n = ng - na, e is the charge on
the electron, and m’ is the effective mass of the electron. The concentration and
mobility can be obtained from a combinétion of Hall effect and resistivity
analysis, and this was done for all the unirradiated sarhples which have been
examined in this study. The results are given in Table 4.2. The analysis took into
~ accbunt the concentration dependence of the effective mass (Raymond, 1979).
We combine the Hall effect analysis with our spectroscopic data, and plot
the results in Figure 4.17 along wﬁh curves for the predictions 'ofAthe DX and

DX0 models. Our results clearly support the negative-U model for the DX center.
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Table 4.2. Results from Hall effect and resisﬁvity analysis

Sample , Ng-Na (10'8 cm-3) py10k (103cm2Vs) €

1 0.63 .
1w 0.63 270 0.31
2 2.9 1.53 039

3 2.1 1.41 0.47
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Fig. 4.17. Comparison between expérimental results and theoretical predictions
for the ratio ngjg,Nsipy as a function of compensation ratio.
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Since there is not complete agreement betweén different sources on
obtaining compensation ratios from concentration and mobility data, it is
important to consider how using theories other than the one chosen here would
affect the intefpretation of the data. Any model which includes scattering effects
in addition to ioinzed im‘purity sctatteririg would lead to lower compensation
ratios, and would therefore shift the data points even further away form the DX©°
curve shown in Figure 4.17. A recent model (Meyer, 1991) which claims that
screening effects in other models have been overestimated also leads to lower
compénsation ratios. It therefore appears that using other models would not

change our conclusion that the DX center is negatively charged.

Since this experiment was performed, there have been two calculations
of the LVM frequencies of the DX center and one calculation of the pressure
~dependence of these frequencies. A recent calculation by Saito et. al (1992) is
in fairly good agreement with this experiment. They calculated the energies of
several different large relaxation geometries and found that the state with the
lowest energy was essentially that suggested by Chadi and Chang (1988), with
the exception that they predicted a Si donor would move 1.38 A in the (111)
direction rather than 1.17 A. The bonding angle of the Si atom is 115°, which is
intermediate between sp2? and sp3 bonding. In this model, the nearest neighbor
bond distance of the Si atom changes form 2.43 A to 2.42 A upon
transformation, which is consistent with the EXAFS data discussed in Section

4.2.3.
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They also calculated frequencies of the LVM for this lattice relaxed state.
As expected, there are two vibrational modes, a singly degenerate a; mode in
the (111) direction and a doubly degenerate e mode. These vibrations are
.v shown in Figure 4.18. The zero pressure frequencies are listed in Table 4.3
~along with the experimentally measured (and extrapolated) freqUencies from
this thesis. If the a1 mode is at the frequency calculated by Saito et al, then it
would fall within the restrahlen band of GaAs, where the sample is completely
reflective and would thus be unobservablé. (The restrahlen band is the.region
between the Iongitudihalvoptic and transverse optic phonon frequency, where
the dielectric constant is negative and the sample is therefore completely
reflective. It will be discussed in defail in Chapter 5). They calculate that the e
mode should be at 392 cm-! whereas the extrapolaﬁon of the observed DX
,m\ode frequency is 376 cm-1. Since these calculations usually are only accurate
to within 10%, this is reasdnable agreement.

| Although these calculations are extrémely cohputér intensive, Saito et al
give a rough physical argument for why the triplet substitutional (Tg) mode has
essentially the same frequency as the e mode. Since bond bending forces are
much weaker than bond stretching forces in tetrahédrally bonded materials,
only the Si-As stretching bonds are cohsideréd. In fhis approximation, the ratio
of the two frequencies is given by a valence force field (VFF) model to be
(Herzberg, 1945)

V(o) _ (1 +%M)

R(VFF) = =
VFF) vie) |k +-23-Msin2ﬁ)

(4.28)
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a, vibration e vibration

4.18. Local vibrational modes for the DX center in the broken bond geometry.
(Saito, 1992). ' :
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Table 4.3. Comparison of experimental and theoretical frequencies of Si DX
LVMs (BB = broken bond configuration, A1 = A¢ state configuration, sub =
substitutional position) (Cheong and Chang, 1992).

Mode Experiment Saito Caleulation Jones Caloulation
a; (BB) not observed in restrahlén band in restrahlen band
e (BB) 376 cm-1* 392 cm-1 432 cm-

triplet (A4) 376 cm-1’ not calculated 347

triplet (sub) 384 cm-1 370 cm-1 386 cm-1

" Different assignments made by Saito and Jones
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where k and k' are the force constants for the substitutional and broken-bond
geometries, M is the ratio in the atomic mass between the As and Si atom, and
B is the angle between the [111] axis and the Si-As bond in the broken-bond
geometry. For the defect geometry proposed by Saito et al, assuming k=k' since
there is almost no change in the bond length before and after R(VFF) = 0.98.
Their more rigorous calculations give R(VFF) = 0.94, while the experimental
value is 1.02. They claim that the agreement between experiment and theory
would be even better if relaxations of the next-nearest neighbor Ga atoms were
taken into consideration, since this would lengthen the Si-As bonds somewhat
and lower the aq LVM frequency. Further movement of the Si atom should give
the same effect. It would therefore be interesting for them to carry out a
calculation of the dependence of the LVM frequencies of the modes as a
function of the position of the Si atom. If the Si atom had to move significantly in
order for theory and experiment to agree, than its position would be in conflict
with the EXAFS data of Hayes et al and Kitano e_t al, which provides an
independent criterion. In summary, Saito et af's calculation is consistent with the
conclusion of the work in this thesis that the DX center is negatively charged
and is in reasonable agreement with the observed frequency of the LVMs.
Another recent calculation was performed by Jones and Oberg (1992).
They calculated the energetic position of both the Aq small lattice relaxation
state as well as the energy of the Chadi and Chang broken bond state. The
results of their calculations of the LVM frequencies for these defect states are
shown in Table 4.3 next to the results of Saito. They calculate a smaller
relaxation than Saito for the broken bond configuration, and their estimation of
the e mode is therefore 11% higher than that of Saito. It is not clear whether
they would calculate the same frequencies for the same geometry. Jones and

Oberg also claim that the absorption coefficient of this defect is relatively weak.
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On the basis of these claims they reject the identification of the newly
discovered mode as being due to a vibration of the broken-bond geometry.
They calculate that the fréquency of the small lattice relaxation Ay vibration
(which is just the Si atom vibrating in the tetrahedron formed by the relaxed As
atoms) would be 347 cm-1 and that it woﬁld hé\/e an absorption coefficient ten
times greater than that of the broken-bond e mode. They therefore feel that this
should be identified with the new LVM observed in this experiment. There are
two poi_nts which this interpretation fails to address, however. The first point is
that it ignores the conclusion that the DX center is negatively charged. The
second point is that this interpretation fails to explain the occurrence of
persistent photoconductivity. Jones et al suggested that the broken bond
geometry and Aq state c‘o‘exist, and that the broken-bond state is responsible for
the persistent photoconductivity. However, if the A4 state exists, there should be
no barrier for an electron to fall into it. Therefore, as so.on as a broken-bond
center was optically ionized, it should fall into an A1 state and there should be
no persistent photoconductivity. This contradicts what Was observed in- our
experiment. | \
Another calcljlation has recently been made by Chadi (1992b) in which
" he claims that the A¢ state should be also be negatively charged. He also
claims this defect would exhibit persistent photoConductivity. The properties of
such a defect would therefore also be. consistent with the findings of this
research. However, Chadi calculates that the A4 state is 0.5 eV higher than that
of the broken-bond geometry in GaAs:Si, and so this is not a likely candidate.
Finally, a new calculation by Cheong and Chang (1992) investigated the
pressu‘re derivatives of the LVMs of both the broken bond configuration ahd the
A1 state. The results are summarized in Table 4.4. They show that the pressure

derivatives calcUIated for the DX broken bond configuration and shallow donor
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substitutional LVM frequencies are in rough agreement with those observed. In
contrast they find that» the pressurevderivative' for the A1 geometry LVM'
fréquency is a factor of two larger than the observed values. This provides
further confirmation for the broken bond model of Chadi and Chang. It is
important to point out that the f)ressure dependences of the substitutional mode
is predicted to be higher than that of the e mode, which is not what is observed.
It would again be .interesting to see how these pressure derivatives depend on
the position of the Si atom, and whether further movement of thq Si atom would
brihg about closer agreement between experiment and theory. |

in summary, an LVM. of the Si DX center in GaAs has been observed for
the first time. Tﬁe shift of the LVM frequency with pressure was found to be
dvsipx/dp = 0.61 + 0.04 cm-1/kbar for thé Si DX center and dvgjg,/dp = 0.66 +
0.03 cm-1/kbar for Siga. The ratio of the area of the Siga absorption peak to that
of the Si DX absorption peak has be_en combined with Hall effect and resistivity
analysis to provide further evidence supporting the negative-U model for the DX
center. Two calculations have been made for the LVM frequencies of thé DX
center, .but ohly the célculatiOn of Saito et al appears to be in agreement with
all of the experimental results presented in this chapter. This supports the
broken bond configuration model for the DX center. Further support for this
model comes from the calculations of Cheong and Chang which show that the
pressure derivatives for the LVM frequencies observed experimenially agree
with those predicted for the broken bond configuration but are ivn conflict with

| those caiculated for the A1 breathing mode relaxation.
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Table 4.4. Comparison of experimental and theoretical pressure derivatives of
the local vibrational mode frequencies of Si DX centers (BB = broken bond
configuration, Aq = A4 state conflguranon sub = substitutional position)
(Cheong and Chang, 1992).

MJ_d_e Experiment Qal_Qngtu_o_u

e (BB) 0.61 cm-1/ kbart®  0.71 cm-1/ kbar
triplet (A1) ‘ | _ - 1.27 cmr/ kbar
triplét (sub) | 0.66 cm-1/ kbart™ 0.53 cm-1/ kbar

" Assignments suggested by Cheong and Chang
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5. Formation of a DX Center in_InP_Under Hydrostatic
Pressure '

It was mentioned in Chapter 1 that DX centers have been observed in
GaAs under hydrostatic pre53ure (Mizuta, 1985) and AlGaAs (Lang, 1977).
Deep levels with DX-like properties have also béen observed in various alloys.
of GaAsP (Craford, 1968), InGaP, InGaAIP, InAlAs, and AIGaSb (Mooney,
1990). This leads to the question of whether the existence of such defects is in
fact a general feature of all 1lI-V semiconducting compounds. If this were the
case, one must determine why thése states are not observed in every llI-V
semiconductor and whether or not it vis possible to predict under what
circumstances they will appear. It was with these questions in mind thét the
experiment described in this chapter, a search for the formation of DX centefs in
InP under hydrostatic pressure, was performed.

In making an educated guess as to whether or-not DX centers will form
when hydrostatic pressUre is applied to a given llI-V sehiconductor, there are
seVeraI characteristiés' of the material which must be considered. Since it was
pointed out in Section 1.2 that the formation of DX centers is caused by |
changes in the structure of the conduction band, a logical choice of material is
one which has a conduction band stercture and band minima pressure
derivatives which are similar to those of GaAs. Many ilI-V semiconductofs can
be eliminated from consideration by virtue of the fact thét they are indirect band
gap semiconductors with a conduction band minimum at X. The X minimum wil
move down in energy much faster than the average conduction band (see

arguments in Section 4;2.1.1). This implies that if the X band donors are the
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- most stable form of the donor at zero pressure, then they will remain lower in
energy than a DX state at all pressures. BN, BAs, AlP, AlAs, AISb and GaP all
have their conduction band minimurﬁ at X. Since the DX center wavefunction is
made up of all the conduction band states,’it is also important that the energies
of the other minima are not too far above the I' minimum. Otherwise the state
will be very high in energy and it will probably réquire extremely high pressures
to bring the stéte into the gap. A related point is that the material should not
undergo a phase transition at a pressure which is lower than the pressure at
which the DX cehter becomes the most stable form of the donor. In InAs, the
energy separations between the I', X, and L conduction band minima are E(X) -
E(I') = 1.91 eV and E(L) - E(T') = 1.16 eV (Landolt, 1987), much larger than
those in GéAs. This implies it would take a large pressure to bring a DX state
(assuming it existed) into the gap. However, InAs undergoes a phase transitioh
at 70 kbar (Landolt, 1987).

Taking the.above‘ arguments into account we find that InP is a strong
candidate among the IlI-V semiconductors in which to attempt to form DX
centers. The pertinent parameters of this material a're listed in Table 5.1 along
with those of GaAs. The table shows that the energy separation between the I'
conduction band minimum (CBM) and the X and L CBMs in InP is roughly twicé
that found in GaAs. Since the band edges are higher, one must be concerned
with the phase transition pressures. For InP, though, it will turn out that the DX
center transition pressure is in fact below the phase transition pressure. We
have omitted GaSb from consideration, even though the energy separations
between I" and L and X are small, because it is difficult to obtain high qUaIity n-
type material. Most GaSb is strongly p-type due to native défects. However, as
will be discussed later, deep donors exhibiting DX-like behavior have been .

observed in this material more than a decade ago (Dmowski, 1979).
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Table 5.1. - Comparison of Band Structures of GaAs and InP

Ex- Er (eV)
EL-Er(ev)
dEr/dp (meV/kbar)
dEx/dp (meV/kbar)
dE /dp (meV/kbar)

Pphase transition (kbar)

(3) (Chadi, 1989) .
(b) (Zhang, 1989)
(©) (Landolt, 1987)
(d) (Tozer, 1988)
(e) (Chang, 1984)
() (Goni, 1989)

GaAs InP

074(8)
0.2(d)

12+ 0.5(@)
-1.6+ 1.0
5.5£1.0@
145(b)

0.96(¢)

- 0.40()

8.4£0.5(0)
2.0+1.06)
3.7+1.000
1100
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The remainder of this chaptef will describe the discovery of a DX center
in InP:S under hydrostatic 'pressure greater than 82 kbar (Wolk, 1992). This
defect exhibits the peisistent photoconductivity typical of such centers.' The
optical ionization energy for this new DX center is between 0.86 and 1.02 eV,
and we have measured the energy dependence of the optical absorption cross
section. The thermal barrier for capture from the shallow donor state into the
deep ‘DX state is ih the range 0.23-0.33 eV. At zero pressuvre' the energy of the -
DX center is estimated to lie 0.51+0.07 eV above the I" conduction band
minimum. Using this last result, we will suggest a method for predicting the
conditions under which the DX center will be the most stable form of the donor
in any IlI-V semiconductor. It will turn out that the preceding discussion did not
consider one of the most important factors in determining whether or not DX
centers will be.observable in a given semiconductor, which is the energy

separation between the conduction band minimum and the vacuum level.

rminati he D nter Transition Pressur
5.2.1 The Restrahlen Band

Determining the pressure at which the S donor in InP transforms into a
DX center involves th_e. observation of the InP restrahlen band, which is a region
of high reflectivity 6f the Crystal between the transverse optic (TO) and
longitudinal optic (LO) phonon frequencies. The explanation for the origin of this
feature arises very naturally as part of a more general discussion of the

interaction between a transverse optic phonon and a photon. The quantum of
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the coupled phonon-photon field is called a polariton. We begin by considering

Maxwell's equations in a non-magnetic material.

VD= 4mp, - I 1)
V-H=0, | | (5.2)
VXE= lc%;% | | : | (5.’3)_
VxH =%§a%, ,v (5'.4_) _

where D is the electric field displacement, E is the electric field, H is the
magnetic field, p is the charge density, c is the speed of light, and t is time. In a
long wavelength (k = 2n/A = 0) optical mode in an ionic crystal, the positive and
negative ions_mbve in opposite directions, creating a polarization density P. D

and E are related through the polarization byv
D = EE_ = E + 41tP, ‘ (5.5)
where ¢ is the dielectric constant. In the absence of free charge

V-D

]
o

(5.6)

If we ignore the time dependence of the magnetic fields, then Eq. 5.3 becomes

VXE=0" | (5.7)
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In a cubic crystal € is a scalar and D, E, and P are all parallel to one another. If

they all have the same spatial dependence we can write

{%} = Re{%é}eik'f.

Eq. 5.6 becomes

which implies that either

D=0orD,E,and P are 1L k.

Eq. 5.7 becomes
kx Eg =0,

which means that either

E=00rD,E,and P are ll k.

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)

For an LO mode P is parallel to k, so this implies that D = 0. From Eq. 5.5 this

requires that

E=-47P, £=0 (for LO mode).
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For a TO mode P is perpendicular to k, so Eq. 5.11 implies that E = 0. From Eq.

5.5 this means that

E=0, eg=oo (for TO mode). (5.14)

The zero of the dielectric constant can therefore be identified with the LO mode
frequency while the TO mode occurs ;t the pole of the dielectric constant.

We now consider the effect of the the time dependence of the magnetic
field in the right hand side of Eq. 5.3. We look for a solution to Maxwell's
equations of the form E = Egel(k'r - @) Taking the curl of Eq. 5.3 and combining

it with Eq. 5.4 gives

2
2 i -
Vx(VXE)=-V E=-k2E='%)VxH=%D.
c

This is a wave equation and it can be written in the form

c2E = w%E, (5.15)
which leads to

g(w) = c?k2/w?. (5.16)

Ignoring the time dependence of the magnetic field in the right hand side of Eq.

5.3 led to the conclusion that € = - for a transverse optic phonon. This

approximation is therefore reasonable so long as ck >> w. The ﬁ'equency of
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optic phonons is roughly wp = kps, where s is the speed of sound and the wp
and kp are the Debye wavenumber and frequency, respectively. The Debye
frequency is the cutoff frequency for phonon propagation in the solid. The

validity of the approximation therefore requires that
(k/kd) << s/c. ‘ (5.17)

Since kb is comparable to the dimensions of the Brillouin zone and s/c is
approximately 10-5, the approximat'ion is-valid for the whole Brillouin zone
except for k very close to zero. Howevér, this is exactly the part of the Brillouin
zone we are concerned with when considering the interaction of the TO
phonons with a photon, so it is clear that we cannot ignore the righ.t side of
Eq.5.3. | | |

We now describe the coupling of the TO phonon to an electromagnetic

wave. The first step is to rewrite Eq. 5.15as

<2k2E = o%(E + 4 1P). (5.18)

The polarization P caused by the electromagnetic wave is proportional to the
displacement of the positive ions relative to the negative ones. We take the
* motions of these ions to be harmonic-oscillator like, so the equaﬁon of motion
for P is also of this form. The equation of motion for an undamped, forced

harmonic oscillator is given by

2
d—x+(o(2,x=%,

dt?® (5.19)
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where F is the force driving the oscillation, m is the mass of the oscillator, and wg
is the natural frequency of the oscillator. The equatioh for P can thus be written

as
-2P + w270P = (NGZ/M)E, (5.20)

where there are N ions pairs of effective charge q and reduced mass M per unit

volume. Equations 5.18 and 5.20 can only be solved simultaneously if

@?-cAP  4Ane? _o
Ng2m @?-aofo | (5.21)

The solution to this coupled set of equations gives the dispersion relation

plotted in Figure 5.1. Two‘ solutions exist at k = 0 (Kittel, 1976), namely:
| @ =0, - (5.22)
which is a photon-like solution since ® = ck in this region, and
@2 = 0?70 + 4n(NG2/M) = mng |  (5.23)

which is a polariton, since here the photon and phonon are mixed. This latter 2
can be identified as w2 o because we will see in a moment that it once again

defines the zero of the dielectric function. From Eq. 5.20 we have

g(w)=1+4nP/E =1 +4_Ne2/_M_
0~ @2 , (5.24)
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Polaritons

Fig. 5.1. Dispersion relationship for coupled transverse optic
phonon-photon field. Regions where behavior of modes are photon,
phonon, or polariton like are indicated.
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The contribution to the polarization from the ionic cores can be taken into

account through the infinite frequency dielectric constant g(=0), requiring Eq 5.24

to be rewritten as

®) = &(eo) 4Ne2/M
© " 0k - 2 (5.25)

.Combining Eqgs. 5.23 and 5.25 gives

et = e+ 2o-2)

o - @2 (5.26)

A plot of g(w) is shown in Flgure 5.2 and it can be seen that it is negative
between OTO and 0LO. From Eq 5.16 it is obvious that a negatlve dielectric
constant implies that k or ® must be imaginary and that all electromagnetic
waves in this frequency region will be damped. The reflectivity of the crystal is
'very high in this region, causing the sample to appear to be totally absorbant in
this frequency range in an absorption experiment. This region of high reflectivity
is called the -restrahlenfegion. Restrahl is the German word for "remaining ray".
This frequency band was given that name because if a light beam was reflected
between two plates of an ionic crystal then the only radiation remaining after

multiple reflections would be that which fell in the restrahlen band.

ini hallow-to- ' ition Pr:

I will now discuss the technique for finding the shallow-to-deep donor

transition pressure. The samples we used were InP:S with a free carrier

concentration n = 2.1 x 1018 cm-3, Hydrestatic pressure was applied to the
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Fig. 5.2. Dielectric constant, €, as a function of frequency, w. It is
negaitve in the restrahlen region. ‘
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samples uSing the diamond anvil cell described in Chapter 2 with liquid
nitrogen as the pressure medium. Fourier transform spectroscopy was then
performed using the techniques also described in Chapter 2 (Wolk, 1992b). All
spectra were taken at T=5K.

When the sample is at low pressure, the S donor electrons occupy the
shallow donor state. At this high doping level, however, the shallow impurity
band has broadened so much that it merges with the cohduction band. This
vmakes the sample opaque to far infrared radiation because of free carrier
absorption (see Section 4.3). When the sample is put under a sufficiently large
hydrostatic pressure, though, the electrons are trapped at the deep DX levels
and the sample becomes transparent in the far infrared. Therefore, the‘transition
pressure is the pressure at which the sample becomes transparent. We observe
an infrared signal even below the transition pressure because of light leaking |
around the sample, but because the sample is opaque we see no InP releted
features. Above the DX formation pressure we detect Iight passing through as
well as around the sample. In this case we very clearly see the restrahlen band
of InP. Spectra above and below the formation pressure are shown in Figure
5.3. By looking for the appearance of the restrahlen band, we find that the
‘pressure required for DX center formation in our samples is 82 kbar.

There are other explanations for the decrease in free carrier
concentration, but we can rule them out as follows. The pressure-induced
transparency is clearly not due to a crossing of the I' and X conduction bands,
resulting in deeper X-band donors, since the new deep state exhibits persistent
photoconductivity. Additionally, the observed spectral behavidr is feversible
with pressure, so it cannot be attributed to permanent structural defects created

by the high pressure.
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Fig 5.3. Spectra of InP:S above and below the shallow donor-to-DX
center transition pressure.
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The transition pressure can be used to estimate the energy of the DX level at
zero pressure relative to the shallow donor level. Following the arguments of
Chadi and Chang détailed in Section 4.2.1.1 for deep levels, the pressure
derivative of the DX center level is the same as that of the conduction band
averaged over all k-space. This average pressure derivative of the conduction

band can be estimated using the expression (Chadi, 1989b)

dEcp _ ((AE() + 3dE(X) + 4dE(L))8
dp - dp ' (5.27)

We use dE(I')/dp = 8.4+0.5 meV/kbar, dE(X)/dp = -2.0+1.0 meV/kbar, and
dE(L)/dp = 3.7+1.0 meV kbar with respect to the valence band maximum (Tozer,
1988; Chang, 1984; Goni, 1989). This gives dEcp/dp = 2.2+0.6 meV/kbar, which
implies that the DX level approaches the conduction band minimum at T at the
rate dE(T)/dp - dEcp/dp = 6.2+0.8 meV/kbar. |

The restraﬁlen band can be observed when the free carrier absorption
becomes sufficiently small. Using a relationship between the concentration and
magnitude ‘of free carrier absorptibn (Walukiewicz, 1980), it can be calculated
that 'the sample is 90 % transparent by the time the DX level lies 25 meV below
the shallow donor level. The DX level must therefore lie within 25 meV of the
conduction band minimum at 82 kbar. Taking this 25 meV uncertainty into
account, a transition préssure of 82 kbar implies that the DX level is 510170
meV above the F conduction band minimum at zero pressure. |

It is interesting to note that, as shown in Figure 5.4, the difference
bétween the energy at P = 0 of the S DX center in InP (.510i.07 eV) and GaAs
(.150 eV) (Chadi, 1989b) is equél to the conduction band offset between InP
and GaAs (=0.4 eV) (Nolte, 1988; Van de Walle,1989; Tersoff, 1985) within the
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‘Fig. 5.4. Line-up of sulfur DX levels in IhP, GaAs, and GaSb. The
hatched areas represent the errors in both the energy of the DX level
and the band offsets. DX levels are shown as dashed lines.
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experimental error. We also show in Figure 5.4 that a DX-like level observed in
GaSb:S also appears to line up with these other levels. It is observed in heavily
doped samples (Poole; 1990, Dmowski, 1979) and at pressures of a few kbar
(Kosicki, 1966), rﬁeaning that the DX level is roughly 0+.05 eV above the
conduction band at zero pressure. Since the conduction band offset between
GaAs and GaSb is 0.06+0.20 eV (Van de Walle, 1989), the DX levels in all
three m'aterials line-up to within the given errors. This observation has a very
useful implication. It means that if the band offsets between any given llI-V
semiconductor and one of the three listed here are knowh, then it is possible to
predict the energy at which the DX level will lie in that material at zero pressure.
The energy derivatives with respect to pressure or alloying can then be used to .
predict the conditions under which the DX center would become the stable form

of the donor.

The physical justification for the energy level line-up is not clearly:
understood at this point, as we will now discuss. The line-up is consistent with
work showihg that some deep levels may be used as absolute energy level
references in III-V semiconductors. (Nolte,1987; Langer, 1985). However, the
levels studied in these cases were largely transition metal impurities which sit in
substitutional sites. A substitutional impurity may be thought of as a vacancy
with its dangling bonds into which the impurity is inserted. It can be shown
(Watkins, 1983) that the electronic energy levels introduced into the gap by
these transition metal impurities are made ﬁp largely of wavefuhctions from the
dangling-bond-like ligands of th.e of the nearest neighbor host atoms. In other
words, the level is essentially vacancy-like. It has been suggested that energy of
a neutral vacancy is equivaleht to the energy of a state made up equally of
contributions from the conduction and valence bands (Nolte', 1988). Since the

gross features of the band structure of most IlI-V compounds are roughly the
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same, it is sensible that vacancy like levels would be located at the same
energy in different semiconductors.

However, this discussion is in conflict with thé series of equations used to
determine the positions of the DX levels in InP and GaAs under pressure. These
equations are based on the assumption ihat the derivative of the DX level with
pressure was the same as that of the average pressure derivative of the lowest
conduction band. Chadi (1989b) justified this assumption by stating that the
impurity potential is not strong enough to require the consideration of higher‘
lying conduction (or any valence) bands. If this is indeed the case, then the
arguménts.stated above to jdstify the line-up of transitioh metal impurities could
not be applied to the case of DX levels. A possible explanation is that: 1) the DX
wavefunction does require the use of states from a large portion of the band
structure, ahd 2) the pressure derivatives of the DX energy level calculated
taking all these states into consideration would not.be so different than those
calculated above. However, this is only a' conjecture. So, while the physical
mechanism remains unclear, it is difficult to dismiss the line-up of the levels in
three different III-V semiconductors as coincidence.

This same idea was suggested previously by Hasegawa (1986) based
on his observation of a line-up between DX levels in AlGaAs and GaAsP. He
explained the result by claiming the DX center was an anti-bonding state with a
large lattice relaxation, but his reasoning is not transparent.:

In the remainder of the chapter | will discuss the use of optical techniques
to determine the optical ionization and capture barrier from the shallow donor
state to the deep DX sfate. The thermal barrier from the DX state to the shallow
donor state cannot be measured optically but we will discuss a method of

estimating its value using our other results.
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Before discussing the determination of the DX center optical ionization
energy, Eopt, a discussion of the optical ionization of deep levels will be -
-undertaken that will.focus on a derivation of the equation used to fit my
experimental data. The starting point for any such discussion is Ferhi's golden

rule, which states

W= @Z IHiP8(E-hv),
h 37 (5.28)

where w is the transition probability per unit time, Ejt is the energy difference
between the initial and final states, and the delta function insures that the sum
over all initial and final states only contains contributions from transitions which
conserve energy. Hit=(yiHpely1) is the matrix operator of the perturbation
element representing the radiation field, where Hper is the perturbation
Hamiltonian, v is the initial state of the transitibn, and vy is the final state.

We now discuss the the matrix operator Hj in more detail. The

Hamiltonian in the presence of a radiation field is

(p-(Z)A* %
H =# = — - L ° s
om TV om * &V meAP (5.29)
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where p is the momentum, A is the vector potential of the radiation, V is the
potential, m is the electron mass, and terms of order |AI2 have been omitted.
‘The perturbation Hamiltonian is therefore (e/mc)A«p. The vector potential for a

monochromatic plane wave radiation field is

A= 2Ao::exp[i(%-x i (ot)], 530

where ¢and i are the linear polarization and propagation direction,
respectively. |

Therefore |

Hoer = - 280expi (@A x - ot)e+p) (5.31)

and |

h(mcp

W= M{Ad?(w.{exp[i(%ﬁ- X - mt)](’ép‘\m)zﬁ(E-,f - hv). 5.32)

For casesl of absbrption by an atom of infrared or visible radiation,
(w/c)x = 2rx/A <<1, implying that the exponential in Eq. 5.32 can be repléced by
the value one. This simplification is feferred to as the electric dipole

approximation. The cross section for optical absorption is

(Energy/unit time) absorbed by the atom
Energy flux of the radiation field

vT.he energy flux of the field is simply the product of the speed of light ¢ and the

field energy density U, which for a élassical electromagnetic field is given by
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cU = 1—‘%3]Ad2.

2n (5.33)
Putting all these results together gives
(constant) o ‘
= . O(Ej - hv).
o v (VP - hv). (5.34)

For a deep level defect, where by definition there is a strong electron-
phonon interaction, it is crucial to consider the lattice vibrational wavefunctions
in the optical transition between different states. This is clear from Figure 5.5,
which shows the vibrational wavern'ctions of the initialband final states. Since
transitions can only move vertically on this diagram, thé transition probability is

dependent on the overlap: of the vibrational wavefunctions of the initial and final
states. |
In order to take 'ithis into account, we begin by invoking the Born-

Oppenheimer approximation. The total defect Hamiltonian can be written
H= Te + TN + V,ee + VeN + VeN, (5.35)

where Te and Ty are the kinetic energies of fhe electrons and ions, Vee and VNN
are the electron-electron and ion-ion interactions, and VéN' represents the
electron-phonon interéction. The Born-Oppenheimer approximation .simplifiés
this Hamiltonian by ignoring the kinetic energy of the ions since their mass’ is soO
much larger than that of the electrons. This effectively means that the electronic
equation is solved for a fixed set of ion coordinates. The most important point is

that the defect wavefunction is taken to be of the form
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A shallow donor

DX center

Energy

Vibrational Levels

Fig. 5.5. The cross section for optical absorption by DX centers is partly
determined by the overlap of vibrational wavefunctions of the initial and
final states. The greater the overlap, the greater the trasition probability.
Transitions can only move vertically on the diagram. ’
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Wy(r,Q) = ¥(r,.Qm(Q), (5.36)

where ¥is the electronic wavefunction, n is the vibrational wavefunction of the
lattice, r refers to the .electronic coordinates, and Q refers to the lattice
coordinates. The quantity Q is treated as a parameter in the equation for the
electronic part of the wavefunction. The matrix element in Eq. 5.34 can then be

written as
fwieBhvf” — keleplednim? . (5.37)

and the equation for the cross section absorption from vibrational level m to
vibrational level m' becomes

| 6~K\Piﬁ'ﬂ‘1’f)2§ fm%. Kmmf)zﬁ(Eo +(m %)ﬁmj‘- (m’ %)hﬁmj' : hv) ’ (5.38)

where f m, is the occupation number of the mth level, Eg is the energy of the zero
phonon transition, and wj is the phonon frequency in the excited (primed) or |
ground (unprimed) state. The important result is that Eq. 5.36 has been used to
separate Eq. 5.34 into sepafately calculable electronic and vibrational terms.

- We begin by evaluating the vibrational overlap matrix element at zero
tempefature. This implies that the electron is initially in the m = O state. We
assume that the force constants defining the curvature of the two parabola are
equal. The calculation is just the overlap integral between two harmonic

oscillator wavefunctions, and the result is (Jaros, 1982)

;oM m)? = €°58™/m, | (5.39)
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where S = Huang Rhys Factor = (1/2)k(AQ)2/iw, where AQ is the change in the.
configuration coordinate between the initial and final state. S is ess_e_nﬁally the
number of phonons of frequency emitted during the lattice relaxation, and
can be taken as a measure of the strength of thé electron-phonon interaction.
For S = 0, the absorption is a sharp line. For S # 0 the fransitidn begins to

broaden as more exited vibrational states become involved. For large S

R -(m'-S)Z]‘
e->S"/m’! exp[; 55 ,

(5.40)
where v is the vibrational frequency of the defect, and the line shape takes on a
~ Gaussian appearance. Line shapes for different values of S are shown in
Figure 5.6. We now perfdrm the sum over m'in Equation 5.38 keeping in mind

the delta function and call the result J.

M - Sﬁm)z}

o 1 .ex -
q V27 S(fiw)f ‘{ 2 S(fiof

(5.41)

In order to take into account non-zero temperatures, one must form a
thermal average over the initial vibrational states. This is accomplished using

the standard formula for the probability for occupation fm in Eq. 5.38 where

1 - exp(-Eak,T)]

= , |
2, nexp(-fokT) (5.42)

where kp is Boltzmann's constant. The result of this calculation is that (Bourgoin,

1988)
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Fig. 5.6. Shape of an absorption band as a function of the value of the
Huang-Rhys parameter S. .
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U r (5.43)

where U = 2S(fo)2/tanh(Ew/2,T).

We now use this formula to cast the equation for the optical ionization of
the DX center into something close to its fihal form. Firsi, we rewrite Eq. 5.34 to
account for the fact that the transition occurs between the ground state and ‘the

conduction band rather thaln a discrete state.

=M . 28(0E{ + Ex - h .
c - %K\V‘@ Plow|*S(E{ + Ex - hv), 5.44)

where E; is the iinpurity energy Ievél and Ex is the energy of the fina! state in the
band. We then rewrite the result in Eq. 5.43 by referring to Figure 5.5 and
noticing that m'hv is simply equal to (hvphoton - (Eo + E)), where Eg = is the
thermal depth of the deep level with respect to the conduction band, E is the
energy of the finallstate of the transition, and E =0 at the conduction band
‘minimum. It is a rather laborious calculation to find a suitable approximation for
the electronic matrix element, and it does not greatly affect the line shape. We
will therefore simply give the final equation for photoionization of a DX center

incorporating these results. The final equation is

Ja-7E L4 +m)VEF |2U-1/2exp_([h\’—(Eopt+E)]2\

hv) ~1 ,
°(. V) hv f dEp(E’l Eopt+E  Eopt-E-(Eg+En)/2] U J

0
(5.45)
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where p(E) is the dehsity of free electron states, Eg is the free electron Fermi
energy, Egis the forbidden band gap , Ea is the Penn gap, and n = exp(-2E/Ep).
This relationship was derived by Jaros (1977).

In order to determine the DX center optical ionization energy
experimentally, the following modification was made to the basic experim'éntal
set-up pictured in Figure 4.8. A tungsten filament lamp with the glass case
broken off was placed in front of the sample. Its output was blocked by a Gé
filter, making the lamp a source o\f infrared radiation below the band gap of Ge.
The whole apparatus (equipment pictured in Fig. 4.8 plus the lamp assembly)
was placed inside a Cary 2390 grating spectrometer. When the light .from the
grating spectrometer is of sufficient energy to optically ionize the DX centers, the
sample becomes more opaque and the photocurrent througAh the
photoconductdr mounted behind the cell decreases. A black polyéthylene filter
was mounted in front of the photoconductor so it would not see any band edge
light from the monochromator. All data was taken at T=9K. A schematic of the
- experimental set-up is shown in Figure 5.7. | |

For i‘ncreased sensitivity, the far infrared lamp was 'chopped by pulsing
the voltage supply to the lamp and the 'ph'otocurrent thrbugh the detector was
measured using a lock-in amplifier. Because of noise problems at the frequency
of the lamp pulsation, the wave used to pulse the lamp was a sine -.wav‘e of
frequency o with zero DC bias. Since the power outputv of the lamp is
independent of the direction of the current running through it, this produced a

signal at 2w. Locking in on 2w decreased noise problems tremendously.
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Fig '5.7. Schematic of experimental set-up used to determine the
optical ionization energy and relative optical cross section of InP:S
DX center
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The fraction of light going through the sample space and reaching the
detector is | |

T = I(t)/1(0) = co(1-a)R2exp(-nCireeX)+a, (5.46)

where I(t) = the photocurrent through the photoconductor as'a_ function of time t,

a = the fraction of the sample space area not covered by the sample, R = the

reflection coefficient for InP, n = free carrier concentration, e = the cross

section for free carrier absorption, x = the sample thickness, and Co is a constant

taking into account all other absorption processes. We also have
n = Np(1-exp-(Fooptt),  (5.47)

where F = light flux from the monochromator, copt = defect optical absorption
cross section, and Np = donor concentration. Using these expressions and
making the approximation that the optical cross section for free carrier
absorption is independent of the ionized impurity concentration, the following

function can be fit to the photoconductor response data.
In(I(t)/I(cs) - @) = c1-c2(1-e-F Ooptt), : (5.48)

where ¢1 and cp are constants. Plots of the In(l{t)/I(e) - a) were made as a
functioln of time and fit with an expression of the form (k¢ + koeVt). A sample fit
is shown in Figure 5.8 for data using a monochromatic beam of energy 0.9 eV.
This data provided a time éonstant, 1, which is equal to the inverse of the
product of the light flux and optical absorption cross section. A calibrated Ge
photodiode was used to determine the relative values of F as a function of

photon energy and this allowed for the determination of the relative cross
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In(I(t)/1(=) - a)

In(I(t)/l(=} -a) =1 - 02(1_-exp(-Foqptt)) = k1 + keexp(-t/1)

where 1 = 1/(Foopt)

..._.
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Fig. 5.8. Fit of opﬁcal ionization data using Eq. 5.48. The energy of the
monochromatic beam is 0.9 eV.
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section of the S DX center as a 'function of energy. The cross section as a
function of energy is shown in Figure 5.9 for P = 92 kbar.

The data can be fit using the model for optical absorption by a deep level
with large lattice relaxation which was used by Lang, Logan, and Jaros (1978)
to fit the energy dependence of the optical ionization cross section of DX
centers in AlyGai.xAs. The following equation, whose derivation is outlined in

Section 5.3.1, gives the cross section to be

JaVE . (1+mVEF |2U'“2ex p(_[hv—(Eopt+E)]2)
|EopttE  Eopt-E-(Eg+Ea)/2] U ’

o(hv) ~F11\7 f dEp(E
0

(5.49)

~ where p(E) is the density of free electron states, EF = 11.2 eV is the free electron.
Fermi energy, Eg = 2.2 eV is the forbidden band gap at T = 9K and P = 92kbar,
Ea =5 eV is the Penn gap, n = exp(-2E/Ea) and U = 25(hv)2/tanh{hv/kT), where .
S = Huang-Rhys factor and hv=0.0085 eV is the TA phonon energy, which is the
appropriate phonon to use for DX centers. This model has two parameters,
which are 1) the Frank-Condon shift of the defect = drc = Sfiw , and 2) Eopt = Ep
+ Stio . Since we do not know the temperature dependence of the cross section
(we can only observe a narrow temperature range with our apparatus) we are
not able to find a unique fit to our data. However, we can roughly estimate Ep,
and this allows us to narrow the acceptable range for Eqpt. Increasing the
pressure from 82 to 92 kbar moves the DX level down in energy roughly 60
meV relative to the I' conduction band minimum. This implies by our previous
arguments that Eg should be in the range 60-85 meV. Using these constraints,
we find good fits for our data for Eqpt between 0.86 and 1.02 eV. In Figure 5.9
we show the experimental data fit with Eopt = drc+Eg = 0.87+0.07 = 0.94 eV.
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Fig. 5.9. Comparison of experimental data with theory for
energy dependence of the DX center optical cross section at

P = 92 kbar. Parameters used in fit are dpc=0.87 eV and
E=0.07 eV. .
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Before discussing the experimental determination of the capture barrier,
Eg, we provide a deriyation of the equation used to fit the experimental data to
be described in the next section. There are several possible processes by
which a electroh may be trapped by a defect. They differ in the way that the
electron gives up its energy and are referred to as either radiativé or non-
radiative. Radiative capture is simply photoluminescence, i.e., the electron
releases its energy by emitting a photon. There are three different non-radiative
mechanisms: Auger, cascade, and multiphonon capture. In Auger capture, the
electron imparts its energy to another carrier. This mechanism is thought to
make a negligible contribution to the capture rate at deep levels. Cascade
capture occurs when an electron is trapped by the Coulomb potential of the
impurity and moves through its highly excited states by emitting and absorbing
photons. Multi-phonon capture occurs due to the existence of phonon modes
with stropg electron-phonon coupling. The capture is ‘accompanied by‘a
relaxation of the lattice, and the energy from this process is dissipated by the
emission of phonons. It is this process which is appropriate for describing
electron capture from the shallow donor state into the deep DX Iével. |

We consider the capture of an electron from the conduction band
minimum into the DX level following the ‘derivation of Theis (1990). For

simplicity, we begin by dichssing the case of a neutral DX center as pictured in
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Figure 5.10a. The total donor concentration is then N = nj + npx, since if the
center is not ionized it will be in the DX state. The concentration of these defects

evolves in time according to

o odng _ e
G = enbx CnNp, (5.50)

‘where e, is the emission rate from the DX level into the conduction band and cn
. is the capture rate for the ionized donors. Ignoring acceptors and other donors,

the free electron concentration is n = ng, . This allows Eq. 5.50 to be rewritten as

@_ =e N -Nn)-CcaN. . :
gt = erlNa-n)-cn (5.51)
The electron capture cross section is given by

Cp = O<V>n, : (5.52)

where v = the average thermal velocity of the free electrons and o is the electron

capture cross section, which is given byv multiphonon emission theory to be
O = 0€XP(E - E¢c)/KT. (5.53)

This result can be derived in @ manner very similar to the equation for optical
absorption derived in Section 5.3.1. The starting equation is exactly analogous
to Eq. 5.15, except that in this case hv = 0 and the perturbation Hamiltonian is

different. It turns out that c.. is dependent on T-1/2, but this is neglected in

155



Energy

Q

(b)

Fig. 5.10. Capture process from the shallow donor state into the deep
DX state for a) a neutral DX center with no intermediate state b) a
negatively charged DX center with an intermediate state. U is the
energy of the particular state noted by the subscript and CB is
conduction band (Theis, 1990). ’
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comparison to the exponential dependence. Substituting Eq. 5.52 into Eq. 5.51

gives
dn/dt = -o<v>n2, , (5.54)

Although this equation has been 'used to model capture data for DX
centers taken with deep level transient spectroscopy, some additional
assumptions were required to obtain réasonable fits. Essentially, some
mechanism had to be assumed in order td obtain broader transients than
predicted by Eq. 5.54, and the normal assumption was a Gaussian distribution
of capture barriers. However, it was found by Mooney (1987) that data for
AlGaAs samples with the same alloy content but different doping concentrations
could not be fit using the same broadening parameters or activation energies.
“This led Theis and Mooney to develop a model for carrier capture via an éxcited
state. The existence of such a state has been postulated in order to explain
many other experiments as well (Theis, 1990; Dobaczewski, 1991; Seguy,
1990). Capture from the conduction band to a negatively charged DX center
through an intermediate state is pictured in Figure 5.10b. The kinetic equation
taking the excited state into account was used to model the data observed in
this thesis and we now go through the derivation of this relationship, beginning
by assuming a neutral DX center for simplicity.

If there is an intermediate state n8, then Np = ng + nf + npx,

gdrltﬁ— = eninf - Cinp, (5.55)

and
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dn
% = anng - €n2NpX,

(5.56)
where epq and ep2 are the emission rates for transitions from the excited and
DX states and cp1 and cp2 are the rates for'capture into the ionized and excited
states, respectively. If we assume that the transition from the excited state to the
DX state is quasi-immediate, then the population of the excited state can be
ignored and the emission term in Eq. 5.55 and the capture term in Eq. 5.56 can
bé eliminated. If the transitibn rate to the excited state is slow enough thai the

population of conduction band states is not significantly perturbed, then cp1
should be proportional to the electron population at the energy of the transition

state, or

Cn1 =K 1 ,
"+ expl(E8 - ERAT] (5.57)

where K is a proportionality constant, EJ is the energy of the excited state
relative to the condudion band, and Ef is the quasi-equilibrium Fermi energy.
Again neglecting the population of the excited state, n = ng. Combining this with
equations 5.55 and 5.57 in the limit E§ >> kT gives

dn _ Knexpl-(EB - EF)KT],

dt (5.58)

which is quite different from Eq. 5.54. Essentially, the electron concentration

drops as trapping proceeds, Iowéring the quasi-Fermi level and subsequently |

increasing the activation energy. This stretches the capture transient in time.
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A very similar result is obtained for-the case of a negatively charged DX
center. Equations 5.55 and 5.56 remain the same except that npx = npx. It is
assumed that the one electron intermediate state equilibrates rapidly with the

conduction band and relatively slowly with the DX state. Therefore

Nb - Nbx

n8 =K .
1+ exp|(EB - EF)KT] . (5.59)

SUbstitution of Eq. 5.59 into equation 5.56, ignoring emissiOnA, gives

No-npx
1 + expl(EB - EF)KT] (5.60)

dnpx
dt

= Cn2

where cp2 is the rate constant for the capture of a second electron from the .

conduction band to the DX level. We again define ch2 = o<v>n. From the charge

balance equation n=Np-n§-2npx we obtain the relationship

dt- dt dt .By combining this result with Eqs. 5.59 and 5.60, we obtain

an expression for dn/dt. In the approximation EB >> KT, the final result is
%—? =-6<v>n(Np + n)exp[-(EB‘- EF)KT]. .61
Using Eq. 5.53, this can be rewritten as

~ dn/dt = -c..<v>n(Np+n)exp[-(Ec - EF)/KT], ~ (5.62)

where E¢ = E§ + Ep.

159



It is important to stress the main difference between the analysis with and
without an intermediate state. With an intermediate state, the capture rate
depends on the quasi-Fermi level. This dependence is a result of the statistics
of the populatiori of the intermediate state. This dependence could not arise in
the absence of an intermediate state for the following reason. The kinetic
energy of the electrons is not available to overcome the capture barrier since
the electron would have to transfer all of its energy simultaneously to phonon
excitations of the defect. The large number of phonons involved makes this

process extremely improbable.

xperim rmination r rrier_fr h hallow

State into the DX state

- The technique used to find the thermal capture barrier from the shallow
donor state into the DX state is essentially the same as that used to find the
optical ionization energy. The only difference in the experimental set-up is that a
lamp capable of shining white light is ndw placed in front of the mirror and'the
entire apparatus is mounted in a Digilab 80-V Fourier transform speEtrdmeter.
This allows us to use the globar of the spectrometer as our soﬁrce of far infrared
radiation. The sample is first cooled to 11 K and the donors are pumped into the
metastable shallow state by shining white light on the sample. The white light
lamp is then turned off and the photoconductor signal at zero path in the
interferogram is recorded. The signal at zero path is the sum of all the
wavelengths reaching the detector, so this is exactly analogous to the chopped
photoconductor signal discussed in the section on determining the optical
ionization energy. The sample is then brought up to the annealing temperature

for a predetermined time, recooled., and the photoconductor signal again
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recorded. As the annealing progresses, more shallow donors transform into DX
centers and the photoconductor signal increases as the sample becomes more
transpa‘rent. A schematic of the experimental set-up is shown in Figure 5.1.1.
Starting from a similar expression for T as for the analysis of our optical
ionization data, with the only difference being that T..= I(t)/1(=), the response of
the photoconductor can be related to n, the concentration of free carriers in the

sample, by
n(t)=-(1/0treeX)[In(I(t)/}(0)-a)+C3], (5.63)

where 'cs = constant. The parameters c3 and 1/cfreex can be fitted using

n(0)=2.1x1018 cm=3 and n(«~)<<(0). We theoretically. modelled our data using
the expression given by Theis et al (1990) for n(t) for a negatively charged DX

center which was derived in the previous section:

dn/dt = -c..<v>n(Np+n)exp[-(Ec - EF)/KT], (5.64)
where o.. = electron capture cross section at T=e and <v>=average electron
velocity. This model has E¢ as an adjustable parameter.

| In order to solve this equation it was necessary to know how Ef varied as
" a function of n. It is possible to determine this relationship by inverting the well

known relation
n = NcF1/2(n), (5.65)

where n = EF/KT, Ng is the density of states in the conduction band, and Fq,2 is

the Fermi integral
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Fig 5.11 Schematic of experimental set-up used to determine the
thermal capture barrier of InP:S DX center.
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Fi(n) = f de £

"1 +exp(e-n) (5.66)

Because it is not p6ssible to invert this relationship between n and n

analytically, we make the approximation that (B'I‘akemore, 1987)
Furan) = R/3PP2(1 + (2802, (5.67)

which is valid over the range of concentrations observed in this study. This was
combined with Eq. 5.64 and 1 was found for many values of n. A polynomial fit
was then made from the plot of n vs. n and the result was put into equation 5.61
for comparison with the data.

~ We performed isothermal anneals at 59 K, 63 K and 70 K, and show our
experimental data along with the theoretical fits for Ec=0.275 eV vin Figure 5.12.

Reasonable fits to our data can be obtained with Ec in the range 0.23-0.33 ev.

v' In conclusion, we have discovered a pressure induced deep donor level
in InP which has all the propeﬁies of a DX center. The pressure at which the
new defect becomes more stable than the shallow donor is 82 kbar. At a
pressure of 92 kbar, the optical ionization energy of this defect lies between
0.86 and 102 eV and the thermal ionization energy is in the range 0.23-0.33
eV. In making the fit of the optical ionization data we estimated that Eo,’the
t»hermal depth of the DX center relative to the shallow donor state at 92 kbar was
60 to 85 meV. Since Eg, the emission energy from the DX state to the shallow
donor state, is equal to E¢ + Eg, this implies that Ee is in the range O. 29 0.42 eV
The c_onfl_guratlon coordinate diagram is shown in Flgure 5.13 for the InP:S DX
center at 92 kbar. The fact that DX centers can be formed in InP by applying

pressure suggesfsthat the existence of DX states should be very common in
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Fig. 5.12. Comparison of experimental data with theory for capture barrier from

shallow donor state to DX state at P = 92 kbar. Theoretical fit is for E¢c = 0.275
ev.
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Fig. 5.13.Partially completed configuration coordinate diagram for
InP:S DX centers at P = 92 kbar.
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n-type llI-V semiconductors (Khacﬁaturyan, 1989b), though these levels may
not be able to be brought into the forbidden gap. The Iine-up of DX levels
implies that it is possible to determine the conditions under which DX centers
“will form in any IlI-V semiconductor if its band edge offsets and energy

derivatives are with respect to pressure and alloying are known.
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h ré. nclusion

Determining the precise nature of the DX center has proven to be

extremely challenging, and nearly every semiconductor characterization

technique currently known has been used in accomplishing this task. Two
questions which many experimentalists have attempted to answer are 1) What

is the charge state of the DX center, and 2) What is the microscopic structure of

-this defect? One tool which has to proven to be invaluable in the study of DX

centers is the use of hydrostatic pressure. The main effect of pressure is to
modify the structure of the conduction band. In direct band gap semiconductors
this has the effect of bringing deep levels down in energy with respect to the
conduction band minimum. It is therefore possible in some case to bring "deep”

levels which are resonant in the conduction band at ambient pressure into the

- forbidden gap, making them directly observable. In two semiconductors, namely

GaAs and InP, the DX level can be brought into the forbidden gap in this
manner. |

High pfessure methods were used to discover a local vibrational mode
(LVM) of the DX center in GaAs:Si. In order to obtain this result, the technique of
performing Fourier transform spectroscopy in a diamond anvil cell was
extended to the study of semiconductor defects for the first time. A monolithic
assembly containing light concentrating optics, a diamond anvil cell, and a
photoconductor was constructed which provided signal-to-noise ratios far
superior to previous high pressure spectroscopic results. This apparatus was
used to identified a new local vibrational mode in GaAs:Si under hydrostatic
pressure which wés assigned the Si DX. The’ pressure dependence of this new

mode was determined aldng with that of the Si substitutional donor.
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Additionally, spectroscopic data were combined with zero pressure electrical

characterization to infer that the DX center was negatively charged.

Since this experiment was performed, three calculations have been

undertaken to test the observed results against various theoretical microscopic
models for the DX center. The calculations of Saito et al (1992) and Zhang et al
(1992) show good agreement with the observed LVM frequency and frequency
piessure dependence, and support the broken-bond model for the DX center
proposed by Chadi and Chang. The calculations of Jones et al (1992) show that
the calculated vibrational frequency for the A4 state is also in reasonable
agreement with experiment, but this assignment is not consistent with all
aspects of the présent work. An important prediction of both the Saito et al and
Jones et al calculations is that the bréken-bond configuration should have a
second vibrational mode at a lower freduency than the one which was
observed. Unfortunately this mode was not observed, presumably because it
lies within the restrahlen region. One possibility for observing this second mode
would be to repeat this experiment in IriP:Si. Since we have shown that DX
centers will form in this compound, and the LVM frequency for Si is known in
InP, it is possible that the lower frequency mode could be observed in this
material. |

High pressure optical spectroscopy was also used to make the firsi
observation of DX centers in InP:S just mentioned above. Because of the
difficulty of méking electrical measurements in a diamond anvil cell, this new DX
' center was characterized optically. We have experimentally determined the
optical ionization energy of the DX center and the capture barrier from the
shallow donor state to the deep DX state. We were also able to estimate the
thermal depth of the DX center relative to the shallow donor level and the

thermal ionization enthalpy from the DX state to the shallow donor state. All of
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these measurements were made at a pressure of 92 kbar. The fact that DX
centers can be formed in InP by applying pressure suggests that the existence
of DX states should be very common in n-type IlI-V semiconductors
(Khachaturyan, 1989b). It may not always be possible to bring them into the
forbidden gap using pressure or alloying, though. . ’

it was shown that the energy levels of the S DX center in three different |
-V semiconductors, namely InP, GaAs, and GaSb, lie at the same energy
within our experimental error. This means that if the band offsets between any
given llI-V semiconductor and one of the three listed he_re are known, then it is
possible to predict the energy at which the DX leve! will lie in that material at
zero pressure. Furthermore, if the derivatives of the energies of the conduction
band minima with respect to preesure or alloying are known, one can predict
the conditions under which DX centers will be the most stable form of the donorA
in any lli-V semiconductor. The physical justification for the line-up of these
levels is not fully understood.

Although the attainment of large hydrostatic pressure creates certain
experimental difficulties, its use is invaluable in the study of DX centers. The
application of hydrostatic pressure allows DX centers to be observed in
unalloyed materials, which makes the use of some techniques, such as local
vibrational mode spectroscopy, possible. It was also necessary to applvy large
hydrostatic pressure in order to form DX centers in InP. DX centers now appear
to be relatively well understood, and it is hoped that the study of this new InP DX

center can help resolve any remaining questions.
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