
-~~: ' . ,. 

. ·-.1 . ' 

' 

Center for Advanced Materials 

LBL-33379 
UC-404 

CAM ____ __ 

DX Centers in III-V Semiconductors under 
· Hydrostatic Pressure 

J.A. Wolk 
(Ph.D. Thesis) 

November 1992 

::0 
Pl 

0 "1 
.... oPJ 
11 0 ::0 
0 II) Pl 

i cm:z: 
..... 0 
ID:Z:Pl 
r+o 
IDr+O 

Materials and Chemical Sciences Division J ~ 
Lawrence Berkeley Laboratory • University of California:---

. Q 

ONE CYCLOTRON ROAD, BERKELEY, CA 94720 • (415) 486-4755 

Prepared for the U.S. Department of Energy under Contract DE-AC03-76SF00098 

0 
0 ., 
'< 

r 
w 
r 
I 

(,) 
(,) 
(,) 
...:I 
1.0 ) 



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



• . 

.. 

• 

LBL-33379 
·uc-404 

DX Centers in III-V Semiconductors under Hydrostatic Pressure 

Jeffrey Alan Wolle 
Ph.D. Thesis 

Department of Physics 
University of California 

and 

Center for Advanced Materials 
Materials Sciences Division 

Lawrence Berkeley Laboratory 
University of California 

Berkeley, CA 94720 

November 1992 

This work was supported by the Director, Office of Energy Research, Office of Basic Energy Sciences, Materials 
· Sciences Division, of the U.S. Department of Energy under Contract No. DE-AC03-76SF00098. 



DX Centers in III-V Semiconductors under 
Hydrostatic Pressure 

Copyright © 1992 

by 

Jeffrey Alan Wolk 

The U.S. Department of Energy has the right to use this document 
for any purpose whatsoever including the right to reproduce 

all or any part thereof 

"· 



Abstract 

DX Centers in 111-V Semiconductors 

Under Hydrostatic Pressure 

by 

Jeffrey Alan Wolk 

Doctor of Philosophy in Physics 

University of California at Berkeley 

Professor Eugene E. Haller, Co-Chairman 

Professor Leopolda M. Falicov, Co-Chairman 

OX centers are deep level defects found in some 111-V semiconductors 

and their alloys. These defects are characterized by several unusual physical 

properties, including persistent photoconductivity and a large difference 

between their thermal and optical ionization energies. We have used 

hydrostatic pressure as a tool to study the microscopic structure of these defects 

and examine whether their existence is a general feature of all 111-V 

semiconductors. 

We have observed a new local vibrational mode (LVM) in hydrostatically 

stressed, Si-doped GaAs. The corresponding infrared absorption peak is 

distinct from the SiGa shallow donor LVM peak, which is the only other LVM 

peak observed in our samples, and is assigned to the Si DX center .. Analysis of 

the relative intensities of the Si DX LVM and the Si shallow donor LVM peaks 

has been combined with Hall effect and resistivity analysis to infer that the Si 
I 

DX center is negatively charged. The frequency of this new mode provides 

important clues to the structure of this defect. 

We have also discovered a pressure induced deep donor level in S

doped lnP which has the properties of a DX center. The pressure at which the 



new defect becomes more stable than the shallow donor is 82 kbar. We have 

measured the optical ionization energy and the energy dependence of the 

optical absorption cross section, for this new defect. We have also determined 

the capture barrier from the conduction band into the OX state. The fact that OX 

centers can be formed in lnP by applying pressure suggests that the existence 

of OX states should be very common. in n-type _111-V semiconductors. We also 

suggest a method for predicting under what conditions these defects will be the 

most stable form of the donor impurity. 
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1. Introduction to DX Centers 

1.1. Introduction to Deep Levels in Semiconductors 

Semiconducting materials are characterized by a fundamental band gap 

Eg in the range of approximately 0-3 electron volts. Because of this, their 

electrical conductivity is intermediate between that of a metal ( 'Eg = 0) and that 

of an insulator (E > 3 eV). The usefulness of semiconductors lies largely in the 

ability to manipulate, in a controlled manner, their electrical conductivity over 

more than ten orders of magnitude. This manipulation is normally achieved 

through the introduction of impurity atoms into the semiconductor, making 

possible the creation of semiconducting materials with behavior ranging from 

nearly metallic to nearly insulating. Impurities are usually categorized as either 

shallow and deep. Shallow impurities introduce electronic energy levels slightly 

below the bottom of the conduction band (donors) or slightly above the top of 

the valence band (acceptors). The carriers in these levels are easily excited to 

the nearby bands and thus contribute to the conductivity of the crystal. Deep 

impurities create electronic levels which are further removed from the band 

edges than shallow levels, ·although it will be shown later that it is not 

necessarily a straightforward matter to characterize a level as deep based 

solely on this criterion. 

The essential physics of shallow impurities in semiconductors ha~ been 

understood within the framework of effective mass theory for over thirty years 

(Kohn, 1957). This theory treats the potential of the impurity as a perturbation of 

the host lattice potential. The basic ideas of this formalism can be understood by 

considering a P impurity replacing a Si atom in a Si lattice. The P atom has five 

valence electrons, one inore than the surrounding Si atoms. Only four of the five 
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of these electrons are occupied in bonding to the Si lattice, so the defect can be 

thought of as an electron and a positively charged P atom . If the extra electron 

is not bound to the P atom and is moving through the crystal, then it travels with 

energy EcsM + (lik)2f2m*, where EcsM is the energy of the conduction band 

minimum, k is the electron momentum, and m* is the effective mass of an 

electron associated with that band. The electron can, however, become trapped 

by the Coulomb field of the P atom. The donor atom along with the trapped 

electron forms a defect system which is analogous to a hydrogen atom. It is 

therefore not surprising that a detailed calculation shows that the ground state 

energy level, Ed, and radius, rd. of the donor impurity are given by slight 

modifications of the formulas appropriate for an isolated H atom. We have · 

(1.1) 

and 

(1.2) 

where e is the charge ori the electron, e is the static dielectric constant of the 

material, and e0 is the permittivity of free space. The fact the the donor is 

embedded in a lattice is taken into account by 1) the static dielectric constant, 

which corrects for the fact that the coulomb attraction between the charges is 

reduced as a result of the polarization of the lattice by the positive nucleus, and 

2) the effective mass of the electron, which accounts for the fact that the motion 

of the electron is affected by the potential of the lattice. Using the values 
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appropriate for Si gives a binding energy of roughly 30 meV and a Bohr radius 

of approximately 30 A. 

This large orbit justifies the use of the dielectric constant of the material 

since it w,ill average the effect of the lattice over many lattice constants. It also 

justifies the use of the effective mass of the electron. If the wavefunction is very 

spread out in real space, then it is easy to show through Fourier analysis that it 

is very localized in momentum or k space. The wavefunction of the impurity 

electron is thus comprised solely of band wavefunctions very close· to the 

conduction band minimum. Since (1/m*) = (1ffi2)(d2Econd. bandfdk2), this implies 

that the mass of the electron is determined by the curvature of the portion of the 

conduction band very close to this minimum. 

It is clear that this formulation wiH break down if the impurity has a strong 

short range potential, resulting in a much more localized wavefunction. The 

polarization of the lattice then cannot be taken into account through the static 

dielectric constant. It will also no longer be possible to associate the impurity 

level with a single conduction band minimum since the level will be spread out 

in momentum space. Levels with a strong, short-range potential are referred to 

as deep levels because they often introduce levels in the forbidden gap well 

removed from both the conduction and valence bands. In order to treat deep 

levels theoretically, the impurity potential Vimp and lattice potential V1at must be 

treated with equal care. It is no longer reasonable to treat Vimp as a 

perturbation. 

An examination of Eqs. 1.1 and 1.2 shows that for a shallow level, a 

smaller wavefunction radius leads to an electronic energy deeper within the 

gap. This line of thinking breaks down in the case of deep levels. If we expand 

the impurity wavefunction 'I' in terms of the eigenfunctions <l>nk of the perfect 

lattice, then 

3 



'I'= L An,k<l>n,k· (1.3) 

As opposed to the case for shallow levels, the coefficients An,k are significant 

over a large range of the Brillouin zone. The electronic energy of the localized 

state is given by 

(1.4) 

where Ho is the Hamiltonian of the unperturbed lattice. Considering just the first 

matrix element in Eq. 1 .4, using the fact that Ho<l>n,k = En,k<l>n,k. we find 

(1.5) 

Because bandwidths are on the order of a few eV, even small coefficients An,k 

far from the band edges, where En,k is large, can play an important role in 

determining the energy of a deep level. The quantity An,kA * n,k is always 

positive. Therefore, in the case that the final level lies in the forbidden gap, 

which is in the middle of the range of En,k. there must be both positive and 

negative contributions to the sum in Eq 1.5. It is therefore the delicate 

cancellation between many large terms which determines the final energy level 

of the defect. This makes clear that there is no simple correlation between the 

energy of a deep level and its degree of localization. For this reason it is more 

illuminating to refer to levels as localized or delocalized rather than shallow or 

deep. 
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A further complication when considering deep levels is that the 

localization of the defect results in its being strongly coupled to the lattice. The . 

total defect Hamiltonian can be written as 

Htotal = He + H1 + Hel· (1.6) 

Here He represents the electronic states when the ions of the lattice are at their 

equilibrium positions and H, is a harmonic oscillator Hamiltonian with 

eigenfunctions Tl(a), where a describes the displacement of the lattice ions and 

a = o refers to an undistorted lattice. a is commonly referred to as a 

configuration coordinate. The term He! represents the electron-lattice ,, ,, 

interaction. The gap state is associated with an impurity potential V(r,a) and a 

one-electron wavefunction 'P(r,a). The Schrodinger equation is: 

(He + H, + Hel)'l'(r,a) = e(a)v(r,a), (1.7) 

where 

'l'(r,a) = 'P(r,a)Tl(a) (1.8) 

and 

He'P(r,O) = E(O)'P(r,O), (1.9) 

where E(O) is the electronic contribution to the total energy at a = 0. If He1 = 0, 

then the quantity e(a) can be expanded about its minimum value to give 

5 



(1.1 0) 

where ka is a force constant and the sum is over different lattice modes. 

We now consider the effect on Eq. 1.1 0 if Het is not equal to zero. We 

assume that we are only concerned with one lattice mode, described by Q, and 

that changes in the electronic wavefunction and potential V with respect to Q 

are small. Expanding V(r,Q) in a Taylor series around Q = 0 gives 

V(r,Q) = V(r,O) + O(oV(r,O)IoO)Ia=o + ..... (1.11) 

The electron-lattice interaction Het represents the change in the potential V as a 

function of the nuclear displacement. Therefore, retaining only terms linear in Q, 

Het = Q(oV/oO)Ia=O· The total energy of the electronic state in the presence of 

lattice coupling can thus be written in the form 

e(Q) = E(O) + aQ + ~ 13(0)2
. 

(1.12) 

This means that the position of the lattice will be different depending on whether 

or not the defect is occupied since this will change the value of a. We also have 

implicitly used the Born-Oppenheimer approximation in this discussion, which 

states that the nuclei are assumed to move slowly in comparison to the 

electrons because of their much larger mass. This means that the electrons can 

always follow the lattice motion and that the latter will not induce any electronic 

transitions. 

The total energy of the defect can be represented graphically in a 

configuration coordinate diagram, such as that shown in Figure 1.1. This type of 

6 



Conduction band 

E relax 

Orelax 

Q 

Fig 1.1. Configuration coordinate diagram for a defect showing optical and 
thermal transitions between two charge states of the defect. 
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diagram is a plot of the energy E of the defect (lattice plus electronic energy) 

versus the configuration coordinate Q. In accordance with Eq. 1.12, the levels 

are represented by parabolas. For simplicity, we assume that 13 for the 

conduction band and defect states are equal. The horizontal dashed lines 

represent the vibrational eigenstates of the harmonic oscillator defect system. 

The arrows represent different transitions which may occur. As an example we 

take the lower curve as the occupied state of the defect. Upon carrier emission, 

the lattice will distort by the amount 

Orelax = (<Xunocc- <Xocc)/k, (1.13) 

with the corresponding relaxation energy 

Erelax = -(1/2)(<Xunocc- <Xocc)2/k. (1.14) 

Transition 1 represents optical ionization of the defect. The optical transitions 

are vertical on this diagram because they take place in a time which is much too 

short for the lattice to change its configuration. This is referred to as the Frank-

Condon principle (Condon, 1929). After ionization, the lattice relaxes to Q = Q' 

by the emission of phonons. The relaxation energy is Shro, where S is the 

Huang-Rhys (Huang, 1951) factor and ro is the frequency of the phonon emitted 

in the relaxation process. The Huang-Rhys factor is essentially the number of 

phonons emitted in the lattice relaxation, and can be taken as a measure of the 

strength of the electron-phonon coupling. Transition 2 is photoluminescence 

from the band back to the deep leveL The difference in energy between 

transitions 1 and 2 is referred to as the Franck-Condon shift, and is given by dFc 

= 2Erelax· Transition 3 represents a thermal transition referred to as multi-

8 
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phonon capture. The carrier is thermally excited over the barrier and emits 

phonons as it relaxes to the lowest energy state. These diagrams can be used 

to understand many of the properties of deep levels, and are used for exactly 

this purpose in the next section to understand the fascinating behavior of DX 

centers. 

1.2. Introduction to PX Centers 

Metastable defects are a special class of semiconductor impurities which 

are stable in two different lattice configurations. In some cases, one 

configuration introduces a shallow level into the gap while the other 

configuration creates a deep level. If the different lattice configurations 

correspond to different charge states then the defect is referred to as bistable. 

Bistable defects can obviously be transformed from one lattice configuration to 

another by either carrier emission or capture. Donor impurities in some 111-V 

semiconductors are bistable, and the deep level configuration of these 

impurities is known as the DX center. 

The DX center has been observed in AlxGa1-xAs for x ~ 0.22 (Nelson, 

(1977); Lang (1977)) and GaAs under hydrostatic pressure (Mizuta, 1985) 

greater than approximately 20 kbar. It is characterized by several unusual 
--

physical properties, including a large difference between its therr:nal and optical 

ionization energies, extremely small capture cross sections, and persistent 

photoconductivity (Lang, 1977). In addition to these fascinating characteristics, 

the DX center is important from a technological standpoint since the electrical 

charact~ristics of a semiconducting material are affected by the relative stability 

of the shallow and deep form of the defect. For example, this issue is crucial in 
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the design of semiconductor lasers where it is desirable to have heavily doped 

layers of AlxGa1-xAs with x > 0.3, above the alloying concentration at which the 

deep OX levels are the stable form of the donor. If the ration of the concentration 

of the two defects is nshallow donorlnox = 0.01, then in order to achieve the 

desired free carrier concentration one must put 1 00 times as many donor 

impurities as compared to when the deep form of the donor is not present. This 

results in problems with dopant diffusion when the device is heated during 

processing. These fundamental and technological issues have stimulated a 

great number of experimenters to study this defect since it was first identified in 

1977. 

The OX center was named based on the following two observations. 

First, it was observed that the concentration of this deep defect was proportional 

to that of the shallow impurity concentration. Second, consistent with the 

properties described above, it was clear that the behavior of this defect could 

not be explained by effective mass theory. Since in 1977 it was assumed that 

an isolated impurity atom could not be responsible for such complicated 

behavior, it was thought the the defect must be composed of a donor atom ( "D") 

which was part of some unknown complex ("X"). Although it is now known that 

the defect is in fact due to an isolated substitutional impurity, the name has 

remained. 

The first significant step in explaining the properties of these defects was 

made by La(Jg and Logan (1977). They suggested that the behavior exhibited 

by OX centers could be explained in terms of a large lattice relaxation. To make 

clear how a lattice relaxation can describe the properties of a large Stokes shift, 

a small capture cross section, and persistent photoconductivity, it is useful to 

refer to a configuration coordinate diagram for DX centers, which is shown in 

Figure 1.2. Looking at the figure, it is clear that the DX center can be 

10 
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shallow donor· 
DX center 

Q 

Fig. 1.2 Configuration coordinate diagram for DX centers. 
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characterized by four energies: 1) Eo , the binding energy of the center relative 

to the shallow donor state, 2) Ee, the thermal energy required to emit an 

electron from the DX to the shallow state, 3) Eopt. the optical energy required to 

emit an electron from the deep to the shallow state, and 4) Ec, the capture 

barrier energy from the shallow into the deep DX state. We notice that, in 

contrast to Figure 1.1, the lattice relaxation is larger here and there will be no 

photoluminescence transition. In this case dFc = Eopt - Eo = Shro. Since the 

only difference between the shallow donor parabola and the conduction band 

parabola is a very small vertical offset, these two curves will not be differentiated 

in the remainder of this thesis. In fact, when the electron concentration is high, 

the impurity levels form a band which broadens and subsequently merges with 
J 

the conduction band. In this case there is no difference between the two 

parabolas. 

Fig. 1.2 illustrates t~e origin of the difference between the thermal and 

optical ionization energies of the DX center. The diagram also illustrates the 

origin of.persistent photoconductivity. If the center is optically excited at low 

temperature, the electrons do not have sufficient energy to overcome the 

capture barrier and return to the deep OX state. It is interesting to note that it is 

not possible to optically excite an electron from the shallow level to the deep DX 

state. This could imply that the DX center parabola is more highly curved in the 

region approaching the unrelaxed donor configuration, and that the optical 

ionization energy would therefore be extremely large. 

Finally, this diagram also can be used to understand the small capture 

cross section of OX centers. The capture of an electron is accompanied by a 

relaxation of the lattice. The lattice relaxation energy of the defect is simply 

Eopt- E0 , i.e., the energy difference between the OX state and shallow donor 

state when the lattice is at the equilibrium configuration for the DX state. The 

12 
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relaxation is accomplished by the emission of phonons. Since this energy is so 

large (-1 eV), this implies that that a great many phonons are involved in the 

process and that it is therefore not very likely. 

It was stated above that DX centers form in GaAs which has either been 

alloyed or put under hydrostatic pressure. This suggests that the formation of 

OX centers is tied to the structure of the conduction band since alloying with 

AlAs and applying hydrostatic pressure have similar effects on this band. One 

percent AlAs alloying is roughly equivalent to the application of 1 kbar of 

pressure. Since the OX level is deep and must therefore be localized in real 

space, this implies that it is spread out in momentum space. This means that the 

derivative of the OX energy level with respect to alloying or pressure should be 

the same as that as the conduction band averaged over all k space. The 

average conduction band rises in energy much more slowly than the 

conduction band minimum at r, which the shallow donor level follows. 

Therefore, at some percentage' of alloying or under sufficient hydrostatic 

pressure the OX level becomes a more stable form of the donor than the 

shallow, substitutional form. This behavior is demonstrated in Figures 1.3a and 

1.3b, which show how the OX level and various conduction band minima vary 

with alloying content and pressure in GaAs. The DX center becomes the most 

stab'e form of the defect at 20 percent AlAs content or about 20 kbar of 

pressure. 

One of the first important clues about the microscopic structure of the OX 

cent.er came from an experiment which used local vibrational mode 

spectroscopy to demonstrate that the OX center is related to an isolated donor 

impurity (Maude, 1987). In this work, spectroscopy was used to show that in a 

sample of GaAs ninety percent of the Si was sitting substitutionally on the Ga 

·site. The sample was then put under hydrostatic pressure sufficient to form OX 
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centers, and it was found that the number of OX centers formed was roughly 

equal to the free-electron concentration due to the Si donors. Since it is 

extremely unlikely that simply applying pressure could cause a donor to form a 

defect complex, this made clear that the deep level was due to an isolated 

donor impurity. 

There have been many subsequent experiments to further elucidate the 

microscopic structure of this defect. The two main questions to be answered are: 

1) What is the charge state of the defect, and 2) What is the exact form of the 

lattice relaxation which occurs when the defect forms. A great deal of progress. 

has been made in answering these questions on both experimental and 

theoretical grounds. Chapter 4 of this thesis describes an experiment which 

provides a definitive answer to the first question and important clues for the 

answer to the second question. 

It is also important to know how general the formation of these defects is 

in 111-V semiconductors. OX centers have been found i.n GaAs under pressure, 

AIGaAs, and GaAsP, but it is unclear whether or not this type of defect is a 

common feature. in all 111-V's, or if there is any method for predicting the 

conditions under which they might be observed. Chapter 5 of this thesis focuses 

on this question. 

The bulk of the experimental results discussed in this thesis describes 

optical spectroscopy of OX centers in 111-V semiconductors under high pressure. 

Chapter 2 will describe high pressure techniques in general, and Chapter 3 will 

describe how these techniques were coupled with optical analysis in order to 

study OX centers. 
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2. Hjgh pressure Experimental Work Using Diamond Anvil Cells 

2.1. Introduction 

Several different methods have been developed to obtain the high 

pressures required for different types of experimental work (Williams, 1991 ). 

These techniques can be divided into the categories of dynamic and static. The 
. . 

most commonly used dynamic method is the creation of shock waves to 

produce high pressures. In this technique, a high energy projectile is shot at a 

target containing the sample of interest. This creates stress waves moving faster 

than the speed of sound in the uncompressed material, resulting in shock 

waves which simultaneously stress and heat the target material. This technique 

is expensive and can only be used to study processes that occur on the order of 

a microsecond, but it is a well established method for producing high pressures 

and temperatures of many thousands of degrees Kelvin. 

A static technique for creating high pressure uses large volume anvil 

cells. These cells are either of the piston cylinder type pictured in Figure 2.1 a or 

the multi-anvil type shown in Figure 2.1 b. Piston-cylinder cells are simply 

uniaxial-type stress rigs which create hydrostatic pressure through the 

containment of a pressure medium by the cylinder surrounding the piston. Multi

anvil cells create a more hydrostatic pressure environment than piston-cylinder: 

cells and are also capable of providing higher pressures. However, they are 

difficult to design and build because of the simultaneous alignment required for 

all of the anvils. The main advantage of these two types of cells for static work is 

the possibility of containing a large sample volume. A disadvantage is the 

difficulty of incorporating optical access into their design. 
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Fig. 2.1. Schematic illustration of large volume static high pressure 
techniques: a) piston-cylinder type cell, b) multi-anvil cell (E.K. Graham, 
1986) design (Williams, 1991 ). 
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Another static technique, and the one employed in the studies described 

in this thesis, makes use of diamond anvil cells. This technique has none of the 

shortcomings of the methods mentioned above. The central elements of a 

diamond anvil cell are shown in Figure 2.2. Two diamonds are held 

diametrically opposed with a piece of metal referred to as a gasket placed 

between them. A hole is drilled in the gasket to form the sample space, which is 

filled with the sample, a hydrostatic pressure medium, and small chips of ruby 

which are used for determining the pressure. Pressure is applied by either a 

piston cylinder arrangement or 'three to six screws. These cells will be described 

in much more detail below. Diamond anvil cells are relatively inexpensive, 

simple in design, and provide full optical access due to the transparency of 

diamond. This is of course the most critical feature for this work since it is 

comprised largely of optical spectroscopy. The major disadvantage of this 

technique is that one must use small samples, with maximum dimensions on 

the order of hundreds of microns. 

The ranges of pressure and temperature for which the different 

techniques discussed here are useful are shown in Figure 2.3 

2.2. The Diamond Anvil Cell 

2.2.1. Introduction to the Diamond Anvil Cell 

Diamond anvil cells (DACs) were first developed in 1959 (Jamieson, 

1959; Weir,1959). The core of the cell consists of two diamonds which have 

had their culets ground down to form a flat surface a few hundred microns in 

diameter. The rest of the cell holds the diamonds diametrically opposed and 
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Fig. 2.2. Schematic cross-section of a diamond anvil cell illustrating the 
way in which a sample is contained by a metal gasket while being 
squeezed between the culet faces of two diamonds. Ruby chips are used 
to measure the pressure (Williams, 1991 ). 
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Fig. 2.3. Pressures and temperatures that can be achieved using various 
techniques discussed in the text. The shock wave temperatures depend 
on the sample material so the shaded area is only approximate. MAX-80 
(Shimomura, 1985) is a specific multi-anvil cell (Williams, 1991 ). 
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applies the force necessary to bring the diamonds together and exert pressure 

on the sample mounted between them. Diamonds are the best material for 

creating extremely high pressures because they are the hardest known material 

and are not prohibitively brittle. Diamonds are rated a 10 on the Mohs scale, 

and the interval between 9 and 1 0 represents a much larger difference in 

hardness than is normally represented by a single step on this scale. 

In addition to applying pressure, there are two other important functions 

that a DAC must perform. First, it must keep the two diamonds translationally 

aligned. If this is not done, there will be areas on the face of the diamond which 

will have large pressure gradients, increasing the likelihood of diamond 

fracture. Second, the diamonds must be kept extremely parallel. If this does not 

occur, then the edge of one diamond will be forced into the face of the other, 

concentrating the stress at this edge and again making the probability of 

diamond failure high. Though there are several variations of diamond anvil 

cells, they differ mainly in the way that pressure is applied and fall into one of 

two categories: 1) piston-cylinder type or 2) Merrill- Basset type. 

An example of the piston cylinder cell is the National Bureau of 

Standards cell designed by Piermiani and Block (1975) shown in Figure 2.4. 

Pressure is applied by turning a screw. and compressing .Belleville washers. 

The upper diamond plate can be translated by the use of three adjustment 

screws symmetrically situated around the backing plate. The diamonds can be 

made parallel by tilting the hemispherical mount using the adjustment screw 

shown in the figure. The diamond mounts are normally made of metal which 

has been hardened to Rockwell 55-60 and have holes through their center to 

allow optical access for experimental purposes. Pressures as high as 500 kbar 

have been reached with these cells, and pressures of several megabar have 

been reached with other piston-cylinder type cells (Jayaraman, 1983). 
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Fig. 2.4. Sectional view of the National Bureau of Standards ultra-high 
pressure DAC developed by Piermiani and Block (1975) (Jayaraman, 
1983). 
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The DAC. used in the research for this thesis, shown in Figure 2.5 was 

designed by Sterer, Pasternak, and Taylor (1990). It is a Merrill-Basset type cell. 

In this type of DAC, pressure is applied by either three or six screws which pull 

the two halves of the cell together when tightened. The disadvantage of a 

Merrill-Basset type cell is that it is more difficult to keep the diamonds parallel 

than when using a piston-cylinder type cell; where alignment is automaticlly 

maintained. Alignment is maintained in a Merrill-Basset cell by measuring its 

thickness at three points around the cell diameter and tightening the screws in 

such a manner as to keep the relative thicknesses constant. Three pins coming 

up from the bottom of the cell mate with three holes in the top of the cell in order 

to help maintain this alignment. Translational alignment is performed using 

three adjustment screws situated symmetrically around the bottom backing 

plate. The upper backing plate is machined to fit very tightly into the hole where 

it is held in and is not free to move. The main advantage of this type of cell is 

that it can be made very small. In fact, the cell shown above is the smallest 

diamond anvil cell currently in use. Its diameter is slightly less than one inch, 

which allows it to fit into most cryostats and made the present work possible. 

This cell has been used to obtain pressures in excess of three hundred kilobar. 

2.2.2. Diamonds 

The type of diamond one chooses to use in the diamond anvil cell 

depends on the experiment to be performed. Diamonds are classified as either 

Type I or Type II. Type I diamonds are characterized by the presence of nitrogen 

impurities. The nitrogen forms several types of defects (Seal, 1984) , including 

substitutional nitrogen, A centers (which are believed to be nitrogen pairs), B 

centers (which are believed to be larger nitrogen aggregates), and defects 
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Fig. 2.5. An exploded view of the miniature diamond anvil cell: 1) Allen 
screws used to generate pressure, 2) platens, 3) upper fixed backing 
plate, 4) gasket, 5) diamond anvils, 6) lower adjustable backing plate, 7) 
positioning and gasket holder pins, 8) lower backing plate adjustment 
screws, 9) cell holder used to change pressure (Sterer, 1990). 
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· which are referred to as platelets because they were at first thought to be planar 

nitrogen defects. Although the platelets are believed to be nitrogen related, their 

precise structure is at present unknown. There are further subclassifications of 

these two categories, but these distinctions are not important for this work. The 

important point is that the four defects mentioned above have strong 

absorptions between 1100 and 1400 cm-1, making optical spectroscopy in this 

region impossible. Type II diamonds are all those diamonds which are not Type 

I; that is, they contain virtually no nitrogen. Since these diamonds represent only 

about 0.5 % of the total of diamonds mined, they are much more expensive. 

Therefore, one chooses Type II diamond for optical work in the 1100-1400 cm-1 

region, and Type I diamonds otherwise. All the work to be performed in this 

thesis was carried out using Type I diamonds. 

Diamonds can be further classified by the way they are cut. There are 

two main types of cuts used in diamond anvil cell researGh. The first is shown in 

Figure 2.6a and is called the modified brilliant design. As the name suggests, it 

is a simple modification of the cut most commonly used to make jewelry. The 

modification is that the bottom of the diamond is truncated in order to form the 

culet face, which is the narrow flat section of the diamond. The larger flat section 

is referred to as the table, and the girdle is the thickest section of the diamond .. 

This design was chosen by early workers in the field because it was readily 

available, but it is not the strongest possible cut. The brilliant design maximizes "" 

internal reflection and dispersion rather than strength. . 

. The second, stronger design is referred to as the standard design and is 

shown in Figure 2.6b. The main goal of this design is to maximize the amount of 

the diamond which is in the volume directly beneath the diamond table. The 

fraction of the diamond outside of this volume is under low stress in a DAC and 

does not contribute very much to the strength of the anvil (Seal, 1987). In fact, in 
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Fig. 2.6. Shapes of diamond anvils: a) modified brilliant design, b) 
standard design (Seal, 1987) . 
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the modified brilliant design, only 57.5 % of the diamond is in the critical 

volume. It is clear from looking at the figure that the standard design is much 

more efficient in this respect. This is accomplished by reducing the number of 

facets form fifty to twenty-six, drastically thickening the girdle, and lowering the 

table towards the girdle. Diamonds of the standard design were used for the 

most of the work described in this thesis. It should be mentioned that to achieve 

very high pressures (> 500 kbar), the culet is often beveled. This reduces the 

stress concentrations on the edges of the culet. 

Low birefringence is another important factor in choosing diamonds. 

Since diamond is a cubic lattice, if it were unstrained it should have no 

birefringence. The current belief is that a diamond with low birefringence is less 

strained and is therefore less likely to fail under the extreme conditions to which 

anvils are subjected. 

2.2.3. Gaskets 

When diamondr anvil cells were first introduced, the sample was simply 

squeezed between the two diamond anvils, which of course created a uniaxial 

stress on the samples. To achieve high pressure it is necessary to use 

hydrostatic pressure, and this necessitates the use of a gasket. A gasket is a 

thin piece of metal placed between the two diamonds with a hole drilled in it in 

order to form a sample space. Its use was first demonstrated by Van Valkenburg 

(1965). The hole is filled with a pressure medium, a sample, and chips of ruby 

for measuring pressure (this will be discussed in detail in Section 3.3). The 

sample space is sealed by bringing the top diamond down onto the assembly of 

the bottom.diamond plus gasket. 
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Materials commonly used for gaskets include lnconel, spring steel, and 

for very high pressures, rhenium. The initial thickness of the gasket is usually 

roughly 250 f..Lm and it is indented to a thickness of approximately 50-100 fJ.m. 

The indentation of the gasket is shown in Figure 2.2, which also illustrates how 

the gasket material extrudes around the diamond faces. It is thought that the 

extruded material helps to prevent diamond failure by supporting the anvils 

near the edges where stresses may concentrate. 

2.2.4. Pressure Media 

A wide variety of pressure media have been used for DAC research, and 

Table 2.1 gives a list of some of these materials along with their useful pressure 

ranges at room temperature. A 4:1 mixture of methanol:ethanol is perhaps the 

easiest on the list to work with because it is a liquid at room temperature and no 

cryogenics are required. However, a strong disadvantage of this medium from 

the point of view of spectroscopy is that it absorbs in the infrared. This problem 

can be overcome by using liquid N2 and Ar, both of which are transparent in the 

infrared. Although these are cryogenic liquids, it turns out that loading cells with 

them does not present too much extra difficulty. The most hydrostatic medium to 

use is liquid He, but this requires sophisticated apparatus for the loading of 

samples. All work in this thesis used either methanol:ethanol or liquid nitrogen 

as the pressure medium, and the techniques for loading cells using these 

media will be discussed in the next section. 

28 



... 

Table 2.1. Some ·pressure media and their useful pressure ranges at 300 K 
(Jayaraman, 1983). 

Pr~~sur~ Limit fQr 
Medium n~§rll£ hl£QrQstatiQ 

b~haviQr (kb§r) 

Methanoi:Ethanol =200 

4:1 Methanoi:Ethanol =200 

He >600 

Ne 160 

Ar 90 

Xe 300 

H2 >600 

02 ? 

N2 130 

02 ? 
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2.2.5. Loading the Diamond Anvil Cell 

In this section I will discuss how to load the miniature PAC described 

earlier. The first step in loading this or any diamond anvil cell is to glue the 

diamonds to the backing plates. The epoxy to be used is determined by the type 

of experiment being performed. For the low temperature work described in this 

thesis, it was found that both Stycast 2850 and Miller-Stephenson 907 epoxies 

worked well, meaning they would adhere to the metal backing plates and 

diamonds and remain stuck through many thermal cyclings between room 

temperature and 4.2 K. 

Once the diamonds are glued, they must then be aligned. The first step in 

aligning is to roughly center the bottom backing plate using the three set screws 

in the bottom the cell. The top plate (with diamond glued on) is pushed firmly 

into the top half of the cell. It is important to make sure that both backing plates 

are lying completely flat, since otherwise the high pressure encountered in the 

loading process will make them lie flat and change the relative tilt of the 

diamonds. 

The next step is to insure that the diamonds are parallel. After sliding the 

top half of the cell down onto the bottom half, which should be done very gently, 

one observes interference fringes between the diamond culets. These fringes 

are simply an example of Newton's rings. By gently tilting the cell, one watches 

for the disappearance of the rings to signal that the culets are parallel. At this 

point three screws should 9e put in and tightened so that the diamonds are 

snug. 

The diamonds must next be aligned translationally. This is done using 

the three set screws which were used to roughly center the bottom backing 

plate above. They are adjusted until the faces line up. If using standard cut 
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diamonds, which have only eight sides, it is important to make certain that the 

octagonal faces line up at each vertex. This usually requires rotation of the 

bottom diamond. The culets of the sixteen-sided modified brilliant cut diamonds 

are so close to circular that rotational alignment is not required. 

After the translational alignment is complete, it is likely that the diamond 

will no longer be precisely parallel. So, the procedure for making them parallel 

must be repeated, followed by another translational alignment. This procedure 

is iterated until the culets appear to be completely aligned. At this point, the 

thickness of the cell should be recorded at each of the three screw positions. 

These relative thicknesses should be maintained at all times when working with 

the cell. The three thicknesses should all agree to within 0.1 mm. If they don't, 

there is probably some foreign matter underne~th the backing plates which 

should be removed. After the cell is aligned, the gasket must be prepared. 

A gasket should be cut out in the shape shown in Figure 2.7. Three holes 
\ 

are drilled in order to slip over the three alignment posts of the cell, which . 
makes it possible to slip the gasket on and off. and continually place it in 

precisely the same position. Most of the material must be cut away to make 

room for the pressure application screws. 

The next step is to pre-indent the gasket, which is done by first slipping 

the gasket onto the bottom half of the cell. The top of the cell is then put on and 

three screws are put in place and slowly tightened, measuring the cell thickness 

at the specified points to insure the maintenance of culet parallelism. The 

screws are tightened until the gasket has the desired thickness. In addition to 

the advantages of pre-indentation mentioned in the section on gaskets, it is also 

believed by some workers in the field that the diameter of the sample hole is 

less likely to increase under pressure if the gasket material is thin. If the hole 

diameter does increase, the pressure medium will leak out when the hole 
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Figure 2.7. Optimum shape for gaskets. The diamond indentation 
is made in the middle of the gasket. 
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reaches the edge of the diamond culet. Of course, the gasket must not be made 

thinner than the sample. A further advantage of pre-indentation is that it allows 

one to drill a sample hole which will sit in the middle of the diamond faces, and 

it also helps in putting the gasket in precisely tQe same position each time. 

After pre-indentation is cornplete, pressure is slowly released and the 

gasket is removed from the cell in order to drill a hole to form the sample space. 

A #78 tungsten carbide drill bit was used to drill a 400 Jlm hole to contain a 300 

Jlm sample for much of the work described in this thesis. One has to start with a 

hole bigger than the sample diameter because the hole size initially decreases 

with increasing pressure. Once the hole is drilled and deburred, the thickness of 

the pre-indented portion of the gasket can be m~asured. If it is not of the desired 

thickness, further pre-indentation can be carried out. Once the gasket is 

prepared the cell can be loaded 

Regardless of the pressure medium which is used, the first steps in the 

actual loading of a sample are the same. The gasket is placed in position and 

the sample, along with a few chips of ruby which have been ground to a few 

microns in diameter, are placed in the sample space. The bottom half of the cell 

is then placed on a tightening stage, which is simply a piece of aluminum with 

three posts which mate with three holes in the cell. This allows one to tighten 

the cell without having it rotate. 

The remainder of the procedure is dependent on the pressure medium 

used. In order to load with a methanol:ethanol mixture, a syringe is used to put 

one or two big drops of the medium onto the sample. To avoid evaporation, the 

top of the cell must be brought quickly down and the screws tightened by going 

around the diameter of the cell turning each screw a small amount. Six pressure 

application screws are used if the desired pressure is above 50 kbar, otherwise 

three screws are sufficient. 
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In order to load with nitrogen, the top half of the cell is mounted and the 

pressure application screws are put in. However, no force is applied~ The 

screws are tightened just to the point before any force is required, and they are 

adjusted until measurements of the relative thickness around the cell verify that 

the diamonds are aligned. The entire cell is then put on the tightening stage and 

immersed in liquid nitrogen. After the nitrogen has stopped boiling rapidly, 

helium gas is bubbled in. This reduces the boiling tremendously, making it 

. much less likely that nitrogen gas will be trapped in the sample space. If gas is 

trapped, the hole will collapse inwards when pressure is applied and crush the 

sample. It is not clear why bubbling in the He ga$ is so helpful, but it is 

. hypothesized that the gas increases the thermal conductivity of the nitrogen, 

which would mean that the heat would be brought to the surface much more 

quickly and would subsequently decrease the boiling rate. Once the nitrogen is 

sufficiently calm, the pressure application screws are tightened by going around 

the diameter of the cell turning each screw a small amount. This procedure is 

continued until the screws can no longer be tightened using a screwdriver allen 

wrench. The cell is then removed from the liquid nitrogen. 

2.2.6. Sample Preparation 

There are two steps to preparing semiconductor samples for loading into 

a diamond anvil cell. The first step is thinn~ng and polishing of the sample, 

which occur simultaneously, and the second step is cutting. As discussed in the 

previous section, it is thought that the diameter of the gasket hole is less likely to 

increase under pressure if the gasket material is thin. If the hole diameter does 

increase, the pressure medium will leak out when the hole reaches the edge of 
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the diamond culet. This implies that the attainment of higher pressures requires 

the preparation of thinner samples in order that they will not be crushed by a 

thinner gasket. The desired sample thickness is normally in the range 25-100 

J.Lm, which corresponds to a maximum pressure between roughly 115 and 40 

kbar, respectively. 

The first step in thinning and polishing is to use a dicing saw to cut out a 

small piece of semiconductor 250-375 J.Lm thick. Any attempts to cut thinner 

pieces of GaAs or lnP will result in a shattered sample. GaAs samples may be 

then lapped by hand using a 3 J.Lm AI203 slurry as long as the samples do not 

need to be thinner than 50 J.Lm. Thinner samples are too fragile and must be 

mounted on some form of lapping plate, which is often simply a glass slide. A 

finer polish can be produced on GaAs samples by a final polish on a felt pad 

saturated with bleach. The preparation of very thin lnP samples (- 25 J.Lm) 

requires more care because these samples are extremely fragile. They must be 

lapped on a graphite block so that after they are cut, the wax used to hold them 

in place can be dissolved from behind the sample. This allows one to dismount 

the samples without having to handle them very much. All sample movement is 

accomplished with the bristles of a very fine paint brush. 

In Fourier transform spectroscopy it is important to minimize the amount 

of light leaking around the sample. Since the sample hole in the gasket is 

round, it was decided that round samples should be cut to fill the hole. In order 

to perform the delicate t~sk of cutting cylindrical shaped samples 300 J.Lm in 

diameter and -50 J.Lm thick, a tip for a low power ultra-sonic cutting machine 

was made which used the flattened end of No. 23 hypodermic needles as the 

cutting surface. Do-All wax was the only wax found that would consistently hold 

the samples to either the glass slide or piece of graphite to which the sample 

was mounted. Sticky wax was somewhat less effective but also proved useful. 
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With this technique, a high percentage of undamaged samples could be 

recovered after cutting. After recovery, the samples are boiled in TCA and 

methanol to remove wax and grease. 

2.3. Pressure Measurement 

2.3.1. The Ruby Fluorescence Scale 

' 
The ruby fluorescence scale for measuring hydrostatic pressure was 

developed by Forman {1972) and is based on the pressure dependence of the 

wavelength of the B1 and B2 fluorescence lines of the Cr3+ ion in ruby. These 

lines may be excited with blue or green light from a He-Cd or Ar ion laser. The 

doublet structure of the fluorescence is a result of the size of the Cr3+ ion. In a 

cubic field the Cr3+ ion would show only a single fluorescence line due to the 

spin transition 2E~4A2. However, since the Cr3+ replaces an Al3+ atom and is 

too big to fit substitutionally, it assumes alower symmetry position and the 2E is 

split due to a removal of spin-orbit degeneracy (Ferraro, 1984). Pressure 

measurements based on this doublet are problematic at temperatures above 

300 oc where the two lines broaden into one. However, ruby has been found to 

be the overall best pressure calibrant because 1) its fluorescence is more 

intense than other materials, 2) the pressure dependence of the fluorescence 

lines is reasonably strong, and 3) the B linewidth is extremely sharp (7.5 A) 

(Barnett, 1973). 

The 'dependence of the transition wavelengths has now been calibrated 

out to one Megabar against the p-V relationship of several materials, including 

Co, Mo, Pd, and Ag (Mao, 1978), as shown in Figure 2.8. This dependence is 
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Fig. 2.8. Shift of R1 and R2 ruby fluorescence lines with pressure (Jayaraman, 
1983). 
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found to be linear below 300 kbar and to have a magnitude of 0.36 Alkbar. The 

dependence is sublinear at higher pressures and Mao has proposed a 

calibration curve of 

p(Mbar) = 3.808((.1A(A)/6942 + 1 )5 - 1 ). (2.1) 

The hydrostatic pressure dependence of both lines in the doublet is found to be 

equal, and they could be used interchangeably for calibration purposes. The R1 

line is usually chosen though because it is slightly stronger. 

2.3.2. Pressure Measurement System 

The pressure measurement system which was constructed for this 

research is shown in Figure 2.9. The main part of the set-up is an Olympus 

microscope which is capable of magnifications ranging from 200 to 400 times. 

The main advantage of using a microscope is that it is easy to focus the laser 

beam onto any particular chip in the ruby cell. This set-up is much simpler than 

pressure measurement systems set up on an optical table since there are no 

adjustments of any optical components required. The focussing is automatically 

taken care of by the microscope. 

A 25 mW Omnichrome Ar ion laser is used to excite the ruby 

fluorescence. The light from the laser is directed onto a dichroic mirror which 

reflects the blue-green laser light down to the diamond anvil cell but lets only 

the red fluorescence light 'travel up through the microscope and into the 

monochromator. The dichroic mirror is used to prevent any laser light, which 

could potentially destroy the photomultiplier tube used to detect the 

fluorescence, from entering the monochromator. The ruby fluorescence is then 
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Fig. 2.9. Schematic of pressure measurement system. 
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collected by the objective lens and travels back up through the microscope. At 

the top of the microscope, the light is reflected by a right angle prism into a 

Sciencetech 9050 monochromator, which is controlled by a Gateway 2000 

386/25 MHz computer. The light is detected at the exit slit of the monochromator 

by a Hamamatsu 928 multialkalai photomultiplier tube which has a Hamamatsu 

1606-01 pre-amplifier attached directly to its back end. The signal from the pre

amplifier is then fed into a AID board plugged into the computer. Each time the 

monochromator steps, one hundred values from the AID board at the given 

wavelength are averaged and the result then recorded. This allows one to 

record a spectrum of intensity as a function of wavelength, and shows the 

characteristic R1-R2 doublet if the laser is focussed on a ruby chip. An example 

of such a spectrum is shown in Figure 2.1 0. 

One complication in this work is that it was necessary to know the 

pressure in the DAC at low temperature, but it is not possible to perform ruby 

fluorescence while the DAC is at liquid helium temperature. The following 

technique was therefore employed to calibrate the pressure in the cell at low 

temperature. The pressure in the DAC was measured at room temperature, after 

which it was immersed. in liquid nitrogen. The pressure was then measured 

again taking into account dv/dT of the fluorescence, which is independent of 

pressure (Jahren, 1990). It was assumed that the pressure did not change 

between 77K and 4K since the coefficient of thermal expansion of the cell, 

which is made of Vascomax 350, is small at low temperatures. It was found that 

the pressure in the cell at 77 K was roughly four kbar below the pressure 

measured at 300 K after the cooling process. This change in pressure is 

independent of the pressure in the cell. 
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3. Characterization Techniques 

While the previous chapter described techniques for bringing 

semiconductor samples to high pressure, this chapter will focus on how these 

samples were characterized in the work described in this thesis. The main 

techniques used to study the samples were optical spectroscopy, employing 

both Fourier transform and grating spectrometers, and Hall effect. This chapter 

will provide an introduction to all of these techniques, including those used to 

perform optical spectroscopy under high pressures in a diamond anvil cell. 

3.1. Fourier Transform and Grating Spectroscopy 

3.1.1. Fourier Transform Spectroscopy 

Spectroscopy of semiconductor defects comprises a major part of this 

thesis, so it is appropriate to give a brief discussion of the different types of 

spectrometers used. We begin with a description of a Fourier· transform 

spectrometer. The heart of this instrument is a Michelson interferometer, shown 

schematically in Figure 3.1. It consists of a light source, a beamsplitter, a fixed 

mirror, a moving mirror, and a detector. The light travels from the source to the 

beamsplitter, where part of the beam is reflected to each of the mirrors. The two 

, beams are then reflected back to the beamsplitter, where they recombine en 

route to the detector. In Fourier transform spectroscopy, the intensity of the light 

at the detector is measured as a function of the position of the moving mirror. 

The plot of this intensity versus position relationship is referred to as an 

interferogram. The desired result in a spectroscopy experiment is a spectrum 
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of intensity versus frequency, which is the Fourier transform of the interferogram. 

The calculation of the Fourier transform of an interferogram is computer 

intensive so the use of this technique did not become practical until computers 
; 

with sufficiently large memory and high speed became available. The process 

of how spectra are obtained using this type of instrument will now be explained 

in more detail. 

We begin the discussion by considering a very simple experimental 

arrangement in which the light source is a monochromatic laser of wavelength 

A.. When the path lengths from the beamsplitter to the two mirrors in Figure 3.1 

are equal, the two beams will constructively interfere and there will be an 

absolute maximum in the intensity of light detected. As the moving mirror is 

translated, a phase shift develops between the recombining beams which 

reduces the intensity of the light reaching the detector. When the moving mirror 

has moved by the distance IJ4, the path difference ~ between the two beams is 

A./2 and the two beams will destructively interfere, resulting in a minimum of 

detected light. The sum of the two beams can be shown to be lo(1 + cosB), 

where lois the intensity at~= 0 and B = 21t(~)/A. Therefore, the interferogram is 

simply a cosine wave of wavenumber k = 1/A.. The Fourier transform of a cosine 

wave is a delta function at k = 1/A., and the spectrum will thus show a single 

peak at the laser frequency. Because the moving mirror has a limited path 

length, however, the peak will not be a delta function. The interferogram shows 

a finite number of sinusoidal oscillations and not an infinitely long wave. A 

detailed calculation (Bell, 1972) shows that the spectrum of a monochromatic 

source of wavenumber k' produced by transforming a finite interferogram is 

B(k) = 2L(sinz/z), (3.1) 
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where Lis the maximum optical path difference between the two arms of the 

spectrometer and z~(2x)(k' - k)L. This function is referred to as the instrumental 

line shape. It produces a peak with full width at half maximum of 0.61/L. One 

normally takes enough data points so that the instrumental resolution is higher 

than the natural linewidths of the peaks being observed. 

In an actual spectrometer a broadband source is used and the response 

at the detector is a sum of cosine waves from all of the different wavelengths 

present. There is a strong maximum at~= 0, which is referred to as zero path, 

since all wavelengths constructively interfere at this point. Far away from zero 

path the intensity falls to lzero path/2 since the phase of all the different waves is 

random and 

1
27t 

_1_ de cos28 = ..1. 
21t 0 2 (3.2) 

An example of an interferogram is shown in Figure 3.2a. The spectr.um ot the 

sample, which is the Fourier transform of the interferogram, is seen in Figure 

3.2b. The Fourier transform is essentially a calculation of the relative amplitudes 

of each frequency present in the interferogram. The result is a plot of detected 

intensity versus k. 

A critical aspect of spectroscopy is the need for filters to eliminate 

aliasing, which is the appearance of high frequency spectral features in a low 

frequency spectrum. To observe radiation of a wavelength A. in Fourier 

transform spectroscopy, one must take a data point every A./4 units of mirror 

travel, which corresponds to ~ = A./2, since this is the minimum number of points 

which will define a sine wave of a given wavelength. This implies that twice as 

many data points must be taken to observe frequencies up to 4000 cm-1 than to 
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observe frequencies up to 2000 cm-1. However, since collection time and 

computer storage space are proportional to the number of data points recorded, 

it is desirable to take data only up to frequencies of interest. Aliasing arises 

when the data are not taken at sufficiently small mirror displacement intervals to 

observe high frequency light reaching the detector. For example, consider 

taking data over the range 0-2000 cm-1, which corresponds to taking a point 

every 1.25 JJ.m of mirror travel. If there is light reaching the detector which is of 

frequency 3000 cm-1 this peak will be aliased into 'the spectra and will show up 

at 1 000 cm-1. This occurs because 3000 is a multiple of 1000 and the amplitude 

of the 3000 cm-1 wave will make a contribution to each data point which defines 

the 1000 cm-1 wave. The way to avoid aliasing in this case would be to either 

take data up to 3000 cm-1 or filter the incoming light to block radiation above 

2000 cm-1. It is much more advantageous to use a filter, as was stated above. 

All spectra shown in this thesis were taken over the range 1 0-1950 cm-1. 

Two filters were used to block out any higher energy light. First, a mylar 

beamsplitter was used, and it passes very little radiation above 2000 cm-1. 

Second, black polyethylene was used. This material is a low pass filter which 

gently rolls off at higher frequencies. Virtually no light above 2000 cm-1 reaches 

the detector through this filter when a piece several thousandths of an inch thick 

is used. 

The type of Fourier transform spectroscopy performed in this research is~ 

referred to as absorption spectroscopy. In this method, a sample spectrum is 

divided by a reference spectrum. The reference material is usually identical to 

the sample material except for the particular aspect under study. For instance, 

when studying Si impurities in GaAs, the reference material would be GaAs with 

no Si present. Figures 3.3a and 3.3b shows the spectra obtained for GaAs:Si 

and an undoped GaAs reference sample. The spectra are then divided and the 
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Fig 3.3. Spectra of a) GaAs:Si sample and b) undoped GaAs reference 
sample. The absorption spectrum of the GaAs:Si sample, which is the 
negative logarithm of the ratio of the spectra in (a) and (b), is shown in (c). 
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negative logarithm of the result is taken to produce an ~bsorption spectrum, as 

shown in Figure3.3c. The reason for this procedure is made clear by the 

following argument. If at a particular frequency lo represents the intensity of light 

-which reaches the detector through the reference material, then loe-ax 

represents the amount of light reaching the detector through the sample, where 

x =the thickness of the sample and a= the absorption coefficient= na, where n 

= the concentration of the absorbing defect and a= the defect absorption cross 

section. Therefore, the process described above for producing an absorption 

spectrum gives 

(3.3) 

where ax is referred to as absorbance. The final result is therefore a plot of the 

absorbance vs. k for the impurity under study. As shown in Figure 3.3c, this 

method yields peaks which are specific to the doped sample and not the 

reference sample. 

The particular spectrometer used for this thesis research is a Digilab 80-

V spectrometer. A schematic is shown in Figure 3.4. The entire chamber of the 

spectrometer is evacuated since water vapor in the air has a great many 

absorption lines in the far-infrared. Since the moving mirror moves on an air 

bearing, the air fed into this bearing is first run through an air dryer. The source 

is a SiC globar which is simply a blackbody source run at 1200 °C. While this is 

not a particularly bright source of infrared radiation, it is the best currently 

available. Below 100 cm-1 mercury arc lamps are superior light sources. 

Looking at the figure, one can trace the path of the light from the source to a 
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Fig. 3.4. Schematic of Digilag 80-V vacuum Fourier transform spectrometer. 
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sample, amplified, and then recorded by the computer (Heyman, 1992). 
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parabolic mirror which converts the light diverging from the source into a 

parallel beam. 

The light then travels through the interferometer, which is actually 

composed of two interconnected interferometers. A mirror is mounted on the 

back of the moving mirror, and this mirror is the moving mirror for a secondary 

interferometer. This interferometer serves to define the position of the moving 

mirror in the primary interferometer. There are two additional light sources 

present for this purpose, a white light source (which is merely a light bulb) and a 

red HeNe laser. Since the white light source gives off a large amount of visible 

radiation, which has a short wavelength in comparison with infrared radiation, 

the interferogram it produces is very sharply peaked at zero path. This 

interferogram therefore provides a very accurate zero path position for the 

primary interferometer. The relative position of the mirror is tracked by counting 

maxima detected in the interferogram of the He Ne laser. As was previously 

discussed, a maximum occurs each time the mirror moves a distance "-He Ne /2. 

After emerging from the interferometer, the recombined beam is directed 

by a planar mirror and a weakly focussing parabolic mirror into the sample 

space. The size of the beam at the focus is roughly 1 em, and this is where the 

sample is placed. The detector is usually mounted either directly behind the 

sample or at a more remote location. The Digilab spectrometer is equipped with 

. a TGS (Tryglycine Sulfate) room temperature pyroelectric detector. An off-axis 

parabolic mirror is combined with a planar mirror to bring the radiation leaving 

the sample space to a focus at the deteCtor. A change in temperature of the TGS 

detector creates a change in its capacitance, and this change is converted into 

a voltage which is then recorded. The photoconductor detectors used in these . 

studies, which will be described in more detail in Section 3.1.4, detect a photon 

when it ionizes an impurity electronic level. A bias is kept across the detector 
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which sweeps out carriers as they are created. Photoconductive detectors are 

much more sensitive then pyroelectric detectors, but they do have several 

disadvantages. First, they cannot detect any radiation below the ionization of 

the impurity level in the detector. Also, they do not have a flat response as a 

function of wavelength. Pyroelectric detectors have a response which, although 

it is not flat, varies linearly with frequency. Despite these disadvantages, . 

photoconductors must be used when photon fluxes are low. 

3.1 .2. Grating Spectroscopy 

Another important type of optical spectroscopy is grating spectroscopy. 

This is very different from Fourier spectroscopy in that spectra are recorded a 

single wavelength at a time. The heart of a grating spectrometer is a 

monochromator, which is normally comprised of an entrance slit, mirrors, a 

grating, and an exit slit. A schematic diagram of a monochromator is shown in 

Figure 3.5. As shown in the figure, light enters the monochromator through a 

narrow entrance slit The light is then made parallel by a parabolic mirror and 

reflected by a planar mirror onto the grating. The grating of the monochromator 

is comprised of a series of closely spaced parallel grooves as shown in Figure 

3.6. Each groove acts as a radiation source, diffracting the incoming light at 

various angles. For a given reflection angle r, there is a maximum in the 

intensity of a wavelength A. reflected from the grating when the path difference 

between light reflecting off successive slits is an integral number of 

wavelengths. This is just the condition for constructive interference and is. given 

by 

rnA.= d(sin i +sin r), (3.4) 
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where m is the order of the maximum, d is the spacing between the slits, and i 

and rare the angles of incidence and reflection measured from the normal to 

the grating surface. First order implies that there is a path difference of one 

wavelength between adjoining slits, and so on for higher orders. The light is 

then reflected by mirrors through the exit slit. If light of wavelength A. passes 

through the exit slit of the monochromator, this implies that higher orders of 

radiation .with wavelengths A./2, A./3, etc. will also exit through the slit. This 

radiation must be eliminated using appropriate filters' if this is important. By 

rotating the grating one ,can choose the wavelength of light which travels 

through the monochromator and reaches the sample. A spectrum is produced 

by rotating the grating through,a given angular range, recording the response at 

each wavelength. The resolution is limited by the width of the entrance and exit 

slits and the number of grooves per em on the grating. 

A grating spectrometer takes the light from the exit of a monochromator 

and sends it through the sample to a detector. The grating spectrometer used in 

these studies is a Cary 2390 spectrophotometer. A schematic of the apparatus 

is shown in Figure 3.7. An extremely useful feature of this equipment is that the 
. l 

source beam is chopped. This is important because it implies that the 

spectrometer can be used in conjunction with a lock-in amplifier to detect weak 

signals. It is capable of spectroscopy from the near infrared all the way to the 

ultraviolet region of the spectrum, though different sources, gratings, and 

detectors are used for different wavelength regions. Ultraviolet and visible 

lamps are used as sources in the appropriate ranges. Different gratings are 

used below and above 800 nm because it is only possible to optimize grating 

geometries for a particular wavelength, and the grating efficiency decreases 

rapidly away from this optimum wavelength. A photomultiplier tube is used to 

detect visible radiation while a PbS detector is used to detect near infrared 
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Fig. 3.7. Schematic of the Cary 2390 grating spectrometer. The arrow 
shows the path of the light beam. For the work described in the this 
thesis, the built-in detectors were not used. 
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radiation. The PbS detector is a photoconductor which detects excitations from 

the valence band to the conduction band. Although the Cary spectrometer is a 

high performance instrument, for the work done in this thesis it was used only as 

a source of monochromatic light. 

3.1.3. Comparison of fourier Transform and Grating Spectroscopy 

There are several advantages of a fourier transform spectrometer over a 

grating spectrometer, and this explains why the bulk of the optical work in this 

thesis was performed on a Fourier transform machine. The main advantages 

are normally referred to as the Fellgett (Fellgett, 1958) and Jacquinot advantage 

(Jacquinot, 1960). The most important conclusion which follows from the 

fellgett advantage is that it is possible to acquire comparable spectra in less 

time using a Fourier transform spectrometer than a grating spectrometer. This is 

a consequence of the fact that each scan of an interferometer (which is defined 

as one translation of the moving mirror along its full length of travel) contains 

information about the whole range of wavelengths being observed while a data 

point in a grating spectrum only contains information about a single wavelength. 

The Fellgett advantage can be considered quantitatively as follows. If one is 

measuring a spectrum using a monochromator over a range of wavenumbers 

k1 - k2 with resolution Ak, then the number of points in the spectrum is 

(3.5) 

If the time for the total spectrum to be observed is T, then each point in the 

spectrum will take time {TIM) to observe. Assuming the noise is independent of 
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the signal intensity, then the signal-to-noise ratio (SNR) for a grating spectrum is 

given by 

SNRgrating a (T/M)112. (3.6) 

Since in an interferometer all wavelengths are observed simultaneously, the 

signal to noise ratio is proportional to 

SNRinterferometer a T1/2. (3.7) 

Therefore, the advantage of the interferometer over the grating spectrometer is 

proportional to M112. Since M can easily be on the on the order of 10,000, this 

represents a substantial advantage. It should be pointed out that in the visible 

range where excellent detectors are available ~nd the noise is photon limited, 

i.e. it is proportional to the square root of the ·signal, then the Fellgett advantage 

disappears. This advantage is also irrelevant if only a small spectral range is 

being observed. 
. 

The Jacquinot advantage of interferometers over grating spectrometers is 

a function of the relative optical throughput of these instruments. The resolution 

of a grating spectrometer depends linearly on the entrance and exit slit ~idth. In 

contrast, the resolution of an interferometer is dependent for the most part on 

the length whic~ the moving mirror travels. This implies that the optics at the 

entrance of an interferometer can be made large without having any significant 

reduction in the resolution of the instrument. Thus, for a given resolution, the slit 

sizes for the grating spectrometer are never comparable to the source and 

detector areas possible with an interferometer. High resolution in a grating 

spectrometer also requires large focal radii for the collimating mirrors, which 

58 

... -



results in small solid angles. Again, this is not a problem for an interferometer 

where the light is not being dispersed. For these reasons, the interferometer has 

a throughput roughly 200 times that of the best ·grating instruments and this 

results in a significant decrease in the amount of time required to obtain a 

spectra of a given SNR. 

Despite the advantages of an interferometer over ·a grating spectrometer, 

there is a very important circumstance where the use of grating type instrument 

is crucial. For the study of some semiconductor defects, it is sometimes 

important to shine only a single wavelength at a time on the sample. This is the 

case for DX centers since certain wavelengths of light can convert them into 

shallow donors. 

3.1.4. Optical Spectroscopy in the Diamond Anvil Cell 

Fourier transform and grating spectroscopy of semiconductor defects in a 

diamond anvil cell (DAC) form the basis of the research described in this thesis. 

Prior to this work, though, the technique for performing this type of spectroscopy 

had not been developed. It is easy to understand the difficulties associated with 

performing spectroscopy of samples mounted in a DAC. The sample size is 

limited to the order of a few hundred micrometers in diameter and roughly 1 00 

~m in thickness. While it is common practice to do spectroscopy in a DAC on 

samples where the absorption is due to intrinsic effects (i.e., 1 022 atoms/cm3), 

spectroscopy of defects, where typical concentrations are 1 017-1 018 cm-3, 

requires greatly enhanced sensitivity. The problem is one of achieving sufficient 

signal-to-noise ratio, and the remainder of this section will describe the 

experimental set-up used to overcome this problem. 
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The assembly shown in Figure 3.8 is the most important component for 

the experimental work described in this thesis (Wolk, 1991 a). It is a monolithic 

assembly consisting of a mirror, light concentrating cone, diamond anvil cell, 

and photoconductor detector. It is mounted vertically into a liquid helium 

cryostat placed at the sample focus of either the Fourier transform or the grating 

spectrometer used in this work. The mirror directs the light which is travelling 

horizontally through the spectrometer upwards towards the sample. The mirror 

currently in use is a flat mirror, but a parabolic mirror would be superior in that it 

would help focus the light onto the sample. The cone serves to concentrate the 

spectrometer light on the sample. It is a straight cone, which should be 

replaced by a Winston cone in order to optimize the system. A straight cone is 

roughly 70% as efficient as a Winston cone. The only reason these suggested 

improvements were not tried initially is that they are much more difficult and 

costly to fabricate. 

A photoconductor detector is mounted directly behind the cell. Both 

Ge:Be and Ge:Cu photoconductors, which have photoconductive onsets at 200 

cm-1 and 350 cm-1, respectively, were used for these studies. These detectors 

are. most sensitive for low photon fluxes, and the responsivity and noise 

equivalent power (NEP) of the Ge:Be detector are shown as a function of bias 

for a particular set of operating conditions in Figure 3.9 (Haegel, 1983). From 

the figure it is clear that for these conditions the detector has a high responsivity 

and an NEP which is not much larger than the photon limited background NEP, 

which is roughly 1o-1s W...fHz. For this experiment, we are in a regime of higher 

photon flux than the case shown in Fig. 3.9, but the detector is still performing 

close to the photon noise limit. The detector was designed to fill the cavity it is 

mounted in, and the cavity is spherical in the back to increase light collection 

efficiency. 
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This design has several critical features. First and most importantly, the 

detector is mounted directly behind the cell, insuring that a significant fraction of 

the photons which make it through the DAC will be collected by the detector. 

Second, the design virtually eliminates stray radiation, a small amount of which 

could dominate the small number of photons reaching the detector through the 

DAC. Finally, alignment is trivial since it is only requires the line-up of the 10 

mm beam with the 12.7 mm diameter entrance to the mirror assembly. If the 

' detector is separated from the DAC, which is the set-up commonly used by 

other groups performing Fourier transform spectroscopy of samples mounted in 

a DAC, positioning of the cell becomes extremely critical and therefore very 

difficult. 

3.2. Hall Effect 

The final characterization technique to be discussed is Hall effect 

analysis, which is used to determine the free carrier concentration in samples. 

The principle of Hall effect is pictured in Figure 3.1 0. The figure shows the 

cross-section of a sample which has wires attached to the top and bottom as 

well as each side. The sample is in a magnetic field B pointing in the z-direction 

and a current is passed through the sample in the x-direction. The Lorentz force 

e(vxB) drives the electrons downward, where e is the charge on the electron 

and v is the velocity of the electron. This occurs until an electric field E of 

sufficient strength is built up and creates a force eE that balances the magnetic 

force. The forces balance when 

eE = e(vxB). (3.8) 
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For the geometry shown in Figure 3.1 0, this reduces to Ey=VBz. The Hall 

coefficient RH is defined as 

(3.9) 

Using the relationship j = nev, where n is the free carrier concentration, gives 

RH = 1/(ne). (3.1 0) 

Since j and B are controlled by the experimenter, and a measurement of the 

voltage across the sample in the y~direction provides the value of Ey. the free 

carrier concentration can be determined directly. 

In most cases, a van der Pauw arrangement of contacts is used. In this 

arrangement, all four contacts are on the top of the sample as shown in Figure 

3.11. The resistivity of the sample c·an then be shown to be (van der Pauw, 

1958) . 

_ _m_ R12,34 + R23,41 f 
P- ln(2) 2 ' (3.11) 

where t =the thickness of the sample, R12,34 =the resistance obtained form the 

ratio of the voltage across contacts 2 and 3 and the current through contacts 1 

and 4, R23,41 is similarly described, and the factor f depends on the ratio of the 

resistances. For a square sample f =1. The Hall coefficient in this case is 

(3.12) 
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where .1R24,13 the change in resistivity when the B field is turned on, implying 

that the free carrier concentration is equal to 

n = B/(.1R24,13)e. (3.13) 

These data can also be used to calculate the mobility in a sample, which 

is just the speed of the free carrier per unit electric field. We have 

v 1 2ln(2) .1R24, 13 1 
~ ----- -~-----''----

-E - nep - (1tt) R12,34 + R23,41 f. (3.14) 

The mobility provides a measure of the number and type of scattering centers 

present in a semiconductor. The three main types of scattering mechanisms are 
I 

ionized impurity scattering, which is essentially an example of Rutherford 

scattering, neutral impurity scattering, and electron-phonon scattering. 

Because all of the samples studied in this thesis were heavily doped, 

ionized impurity scattering was the dominant mechanism limiting mobility. The 

number of ionized impurities in a sample depends on the number of defects 

which compensate the majority impurity. If there are 1 Q18 cm-3 shallow donors 

and 1 Q17 cm-3 acceptors, 1 Q17 of the donor electrons will fall into the acceptor 

states, as shown in Figure 3.12. This is simply a matter of the electrons falling 

into the lowest energy state which is unoccupied. This implies that there will be 

2x1 Q17 ionized impurities in the sample. The compensation ratio, e, is defined 

as 

concentration of minority impurity 
concentration of majority impurity· 
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Fig 3.12. Minority impurities, in this case acceptors, compensate 
the majority donors. All of the acceptor levels and an equal 
number of donor levels are ionized. 
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It is clearly related to the ionized impurity concentration, which in turn 

determines the mobility in a heavily doped sample. This relationship will be 

used in the next chapter to determine the compensation ratio of the GaAs 

samples studied in this thesis. 
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4. LVM Spectroscopy of DX Centers in GaAs:Si 

4.1. Introduction to Local Vibrational Modes and their Observation 

4.1 .1. Theoretical Rescription of Local Vibrational Modes 

The experiment described in this chapter uses the observation of local 

vibrational modes (LVMs) of defects in GaAs:Si to determine the charge state 

and study the microscopic structure of the Si DX center. It is therefore 

. appropriate to begin with a discussion of how these modes arise and can be 

observed. An LVM is always associated with the vibrational motion of an 

impurity atom which is lighter than the atoms comprising the host lattice. 

Because the impurity is lighter, its vibrational motion does not significantly affect 

the surrounding portion of the lattice and only the atoms in the first few nearest 

neighbor shells experience any significant movement from their equilibrium 

positions. 

We begin the discussion of local vibrational modes by considering 

phonons, which are completely delocalized vibrational modes. We start by 

considering an N-atom, one-dimensional diatomic chain with lattice spacing a, 

as shown in Figure 4.1. The masses of the atoms are M (heavier atom) and m 

(lighter atom), the force constants for the springs are k, and only nearest 

neighbor interactions are considered. Using cyclic boundary conditions and 

taking N to be even, the equations of motion for the atoms in the chain are given 

by 
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a ... 
Unit Cell 

2 3 4 5 

Fig. 4.1. Diatomic linear chain with nearest neighbor force constants 
(Barker, 1975). 
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.. 

Mx1 = k(x2- X1) + k(XN- X1) 

mx2 = k(x3- x2) + k(x1 - x2) 

Mx3 = k(X4 - X3) + k(X2 - X3) 

• 

These equations can be rewritten in matrix form as 

where 

M= 

and 

.Is= 

MOO 
OmO 
OOM 

2k-k 0 
-k2k -k 
0 -k2k 

0 0 0 
-k 0 0 

0 .. -k 
0 .. 0 
-k .. 0 

We now look for a solution in the form of a travelling wave 

x = ei(qna/2- rot), 
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(4.4) 
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where q = 2Tt/J... is the wavevector and ro is the frequency of the wave. In other 

words, we are assuming that we can find solutions that vary sinusoidally in both 

time and space. Substituting this expression into Eq. 4.2 gives 

as - ro2M)x = o. (4.6) 

This equation has solutions only for values of ro2 which make the determinant of 

the matrix (.Is. - ro2M) equal to zero. The problem therefore reduces to a 

diagnolization of this matrix where the eigenvalues are the allowed values of 

ro2 and the eigenvectors give the displacements of each atom. 

This equation was solved by Barker and Sievers (1975) for a 2N atom 

chain of GaP ( M = 70 amu, m = 31 amu). The resulting dispersion relationship 

is shown in Figure 4.2 for the case N~oo. There are two main branches of the 

dispersion relationship, an optical and an acoustic branch, separated by a gap. 

The optical branch is so named because neighboring atoms move in opposite 

directions and this motion can thus be excited in an ionic compound such as 

GaP by an electromagnetic wave. In the acoustic branch neighboring atoms 

move in the same direction. The q values are limited to the range -1t/a ~ q ~ 

+1Cia since it does not make sense physically to have a wavelength shorter than 

twice the lattice spacing. 

Since it will be shown that the introduction of a defect into the diatomic 

chain will result in modes which no longer have a sinusoidal spatial 

dependence, it is useful for the purposes of comparison to describe the perfect 

chain in a q-independent manner. One method of accomplishing this is to use 

the density of states g(ro), where 
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Fig 4.2. Dispersion relationship for diatomic chain with N atoms 
of mass M = 70 amu and N atoms of m = 31 amu, as N~. 
(Barker, 1975) . 
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N = f g{ro)dro (4.7) 

and N is the total number of modes. Figure 4.3 shows a calculation of g(ro) 

versus ro for an infinitely long GaP chain. 

We now examine the effect of replacing a P atom (m = 31 amu) with an 

_ atom of m = 20 amu, as pictured in Figure 4.4. One difference is that one half of 

the modes, all those in which the impurity atom undergoes some motion, are 

affected. This is to be expected since the introduction of the impurity disturbs the 

periodicity of the chain, leaving a single reflection plane and therefore 

separating the solutions into those of odd and even parity. If the impurity does 

not move in a given mode its frequency is unaffected, but modes which do 

couple to the impurity are shifted to slightly higher frequencies. 

The most striking result of this substitution is that a new mode appears 

which has a frequency of 416 cm-1, well above the highest optical frequency 

mode (370 cm-1 ). This is the local vibrational mode, and it can be seen 

appearing in the plot of g(ro) in Figure 4.5. In contrast to the phonon modes, the 

local mode has a highly non-sinusoidal character and the amplitude of the 

nearest neighbor vibrations dies off quickly as one. moves away form the 

impurity. This behavior is illustrated in Figure 4.6. A physical argument for the 

shape of the mode is that a high frequency . mode is unable to propagate 

through the chain since it would be outside the range of allowed eigenvectors of 

the perfect chain. Thus, the mode must decay rapidly as one moves away from 

the impurity site. This manner of thinking is justified mathematically since it is 

found that the secular equation cannot be solved for the LVM frequency unless 
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Fig 4.3. Density of states for diatomic chain shown in Fig.4.1 as 
number of atoms in chain approaches infinty. (Barker, 1975). 
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a ... 
Unit Cell 

2 3 4 5 

Fig. 4.4. Diatomic linear chain with nearest neighbor force constants 
and a light impurity (m'<m) replacing the lighter atom on the chain. 
(Barker, 1975). 
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Fig 4.5. Density of states for diatomic chain of 2N atoms (N~) 
with light impurity. M = 70 amu, m = 30 amu, and m' = 20 amu. 
(Barker, 1975). 
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Impurity atom 
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• • • • • • • ' + ! ! + ' • • • • • • • 

Fig. 4.6. Local vibrational mode of impurity on chain shown in Figure 4.4. 
Length of arrows represents displacement from equilibrium position. Atoms 
far from impurity don't move significantly. (Barker, 1975) 
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q is imaginary, indicating that the wave is damped for large deviations from the 
'--

impurity site. It is also interesting to examine how the degree of localization 

depends on the impurity mass. As expected, a lighter impurity mass results in a 

greater degree of localization. 

4.1.2. Observation of Local Vibrational Modes 

Since the LVMs studied in this thesis were .observed using Fourier 

transform spectroscopy this section will consist of a discussion of how light is 

absorbed by a local vibrational mode. We will focus on the vibrational mode of a 

Si impurity residing substitutionally on a Ga site in GaAs. Since GaAs 

crystallizes in a zincblende structure, the Si atom is bonded tetrahedrally to four 

nearest neighbor As atoms. In the spirit of the preceding section, we will model 

the Si atom as connected to the As atoms by a spring of force constant k. We 

regard the positions of the all atoms other than the Si and the four nearest 

neighbor As atom to be fixed for the purposes of this discussion. 

By solving the equations of motion, one can calculate the 

eigenfrequencies and eigenvectors for this system. Figure 4. 7 shows two 

solutions to these equations, both of which represent L VMs of the (Si + As 

neighbors) system. The mode in 4.7a shows the Si atom moving against the As 

atoms while the mode in 4. 7b, which is referred to as a breathing mode 

vibration, shows the Si atom to be stationary while the As atoms oscillate 
' 

around it. These modes will clearly have different vibrational frequencies and so 

could be differentiated from each other experimentally. However, using Fourier 

transform spectroscopy, it is in fact only possible to observe the mode shown in 

Fig.4.7a. The defect can only absorb light at its resonant vibrational frequency if 

the vibrational mode is infrared active. 
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(a) (b) 

Fig. 4.7. Vibrational modes of Si-As system imbedded in GaAs lattice. Bonds 
to neighboring atoms are not shown and are assumed to be rigid. Only the 
mode shown in (a) is infrared active. 
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The absorption intensity of an LVM is dependent on how well the energy 

of the incoming photon can be coupled to a vibration. This is in turn determined 

by the change in the dipole moment of the system in the presence of an 

oscillating electromagnetic field. For a simple system of a positively and 

negatively charged particle, the dipole moment is defined as the product of the 

magnitude of the charges and the spacing between them. For .a more 

complicated system, one replaces the distance between the charges with the 

difference between the center-of-mass of the positive charges and that of the 

negative charges. The differing electronegativities of the Si and As atoms result 

in a transfer of charge between the atoms, leaving the As atoms with roughly 

three quarters of an electron more than the Si atom (Chadi, 1992a). The system 

has no net dipole though since the center-of-mass of the positive and negative 

charges are both located at the Si atom. Another way to look at this is to say that 

the four Si-As dipoles exactly cancel one another. 

Absorption is due to a change in the dipole moment, however, and this 

can be induced by an incoming photon. Since the wavelength of infrared 

radiation is much larger than atomic spacings, the Si and As atoms all feel the 

same electric field. This means that the negatively charged As atoms will move 

in one direction while the positively charged Si atom moves in the opposite 

direction. This creates a separation between the center of mass of the positive 

and negative charges, changing the dipole moment from zero to a finite value. 

This type of motion is exactly the one pictured in Figure 4.7a, and this mode is 
/ 

infrared active. We see that no change. in the dipole moment occurs for the 

vibration pictured in Fig. 4.7b. The center of mass for both the positive and 

negative charges remains at the Si site throughout the vibration, implying that 

this vibration is infrared inactive. It turns out that this vibration can be observed 
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using Raman spectroscopy, which is sensitive to the change in polarizability of 

a system in the presence of an electromagnetic field. 

4.2. Motivation for the Experiment 

_Once Maude et a/ (1987) showed conclusively that the OX center was 

due to an isolated impurity, two basic questions remained about the 

microscopic structure of this defect: 1) What is the atomic arrangement of the 

donor impurity and its neighbors, and 2) What is the charge state of this defect. 

Progress on these questions has involved a fascinating interplay between 

theoretical and experimental progress. We first discuss the different theoretical 
j 

models which have been proposed for this defect. 

4.2.1. Microscopic Models for the OX center 

4.2.1.1. The Chadi and Chang Model 

Chadi and Chang (1988) proposed that OX centers form in AIGaAs and 

GaAs when a substitutional group IV donor breaks a bond with a nearest 

neighbor As atom and moves roughly 1.2 A in the (111) direction, as shown in 

Figure 4.8. The figure also shows that, for a group VI donor impurity, it is the 

nearest neighbor Ga (or AI) atom which is displaced. An interesting feature of 

this model is that these lattice relaxations are predicted to be unstable unless 

the defect is negatively charged. The reaction mechanism responsible for OX 

formation is proposed to be a two step process: 
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As 
Si 

a) Shallow donor state b) ox- state 

As 

c)_ Shallow donor state d) ox- state 

Fig. 4.8. Chadi and Chang model for OX center formation. The figure shows 
- that -the atom which moves in the displacement depends on whether the 

impurity is a group IV (a,b) or group VI (c,d) atom. (Chadi and Chang, 1989) 

83 



(4.8) 

(4.9) 

The total reaction is 

2do --? ox- + d+. (4.1 0) 

The first step is the ionization of a shallow donor, which requires roughly 6 meV, 

while the second step is exothermic. The lattice relaxation which results when 

the electron is captured by a neutral donor is calculated to decrease the energy 

of the defect more than it is increased by the Coulomb repulsion due to the 

presence of a second electron. This type of defect is referred to as a negative-U 

defect, where U is the Hubbard correlation energy (Anderson, 1975). It is 

· defined as the difference between the Coulomb e--e- repulsion and the 

stabilization energy due to the e--phonon interaction. A small number of such 

defects have been identified in semiconductors. The A center in Si (Watkins, 

1961) and interstitial B in Si ·(Troxell, 1980) have been shown to be negative-U 

centers, and more recently it has been shown that the 0-As vacancy complex in 

GaAs also exhibits this behavior (Ait, 1990; Skowronski; 1990). 

Chadi and Chang also calculated the alloy and pressure dependence of 

the OX center binding energy. These predictions are based on their calculations 

which showed that the OX center is highly localized in real space, implying that 

it must be very spread out in momentum space. If this is the case, then the OX 

center wavefunction must be comprised of conduction band states from the 

entire Brillouin zone. This implies that the OX level should have an energy 

derivative with respect to alloying or pressure which is equal to that of the 

conduction band averaged over all k-space. A simple expression for the 
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variation of the energy of the average conduction band, Ecs. is given by (Chadi, 

1988) 

6Ecs = 6[E(r) + 3E(X) + 4E(L)]/8. (4.11) 

In addition to its simplicity, this expression is also extremely useful since the 

dependence of these minima on alloying and pressure are well known. Implicit 

in this expression is the fact that the impurity potential is not strong enough to 

require the consideration of higher lying conduction bands. We will return to this 

point in Chapter 5 .. 

It was found experimentally that the binding energy of the DX level 

(Chand, 1985) roughly followed the L conduction band minimum, and it was 

therefore postulated that the DX level was an L- derived level (Bourgoin, 1988). 

Using the above formalism it can be shown that this is not necessarily the case. 

Chand eta/ (1985) reported the alloy dependences of the conduction band 

minima in AlxGa1-xAS as 

6E(r) = (1 .42 + 1.25x) eV, 

6E(X) = (1.90 + 0.21x) eV, 

6E(L) = (1.71 + 0.64x) eV. 

Inserting these values into Eq. 4.11 gives 

6E(CB) = 0.55x eV, 

(4.12) 

(4.13) 

which is almost identical to the value of 0.54x obtained by Chand et a/. This 

result also clarifies the connection of this level to the L band. The change in 
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energy with alloying of the OX level ( 0.55x eV) is close to that of the L band 

(0.64x eV), but it is now clear that this does not necessarily imply that the OX 

level is tied to the L band. 

The DX center will form when it is the most stable form of the donor, i.e., 

when its energy is lower than that of the shallow, substitutional donor. The 

energy of the shallow donor'is tied to the r conduction band minimum, so the 

DX level approaches the shallow donor level at the rate 

A(Ecs- Er) = (1.25- 0.55)x = 0.7x eV. (4.14) 

Using the experimental fact that OX levels form when x ;;:: 0.22, this implies that 

E(AX) = AE{r)+ 0.150x eV, (4.15) 

meaning that in pure GaAs the OX level lies 150 meV above the shallow donor 

level. 

It is also possible to explain the observed maximum in the binding 

energy of the OX centers observed in the alloy range 0.45 ~ x ~ 0.48. From Eqs. 

4.12, the X band becomes the CBM when x = 0.46. As the AlAs percentage is 

increased beyond this, the OX level is approaching the shallow donor level 

associated with the X band at the rate 

A(Ecs - Ex) = (0.55 - 0.21 }Ax = 0.34Ax eV. (4.16) 

The maximum in the OX binding energy should therefore occur at the r -X 

crossover point, which is in fact what is observed. 
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All of the behavior described in the preceding paragraphs can be . 

summarized in Figure 4.9, which shows the variation of the various CBMs and 

the DX level as a function of alloying. 

Analogous arguments can be made for the pressure derivative of the DX 

center energy. The pressure derivatives for the various conduction band minima, 

are (Chang, 1984) 

Using Eq.4.11 gives 

implying that 

dE(r) = 12 meV/kbar, 
dp 

dE(X) . 
-- = -1.6 meV/kbar, 

dp 

dE(L) 
-- = 5.5 meV/kbar. 

dp 

dEcs = 3.6 meV/kbar, 
dp 

d (E (r)- Ecs) = 8.4 meV/kbar, 
dp 

(4.17) 

(4.18) 

(4.19) 

which is consistent with experimentally measured values. Since for p=O, Eox = 

Er + 150 meV, this means that DX centers should form at pressures of 

approximately 19 kbar, which agrees reasonably well with the observed 

formation pressure in the range 20 - 30 kbar. The pressure dependences of the 

CBMs and DX level are shown in Figure 4. 1 0. ,-
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Fig. 4.9. Variation of the GaAs conduction band structure and the OX energy 
level as a function of AlAs alloying. 
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It must be stated at this point that although these arguments seem to 

describe the experimentally observed features of OX centers, they do not prove 

that the particular model proposed by Chadi and Chang is correct. These 

arguments for the pressure and alloy dependent behavior of the OX energy 

level work because the OX center is a localized state. Therefore, these 

arguments are valid for any model which predicts a localized nature for the OX 

center. The Chadi and Chang model does make two testable predictions, 

however. First, they claim that the charge state of the OX center is negative, and 

second, that the lattice relaxes into the broken bond geometry pictured in Figure 

4.8. Attempts to test this model will be detailed later in this chapter. 

A fascinating feature of this model is its prediction that the presence of a 

second electron actually creates the level at which it is subsequently trapped. 

This process is referred to as extrinsic self trapping, and has been described 

theoretically by Toyozowa (1978). We consider a conduction electron attracted 

to an impurity potential which is made up of short and long range forces. The 

following analysis will show that, depending on the relative strengths of the 

forces, there is a discontinuous decrease in the impurity radius down to the 

lattice constant d. The total energy of the bound electron can be written as 

E = B(d/a)2- V(d/a) -U(d/a)3, (4.20) 

where V and U represent the long (Coulomb) and short range potentials, 

respectively, and a is the electron wavefunction radius. The first term represents 

the kinetic energy of the electron, where the coefficient B is taken to be of the 

order of the width of the conduction band. The short range term is proportional 

to (d/a)3 because only this fraction of the electronic charge feels the short range 

potential at the impurity site. 
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We next consider electron-phonon interactions with long and short range 

forces. The long range force is taken to be the electrostatic interaction with the 

optical phonons in polar semiconductors. The effect of such a term on the 

electronic energy .is given by -E0 p(d/a) since the polarization energy due to the 

electronic charge present within the radius a is proportional to (1 /a). The short 

range force is taken to be the deformation potential due to the acoustic 

phonons. The conduction electron is subject to the deformation potential Ed~(r), 

where ~(r) is the local lattice dilation. The bound electron with radius a will 

distort the lattice within this region in order to minimize the sum of the 

deformation potential energy and the elastic energy, which is given by a3C~2/2, 

where C is an elastic constant. Minimizing this sum with respect to a gives the 

stabilization energy to be -Eac(d/a)3. 

The total energy of the defect-lattice system can then be written 

E = 8(d/a)2 - (V + E0p)(d/a) - (U + Eac)(d/a)3. (4.21) 

We now examine solutions to this equation as a function of the relative 

strengths of the short and long range forces. First we define short and long 

range force parameters g5 = (U + Eac)/8 and g1 = (V + E0p)/8. The next step is to 

minimize Eq. 4.21 with respect to (d/a), restricting solutions to the region 

0<(d/a)<1 since it is not expected that the impurity wavefunction radius should 

be less than a lattice constant. The possible solutions for different values of g5 

and g1 are shown in Figure 4.11. This graph shows that there are four different 

regions of parameter space. In the region marked L, there is only one minimum 

and it occurs for (d/a) = 1. In this region the defect is completely localized. In the 

region marked D, the minimum in energy occurs for d/a = (1-Y 1 - 3g5g,!3gs) , 

which in this range of parameter space means that (d/a)<<1, corresponding to a 
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Fig. 4.11. Phase diagram for an electron in an impurity potential and 
interacting with phonons. The state in parenthesis is metastable. 
(Toyozowa, 1978). 
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delocalized state. Crossing the thick solid line in the figure corresponds to the 

discontinuous collapse of the wavefunction from a delocalized to a highly 

localized state. In the region between the thin lines, there are two minima, one 

at d/a = { 1-Y 1 - 3g5g,!3g5) and one at (d/a) = 1. In these regions, one of the 

solutions is stable while the other (labeled in parenthesis) is metastable. It is in 

this region that the DX level exists. Without the short range potential U there 

would be no 'localized state. However, it is the combination of the long and short 

range forces which determines whether or not one obtains a localized or 

delocalized state, and whether or not the defect is metastable. 

4.2.1.2. The A1 State 

It has also been proposed the A1 state in GaAs can be identified with the 

DX center. This state can be most simply described in terms of tight-binding 

theory, and the starting place for this description is the four sp3 bonds formed by 

each atom with its nearest neighbors in the GaAs lattice. Fig. 4.12 shows that 

bonding and anti-bonding combinations of these orbitals can be formed, with 

the interaction of these levels broadening them into the valence and conduction 

bands, respectively. The figure shows that when a Ga atom is replaced with a Si 

atom, one creates bonding and anti-bonding combinations of the four Si-As 

bonds. Since Si is more electronegative than Ga, the energy of these levels is 

lower than the corresponding levels in GaAs. Interaction between these levels 

splits them into a singlet A1 state and a triply degenerate I 2 state, also as seen 

in Fig. 4.12. The A1 state is resonant in the conduction band, and has been 

identified as a possible candidate for the DX center (Lanoo (1989); Yamiguchi, 

(1991 )). 
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Fig. 4.12. Diagram showing the A1 and T2 bonding and anti-bonding donor 
states. CBM is the conduction band minimum and VBM is the valence band 
maximum. (Lannoo, 1990). 

' 
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In order to test this idea, a self-consistent pseudopotential calculation· 

was performed by Yamiguchi eta/ (1991 ). In this calculation, a large number of 

possible configurations were tested for their relative stability. Their conclusion 

was that the most stable .form of the donor was a deep A1 state in which the Si 

sits substitutionally while the nearest neighbors relax. The relaxation of the first · 

and second nearest neighbors is shown in Table 4.1 for GaAs:Si at various 

pressures. 01 represents the change in the Si-As nearest neighbor bond length, 

while 02 and 02' represent the change in the second nearest neighbor bond 

length and bond angle, respectively. Yamiguchi eta/ also examined the 

energetics of the relaxation proposed by Chadi and Chang, and found that this 

was a metastable state with an energy roughly 600 meV larger than that of the 

A1 state. This is obviously in direct contradiction to the Chadi and Chang 

calculation. Yamiguchi eta/ also showed how the A1 state level starts off 

resonant in the conduction band but comes into the gap with pressure or , 

alloying. 

Since this theory implies that a large lattice relaxation is not responsible 

for OX center formation, it must provide explanations for 1) persistent 

photoconductivity and 2) the large optical ionization energies which are 

observed. To explain persistent photoconductivity, Yamiguchi eta/ refer to the 

results of a calculation by Hjalmarson (1984) which shows that the radiative 

recombination efficiency of electrons falling from the r band to the A1 state is. 

1 o-22 times less than recombination from X or L band donors. The barrier found 

for destruction of persistent photoconductivity is therefore the barrier between 

the r band and these other extrema. Yamiguchi eta/ also claim that the optical 
' . . 

ionization measured for DX centers is the transition from the A1 state to the T 2 

state, the energy of which they calculate to be 0.95 eV, in rough agreement with 

experimental values. However, there are serious objections to this identification. 
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Table 4.1. ~ Values of 01 ,02,and 02' for the minimum defect energy in GaAs:Si 
according to the calculation of Yamiguchi (1991 ). 

P(kbar) 
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+0.70 
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Qz.(%) 
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They made arguments as to why the transition probability to conduction band 

minima, which would start at much lower energies, are much less probable than 

the A1-T 2 transition. However, Baraff (1991) showed that these arguments were 
' 

incorrect. It must be stated therefore that the A1 state model does not effectively 

explain the large photoionization threshold energy. 

A third calculation was carried out by Dabrowski eta/ (1990). They found 

both the A1 state and the broken bond state, but were unable to calculate which 

was lower in energy. It is clear that experiments are needed to decide which 

theoretical model is closest to the truth. It should also be mentioned that a more 

recent calculation by Chadi (1992b) does predict the existence of the A1 state, 

but claims that it is higher in energy than the broken bond state and is in fact 

also negatively charged. He also claims that the lattice relaxation is larger than 

that calculated by Yamiguchi and that it would in fact exhibit persistent 

photoconductivity. 

4.2,2; Summary of Previous Experimental Work on OX Centers 

There have been a large number of experiments performed on the OX 

center in the past decade, and this section will focus on experiments which 

attempted to delineate which of the models described in the previous section is 

correct. These can be split into two categories 1) those which attempt to 

determine the lattice relaxation of the OX center, and 2) those which attempt to 

determine the charge state of the OX center. 

Many experimenters have tried to find evidence of a lattice relaxation in 

the neighborhood of the OX centers. In one of the most convincing experiments, 

deep level transient spectroscopy (DLTS) was used to observe AlxGa1-xAs:Si 

samples which had different alloy percentages (Mooney, 1988). In pure GaAs 
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only one peak was observed. However, as the AlAs percentage was increased, 

several closely spaced peaks were observed whose energies did not depend 

on x but whose relative intensities did. This result was interpreted as 

demonstrating that the Si atoms had moved to interstitial positions where the 

average number of AI neighbors they had was a function of alloy content. As 

many as four peaks have been observed, which would be consistent with zero, 

one, two, or three nearest neighbor AI atoms. In a clever variation of this 

experiment, AlxGa1-xAs:Te were studied in a similar fashion (Dobaczewski, 

1992). If the above interpretation is correct, then one would expect up to eight 

peaks in highly alloyed samples, since in this case either a Ga or AI atom would 

move, resulting in two series of four peaks. This is precisely what is observed. 

Many other experiments suggest the presence of a large lattice 

relaxation in the formation of DX centers. A study by Northrop eta/ (1991) 

showed that there was no evidence of any DX center photoionization below 0.8 

eV, and this cannot be explained by a small lattice relaxation model, as was 

argued in the discussion of the A1 state (Section 4.2.2b). It has also been 

demonstrated that the pressure coefficients of the ionization energy and capture 
., 

barrier height of the OX center in GaAs:Si are only consistent with a large lattice 

relaxation (Li, 1987). Recent x-ray diffraction experiments also show that DX 

formation is (Cargill,1992; Leczinski,1991) accompanied by an increase in the 

lattice constant. EXAFS measurements found no evidence for a change in the 

nearest neighbor distance for Sn and Se substitutional donor atoms 

(Hayes,1989; Kitano, 1987), but the interpretation of these results is not 

straightforward. In the Chadi and Chang model, the Se atom would not move 

and the Sn atom would move to a position such that its bond lengths are very 

similar to those in the undistorted substitutional position. 
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Other experimenters have attempted to determine the charge state of the 

DX center. An ingenious set-up was used by Fujisawa (1989) to show that the 

DX center is negatively charged.· In this experiment, deep level transient 

spectroscopy was performed on samples co-doped with germanium and silicon 

under hydrostatic pressure. Ge transforms into DX centers.at a lower pressure 

than Si, so below the Si transformation pressure the Si atoms act as a source of 

free electrons for Ge DX center formation. The experiment showed that the 

number of electrons trapped at the Ge DX centers scaled with the Si 

cpncentration ·and saturated at roughly twice the concentration of 

uncompensated Ge atoms, demonstrating that two electrons were trapped at 

· each Ge DX center. 

Mossbauer experiments on GaAs:Sn have also been interpreted as 

being consistent with the localization of two or three electrons at each DX center 

(Gibart, 1990). Photoionization experiments by Dobaczewski eta/ (1989) have 

also been. shown to be consistent only with a negatively charged DX center. 

Recent studies of the capture and emission kinetics of DX centers (Theis, 1991; 

Mosser, 1990) also show that observed equilibrium occupations of DX centers 

cannot be understood if only one electron is captured or emitted. 

A seemingly straightforward technique for determining the charge state of 

the DX center is to look at changes in mobility after photoionization. Roughly 

speaking, if the DX center is negatively charged, then there is no net change in 

the ionized donor concentration upon DX center formation and there should be 

no change in mobility. If it is neutral, then there are more ionized centers and 

there should be a decrease in mobility due to additional ionized impurity 

scattering. This analysis turns out to be far too simplistic, howeveL It has been 

hypothesized (0' Reily, 1989; Williamowski, 1991) that there is a correlation 

between the location of the ionized shallow donors and DX centers which leads 
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to relatively weak dipole scattering of electrons. Changes in the Fermi level 

must also be taken into account (Chadi, 1989a). Because of these and other 

complexities the analysis of mobility data does not provide any definitive 

conclusions. 

An experiment whose results are in conflict with the negative-U model 

used magnetic susceptibility measurements to show that DX centers in several 

approximately 10 Jlm thick epilayers of AlxGa1-xAS (x>0.23) doped with Si or Te 

were paramagnetic, implying that only one electron was bound 

(Khachaturyan, 1989a). However, a similar experiment performed on a 200 Jlm 

thick epilayer of Alo.3Gao.1As:Te which had its substrate removed found that the 

concentration of paramagnetic centers was an order of magnitude less than the 

concentration of DX centers (Katsumato, 1990). There has yet to be a resolution 

of these conflicting results. 

4.3. Local Vibrational Mode Spectroscopy of DX Centers in GaAs under 

Hydrostatic Pressure 

Although it is obvious from the preceding discussion that a great many 

techniques have been used to try to determine the structure of the OX center, 

one of the most obvious experiments had yet to be attempted .. If some form of 

lattice relaxation takes place when a substitutional donor transforms into a DX 

center, then the bonding of the donor to its nearest neighbors must change and 

the frequency of the donor LVM should also change. 

The most straightforward way of performing this experiment would be to 

try to observe the DX LVM in epilayers of AIGaAs. However, the vibrational 

spectra of alloys are extremely difficult to interpret because variations in the 

local environment of the defect lead to substantial broadening of LVM peaks. An 
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even larger problem exists in attempting to study OX centers in this manner. Si 

is the only donor which may be used for these studies, since it is the only one 

which has an observable LVM (One would suspect that S could also be used 

. since it is lighter than both Ga and As, but there has been no LVM observed for 

this impurity (Beall, 1985)). Unfortunately, Si has a mass very close to that of AI, 

which implies that its vibrational frequency is not very different. So, even in 

AIGaAs With very small AlAs fraction, the amount of AI is two orders of 

magnitude larger than the Si concentration in even a highly doped (1 o1a cm-3) 

sample. It is thus seen experimentally that the AI LVM peak completely 

overwhelms that due to the Si (Mooney, 1991 ). 

If pressure were to be employed to avoid the use of alloyed samples, 

then tpe sample would have to be placed in a diamond anvil cell (DAC). No one 

had previously attempted to measure the OX LVM frequency by this method 

because of the difficulties described in Section 3.1.4. These difficulties were 

overcome using the set-up described in that chapter, and the present chapter 

describes the first observation of an LVM of the Si substitutional donor and OX 

center in GaAs under hydrostatic pressure up to 40 kbar (Wolk, 1991 b; Haller, 

1991 ). 

The experiment can be divided into two main parts. First, a new local 

vibrational mode observed in hydrostatically stressed GaAs:Si is identified as 

an LVM of the Si OX center. The spectroscopic data is then combined with Hall 

effect and resistivity analysis to determine the charge state of the OX center. 

Before continuing with the description of the experiment it is necessary to 

make a brief digression to discuss free carrier absorption in semiconductors. 

Because the Bohr orbit of donor impurities in GaAs is = 100 A, the impurity 

wavefunctions overlap at concentrations above a few times 1016 cm-3. This 

results in the formation of ali impurity level band, which is so broad that it 
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merges with the conduction band. Under these conditions, all impurity donors 

contribute carriers to the conduction band at all temperatures. This results in 

free carrier absorption which makes the samples opaque to far infrared 

radiation. Free carrier absorption results occurs when a carrier absorbs a 

photon and is taken into a higher energy state in the same band. Additional 

·momentum is required since only states away from k = 0 are available, and it is 

provided by a scattering process with either acoustic phonons, optic phonons, 

or ionized impurity scattering. All the samples studied in this work were doped 

heavily enough that the ionized impurity absorption scattering process was 

dominant. The high concentration of free carriers made the sample completely 

opaque in the far infrared (The absorption cross section for ionized impurity 

scattering free carrier absorption is proportional to A_3.5), which makes 

absorption spectroscopy impossible. 

In order to overcome this difficulty, various techniques have been 

devised. One method is to use defect passivation. In this technique, a fast 

diffusing species, Li, for example, is introduced into the sample. It forms 

complexes with the donors which eliminate their electrical activity (Barker, 

. 1975). This technique has the disadvantage that the passivating species often 

forms complexes which themselves have LVMs, and this complicates the 

interpretation of the absorption spectra. It is also true that in some materials it is 

difficult to find an element which both diffuses quickly and passivates. 

Another technique used to make heavily doped samples transparent is 

bombardment by electrons of roughly 1 MeV in energy. The irradiation creates 

electronic levels near the middle of the band gap which compensate all free 

carriers (Theis, 1984). A quick calculation shows that the damage introduced 

does not affect the LVMs of the donor atoms. The dose used in the irradiation of 

GaAs is enough to produce the same concentration of compensating defects as 
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donor impurities. At a concentration of 1 o1s cm-3 the average volume 

containing a single impurity is 106 A3. The damage introduced by the electrons 

is extremely localized. Using very approximate numbers, let us say that volume 

associated with an irradiation defect is roughly the same as that of an LVM, 

which i~ approximately (41t/3)(1 OA)3 = 4000 A3. This implies that only one out of 

every (1 06f4x1 Q3) = 250 LVMs will be influenced by the point damage due to 

the irradiation, and this lack of any observable broadening of LVM peaks has 

been borne out experimentally (Theis, 1984). 

We now discuss the observation of the Si LVMs in GaAs under pressure. 

In order to determine if some change in the frequency of the impurity LVM 

occurs upon transforming into a DX center, it is first necessary to determine 

where the mode of the untransformed substitutional donor lies under pressure. 

This was done using a piece of GaAs:Si with nsi = 6.3x1017 cm-3, subsequently 

referred to as Sample 11. This sample had been irradiated with 1 MeV electrons, 

making it transparent to infrared radiation at all pressures. Whether the DX 

center is neutral or ne.gative, its formation is suppressed in an electron 

irradiated sample since there are no free electrons available. A spectrum of 

Sample 11 in the DAC taken at P=35±2 kbar is shown in Figure 4.13. One peak 

is seen whose frequency can be observed as a function of pressure. Spectra at 

different pressures are shown in Figure 4.14 and the data for all samples we 

observed are summarized in Figure 4.15. This peak may be unambiguously 

identified as the SiGa LVM since its frequency at zero pressure matches what 

has been previously observed for the substitutional donor (Woodhead, 1985). 

The dependence of the LVM frequency on pressure is linear over the range of 

this study and is given by dvsiGafdp = 0.66±0.03 cm-1/kbar. 
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Fig. 4.13. Absorption spectra of samples 11 and 1 U at T = 5K. 
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Fig. 4.14. Absorption spectra of sample 11 at three different pressures. T = 
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Fig. 4.15. Pressure dependence of the SiGa and Siox LVM frequencies. x, · 

e. •· and£ refer to samples 11, 1 U, 2, and 3, respectively. 
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Figure 4.13 also shows the spectrum of Sample 1 U at 30±2 kbar, which 

is well above the pressure necessary to cause the OX transformation. This 

sample is identical to Sample 11, having been cut from the same part of the 

same wafer, except that it had not been irradiated. There are two peaks clearly 

observed in the spectrum, one at 404 cm-1 and the other at 395 cm-1. The peak 

at 404 cm-1 is precisely where the SiGa LVM is expected at 31.5 kbar, but the 

peak at 395 cm-1 is a new feature. The pressure dependence of this new 

feature is shown in Figure 4.14 and is dv/dp = 0.61±0.04 cm-1/kbar, roughly the 

same as that of the SiGa peak. There is no data below 23 kbar because the 

sample is opaque below this pressure due to free carrier absorption. This new 

feature will be identified as the LVM of the Si OX center. 

As a first step in making this identification, we confirmed that DX centers 

were present in the sample by performing the following series of experiments, 

which are outlined in Figure 4.16. First, the sample was brought to a pressure 

high enough to form OX centers. The sample was then brought to 4K and 

illumin~ted with white light . The amount of the infrared radiation reaching the 

detector was drastically reduced because of free carrier absorption resulting 

from the photoionization of the OX centers, and we were unable to obtain an 

absorption spectrum of the sample. The carrierrS remain in the conduction band 

as long as the sample is kept at low temperature due to the capture barrier 

against return to the DX level. The sample was then brought to room 

. temperature and recooled at a pressure of only 21 kbar, too low to cause the OX 

transformation. Once again, no spectrum of the sample could be taken. Bringing 

the sample back to room temperature and increasing the pressure to 24 kbar 

resulted in the sample once again being transparent. 

In heavily doped GaAs:Si samples, many LVM peaks in addition to the 

SiGa peak have been observed with FIRFTS (Woodhead, 1985). They have 
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Action 

Apply pressure to 
-~sample greater than 

23 kbar. Cool to 5 K. 

Shine light on sample 
and keep at low 
temperature. 

Bring sample to 300 K. 
Lower pressure to less 
than 23 kbar. 

Result 

Sample is 
transparent. 

Sample turns 
opaque. 

Sample is 
opaque. 

Explanation 

Carriers trapped at OX 
centers. No free carri'9r 
absorption. 

OX centers photoionized. 
Free carrier absorption 
due to carriers in 
conduction band. Carriers 
have insufficient energy 
to overcome capture 
barrier into OX state. 

Shallow state is most 
stable form of donor. 
Free carrier absorption 
due to carriers in 
conduction band. 

Fig. 4.16. The behavior of the samples studied is easily explained if OX 
centers are present. 
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been assigned to 2~SiAs. 28SiGa-28SiAs. Si;.X, Si-Y, 29SiAs. and 30SiAs· We 

exclude the possibility that the lower frequency peak we observe is due to any 

of the defects listed above based on the results of the following experiment. A 

bulk piece of Sample 11 was investigated by conventional absorption 

spectroscopy at zero pressure, and the only observable peak was that due to 

28SiGa· This is consistent with the fact that only one peak was observed when 

Sample 11 was in the DAC, but provides a more stringent test since the signal

to-noise ratio for conventional spectroscopy is roughly a factor of twenty better 

than for spectroscopy performed in the DAC. As an additional check, we 

extrapolated the frequency of the new peak to zero pressure. It would be found 

at 376±1.5 cm-1. This value lies between the frequencies of the 29Si and 30Si 

LVM peaks reported in Ref. 38, and the absorbance in these peaks is less than 

10 percent of the absorbance due to 28SiGa· In contrast, the new LVM peak 

observed has roughly half the absorbance of the 28SiGa LVM peak. Finally, this 

technique is not sensitive to defect concentrations much below 6x1 017 cm-3, 

and it is unlikely that the three unirradiated samples we studied would have a 

defect besides Si at this high a concentration. The above arguments 

demonstrate conclusively that the lower frequency LVM is due to a previously 

unobserved defect related to Si. Since this defect is only formed by the 

application of pressure in a sample where free electrons are available, this new 

peak is identified as an LVM of the Si DX center. 

This spectroscopic data can now be combined with Hall effect and 

resistivity data to allow us to infer the charge state of the OX center. Correcting 

for the different thicknesses of the sample, the area in the LVM absorption peak 

of sample 11 was compared with the sum of the areas of the SiGa and Siox 

peaks of sample 1 U for several spectra and found to be equal to within thirty 

percent. Since the concentration of the Si impurities is the same in the two 
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samples, this implies that the absorption cross.:section for these two defects is 

the same to within this accuracy. This in turn implies that the ratio of the area in 

the LVM absorption peaks AsiG/Asiox observed for a given sample is equal to 

nsiGa/nsiox to within thirty percent, where n is the concentration of the 

corresponding defect. 

The theoretical ratio nsiGalnsiox depends on the charge state which is 

assumed for the OX center and the compensation ratio in the sample. The 

compensation ratio is defined as nAino, where nA is the concentration of 

minority acceptors and no is the concentration of majority donors. ·If the OX 

center were a neutral defect, all uncompensated donors should undergo the DX 

transformation and the ratio of the concentration of Si shallow. donors to Si OX 

centers would be 

nsiGa na e 
=--

nsiox nd- na 1 - e (4.22) 

If the OX center were negatively charged, only one half of the uncompensated 

donors can transform into OX centers, since one half of the Si atoms would 

need an additional electron from the other half. The concentrations would then 

be related to the compensation ratio by 

(4.23) 

The compensation ratio can be determined from the mobility, J.L, and the 

free carrier concentration, n, as shown below (Walukiewicz, 1990). In heavily 

doped samples, the main factor limiting mobility is ionized impurity scattering. 
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Taking only this scattering mechanism into account, the following relationship 

between compensation ratio, free carrier concentration, and mobility can be 

derived: 

where 

and 

~ Fcc= ln(1 +~) - -r, 
1+~:. 

(4.24). 

(4.25) 

(4.26) 

(4.27) 

Here EO is the dielectric constant in the material, n = nd - na. e is the charge on 

the electron, and m* is the effective mass of the electron. The concentration and 

mobility can be obtained from a combination of Hall effect and resistivity 

analysis, and this was done for all the unirradiated samples which have been 

examined in this study. The results are given in Table 4.2. The analysis took into 

· account the concentration dependence of the effective mass (Raymond, 1979). 

We combine the Hall effect analysis with our spectroscopic data, and plot 

the results in Figure 4.17 along with curves for the predictions of the ox- and 

oxo models. Our results clearly support the negative-U model for the DX center. 
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Table 4.2. Results from Hall effect and resistivity analysis 

Sample , Nd-Na (1 Q18 cm-3) fJ.110K (103 cm2Ns) it 
11 0.63 

1U 0.63 2.70 0.31 

2 2.9 1.53 0.39 

3 2.1 1.41 0.47 

112 



• 

6 

5 

4 

ns· IGa 
3 

ns· lox 
2 

1 oxo 

0 
0.3 0.4 0.5 

e 

Fig. 4.17. Comparison between experimental results and theoretical predictions 
for the ratio nsiGatnSiox as a function of compensation ratio. 

113 



Since there is not complete agreement between different sources on 

obtaining compensation ratios from concentration and mobility data, it is 

important to consider how using theories other than the one chosen here would 

affect the interpretation of the data. Any model which includes scattering effects 

in addition to ioinzed impurity scattering would lead to lower compensation 

ratios, and would therefore shift the data points even further away form the oxo 
curve shown in Figure 4.17. A recent model (Meyer, 1991) which claims that 

screening effects in other models have been overestimated also leads to lower 

compensation ratios. It therefore appears that using other models would not 

change our conclusion that the DX center is negatively charged. 

4.4. Comparison Between Experiment and Theory 

Since this experiment was performed, there have been two calculations 

of the LVM frequencies of the DX center and one calculation of the pressure 

dependence of these frequencies. A recent calculation by Saito et. al (1992) is 

in fairly good agreement with this experiment. They calculated the energies of 

several different large relaxation geometries and found that the state with the 

lowest energy was essentially that suggested by Chadi and Chang (1988), with 

the exception that they predicted a Si donor would move 1.38 A in the (111) 

direction rather than 1.17 A. The bonding angle of the Si atom is 115°, which is 

intermediate between sp2 and sp3 bonding. In this model, the nearest neighbor 

bond distance of the Si atom changes form 2.43 A to 2.42 A upon 

transformation, which is consistent with the EXAFS data discussed in Section 

4.2.3. 
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They also calculated frequencies of the LVM for this lattice relaxed state. 

As expected, there are two vibrational modes, a singly degenerate a1 mode in 

the (111) direction and a doubly degenerate e mode. These vibrations are 

shown in Figure 4.18. The zero pressure frequencie~ are listed in Table 4.3 

along with the experimentally . measured (and extrapolated) frequencies from 

this thesis. If the a1 mode is at the frequency calculated by Saito et a/, then it 

would fall within the restrahlen band of GaAs, where the sample is completely 

reflective and would thus be unobservable. (The restrahlen band is the region 

between the longitudinal optic and transverse optic phonon frequency, where 

the dielectric constant is negative and the sample is therefore completely 

reflective. It will be discussed in detail in Chapter 5). They calculate that the e 

mode should be at 392 cm-1 whereas the extrapolation of the observed DX 

mode frequency is 376 cm-1. Since these calculations usually are only accurate 

to within 10%, this is reasonable agreement. 

Although these calculations are extremely computer intensive, Saito eta/ 

give a rough physical argument for why the triplet substitutional (T d) mode has 

essentially the same frequency as the e mode. Since bond bending forces are 

much weaker than bond stretching forces in tetrahedrally bonded materials, 

only the Si-As stretching bonds are considered. In this approximation, the ratio 

of the two frequencies is given by a valence force field (VFF) model to be 

(Herzberg, 1945) 

[ r · · k(1 + 4M) 
R(VFF) = v(Td) = , . 3 ' 

v(e) k(1 +~sin2~) 
(4.28) 
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4.18. Local vibrational modes for the DX center in the broken bond geometry. 
(Saito, 1992). 
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Table 4.3. Comparison of experimental and theoretical frequencies of Si OX 
LVMs (BB = broken bond configuration, A1 = A1 state configuration, sub = 
substitutional position) (Cheong and Chang, 1992). 

Mode Experiment Saito Calculation Jones Calculation 

a1 (BB) not observed in restrahlen band in restrahlen band 

e (BB) 376 cm-1* 392 cm-1 432 cm-1 

triplet (A1) 376 cm-1* not calculated 347 

triplet (sub) 384 cm-1 370 cm-1 386 cm-1 

*Different assignments made by Saito and Jones 
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where k and k' are the force constants for the substitutional and broken-bond 

geometries, M is the ratio in the atomic mass between the As and Si atom, and 

~ is the angle between the [111] axis and the Si-As bond in the broken-bond 

geometry. For the defect geometry proposed by Saito eta/, assuming k=k' since 

there is almost no change in the bond length before and after R(VFF) = 0.98. 

Their more rigorous calculations give R(VFF) = 0.94, while the experimental 

value is 1.02. ,They claim that the agreement between experiment and theory 

would be even better if relaxations of the next-nearest neighbor Ga atoms were 

taken into consideration, since this would lengthen the Si-As bonds somewhat 

and lower the a1 LVM frequency. Further movement of the Si atom should give 

the same effect. It would· therefore be interesting for them to carry out a 

calculation of the dependence of the LVM frequencies of the modes as a 

function of the position of the Si atom. If the Si atom had to move significantly in 

order for theory and experiment to agree, than its position would be in conflict 

with the EXAFS data of Hayes et a/ and Kitano et a/, which provides an 

independent criterion. In summary, Saito et als calculation is consistent with the 

conclusion of the work in this thesis that the OX center is negatively charged 

and is in reasonable agreement with the observed frequency of the LVMs. 

Another recent calculation was performed by Jones and Oberg (1992). 

They calculated the energetic position of both the A1 small lattice relaxation 

state as well as the energy of the Chadi and Chang broken bond state. The 

results of their calculations of the LVM frequencies for these defect states are 

shown in Table 4.3 next to the results of Saito. They calculate a smaller 

relaxation than Saito for the broken bond configuration, and their estimation of 

the e mode is therefore 11% higher than that of Saito. It is not clear whether 

they would calculate the same frequencies for the same geometry. Jones and 

Oberg also claim that the absorption coefficient of this defect is relatively weak. 
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On the basis of these claims they reject the identification of the newly 

discovered mode as being due to a vibration of the broken-bond geometry. 

They calculate that the frequency of the small lattice relaxation A1 vibration 

(which is just the Si atom vibrating in the tetrahedron formed by the relaxed As 

atoms) would be 347 cm-1 and that it would have an absorption coefficient ten 

times greater than that of the broken-bond e mode. They therefore feel that this 

should be identified with the new LVM observed in this experiment. There are 

two points which this interpretation fails to address, however. The first point is 

that it ignores the conclusion that the OX center is negatively charged. The 

second point is that this interpretation fails to explain the occurrence of 

persistent photoconductivity. Jones eta/ suggested that the broken bond 

geometry and A1 state coexist, and that the broken-bond state is responsible for 

the persistent photoconductivity. However, if the A1 state exists, there should be 

no barrier for an electron to fall into it. Therefore, as soon as a broken-bond 

center was optically ionized, it should fall into an A1 state and there should be 

no persistent photoconductivity. This contradicts what was observed in our 

experiment. 

Another calculation has recently been made by Chadi (1992b) in which 

·. he claims that the A1 state should be also be negatively charged. He also 

claims this defect would exhibit persistent photoconductivity. The properties of 

such a defect would therefore also be consistent with the findings of this 

research. However, Chadi calculates that the A1 state is 0.5 eV higher than that -

of the broken-bond geometry in GaAs:Si, and so this is not a likely candidate. 

Finally, a new calculation by Cheong and Chang (1992) investigated the 

pressure derivatives of the LVMs of both the broken bond configuration and the 

A1 state. The results are summarized in Table 4.4. They show that the pressure 

derivatives calculated for the OX broken bond configuration and shallow donor 
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substitutional LVM frequencies are in rough agreement with those observed. In 

contrast they find that the pressure derivative for the A1 geometry L VM 

frequency is a factor of two larger than the observed values. This provides 

further confirmation for the broken bond model of Chadi and Chang. It is 

important to point out that the pressure dependences of the substitutional mode 

is predicted to be higher than that of the e mode, which is not what is observed. 

It would again be interesting to see how these pressure derivatives depend on 

the position of the Si atom, and whether further movement of the Si atom would 

bring about closer agreement between experiment and theory. 

In summary, an LVM of the Si DX center in GaAs has been observed for 

the first time. The shift of the LVM frequency with pressure was found to be 

dvsiox/dp = 0.61 ± 0.04 cm-1/kbar for the Si DX center and dvsiGafdp = 0.66 ± 

0.03 cm-1/kbar for SiGa· The ratio of the area of the SiGa absorption peak to that 

of the Si DX absorption peak has been combined with Hall effect and resistivity 

analysis to provide further evidence supporting-the negative-U model for the DX 

center. Two calculations have been made for the LVM frequencies of the DX 

center, but only the calculation of Saito eta/ appears to be in agreement with 

all of the experimental results presented in this chapter. This supports the 

broken bond configuration model for the DX center. Further support for this 

model comes from the calculations of Cheong and Chang which show that the 

pressure derivatives for the LVM frequencies observed experimentally agree 

with those predicted for the broken bond configuration but are in conflict with 

those calculated for the A1 breathing mode relaxation. 
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Table 4.4. Comparison of experimental and theoretical pressure derivatives of 
the local vibrational mode frequencies of Si OX centers (BB = broken bond 
configuration, A1 = A1 state configuration, sub = substitutional position) 
(Cheong and Chang, 1992). 

Mode Exg~rim~nt Qal~ylaliQn 

e (BB) 0.61 cm-1/ kbar±* 0.71 cm-1/ kbar 

triplet (A1) 1.27 cm-1/ kbar 

triplet (sub) 0.66 cm-1/ kbar±* 0.53 cm-1/ kbar 

*Assignments suggested by Cheong and Chang 
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5. Formation of a DX Center in lnP Under Hydrostatic 

Pressure 

5.1. Motivation for the Experiment 

It was mentioned in Chapter 1 that DX centers have been observed in 

GaAs under hydrostatic pressure (Mizuta, 1985) and AIGaAs (Lang, 1977). 

Deep levels with OX-like properties· have also been observed in various alloys 

of GaAsP (Graford, 1968), lnGaP, lnGaAIP, lnAIAs, and AIGaSb (Mooney, 

1990). This leads to the question of whether the existence of such defects is in 

fact a general feature of all 111-V semiconducting compounds. If this were the 

case, one must determine why these states are not observed in every 111-V 

semiconductor and whether or not it is possible to predict under what 

circumstances they will appear. It was with these questions in mind that the 

experiment described in this chapter, a search for the formation of DX centers in 

loP under hydrostatic pressure, was performed. 

In making an educated guess as to whether or not DX centers will form 

when hydrostatic pressure is applied to a given 111-V semiconductor, there are 

several characteristics of the material which must be considered. Since it was 

pointed out in Section 1 .2 that the formation of DX centers is caused by 

changes in the structure· of the conduction band, a logical choice of material is 

one which has a conduction band structure and band minima pressure 

derivatives which are similar to those of GaAs. Many 111-V semiconductors can 

be eliminated from consideration by virtue of the fact that they are indirect band 

gap semiconductors with a conduction band minimum at X. The X minimum will 

move down in energy much faster than the average conduction band (see 

arguments in Section 4.2. 1.1 ). This implies that if the X band donors are the 
' . 
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most stable form of the donor at zero pressure, then they will remain lower in 

energy than a DX state at all pressures. BN; BAs, AlP, AlAs, AISb and GaP all 

have their conduction band minimum at X. Since the DX center wavefunction is 

made up of all the conduction band states,~it is also important that the energies 

of the other minima are not too far above the r minimum. Otherwise the state 

will be very high in energy and it will probably require extremely high pressures 

to bring the state into the gap. A related point is that the material should not 

undergo a phase transition at. a pressure which is lower than the pressure at 

which the DX center becomes the most stable form of the donor. In lnAs, the 

energy separations between the r, X, and L conduction band minima are E(X) -

E(r) = 1.91 eV and E(L) - E(r) = 1 .16 eV (Landolt, 1987), much larger than , 

those in GaAs. This implies it would take a large pressure to bring a DX state -

(assuming it existed) into the gap. However, lnAs undergoes a phase transition 

at 70 kbar (Landolt, 1987). 

Taking the above arguments into account we find that lnP is a strong 

candidate among the 111-V semiconductors in which to attempt to form DX 

centers. The pertinent parameters of this material are listed in Table 5.1 along 

with those of GaAs. The table shows that the energy separation between the r 

conduction band minimum (CBM) and the X and L CBMs in lnP is roughly twice 

that found in GaAs. Since the band edges are higher, one must be concerned 

with the phase transition pressures. For lnP, though, it will turn out that the DX 

center transition pressure is in fact below the phase transition pressure. We 

have omitted GaSb from consideration, even though the energy separations 

between rand Land X are small, because it is difficult to obtain high quality n

type material. Most GaSb is strongly p-type due to native defects. However, as 

will be discussed later, deep donors exhibiting OX-like behavior have been . 

observed in this material more than a decade ago (Dmowski, 1979). 
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Table 5.1. - Comparison of Band Structures of GaAs and lnP 

Ex- Er (eV) 

EL- Er(eV) 

dEr/dp (meV/kbar) 

dEx/dp (meV/kbar) 

dELidp (meV/kbar) 

Pphase transition (kbar) 

(a) (Chadi, 1989) . 

(b) (Zhang, 1989) 

(c) (Landolt, 1987) 

(d) (Tozer, 1988) 

(e) (Chang, 1984) 

(f) (Goni, 1989) 

GaAS 

0.4(a) 

0.2(a) 

12± o.5(a) 

-1.6± 1.o(a) 

5.5± 1.o(a) 

145(b) 

lnP 

0.96(C) 

0.4Q(C) 

8.4±0.5(d) 

-2.0±1.o(e) 

3. 7±1.Q(f) . 

11 Q(f) 
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The remainder of this chapter will describe the discovery of a OX center 

in lnP:S under hydrostatic pressure greater than 82 kbar (Wolk, 1992). This 

defect exhibits the persistent photoconductivity typical of such centers. The 

optical ionization energy for this new OX center is between 0.86 and 1.02 eV, 

and we have measured the energy dependence of the optical absorption cross 

section. The thermal barrier for capture from the shallow donor state into the 

deep OX state is in the range 0.23-0.33 eV. At zero pressure the energy of the 

OX center is estimated to lie 0.51±0.07 eV above the r conduction band 

minimum. Using this last result, we will suggest a method for predicting the 

conditions under which the OX center will be the most stable form of the donor 

in any 111-V semiconductor. It will turn out that the preceding discussion did not 

consider one of the most important factors in determining whether or not OX 

centers will be. observable in a given semiconductor, which is the energy 

separation between the conduction band minimum and the vacuum level. 

5.2. Determination of the OX Center Transition Pressure 

5:2.1 The Bestrahlen Band 

Determining the pressure at which the S donor in lnP transforms into a 

OX center involves the observation of the lnP restrahlen band, which is a region 

of high reflectivity of the crystal between the transverse optic (TO) and 

longitudinal optic (LO) phonon frequencies. The explanation for the origin of this 

feature arises very naturally as part of a more general discussion of the 

interaction between a transverse optic phonon and a photon. The quantum of 
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the coupled phonon-photon field is called a polariton. We begin by considering 

Maxwell's equations in a non-magnetic material. 

V · D = 41tp, (5.1) 

V · H = 0, (5.2) 

V x E = ~ 1dH c dt, (5.3) 

V X H=~a:. 
(5.4) 

where D is the electric field displacement, E is the electric field, H is the 

magnetic field, p is the charge density, cis the speed of light, and tis time. In a 

long wavelength (k = 27t!A. "" 0) optical mode in an ionic crystal, the positive and 

negative ions move in opposite directions, creating a polarization density P. D 

and E are related through the polarization by 

D = EE = E + 41tP, (5.5) 

where E is the dielectric constant. In the absence of free charge 

V · D = 0. (5.6) 

If we ignore the time dependence of the magnetic fields, then Eq. 5.3 becomes 

Vx E=O (5.7) 
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In a cubic crystal e is a scalar and Dl Eland Pare all parallel to one another. If 

they all have the same spatial dependence we can write 

{~) = Re~~~}eik·r. 
P \Po (5.8) 

Eq. 5.6 becomes 

k ·Do= ol (5.9) 

which implies that either 

D = 0 or Dl Eland Pare .1. k. (5.1 0) 

Eq. 5. 7 becomes 
) 

k x Eo= ol (5.11) 

which means that either 

E = 0 or D I El and P are II k. (5.12) 

For an LO mode P is parallel to kl so this implies that D = 0. From Eq. 5.5 this 

requires that 

E = -4xP I e = 0 ·(for LO mode). (5.13) 
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For a TO mode P is perpendicular to k, so Eq. 5.11 implies that E = 0. From Eq. 

5.5 this means that 

E=O, £=oo (for TO mode). (5.14) 

The zero of the dielectric constant can therefore be identified with the LO mode 
\ 

frequency while the TO mode occurs at the pole of the dielectric constant. 

We now consider the effect of the the time dependence of the magnetic 

field in the right hand side of Eq. 5.3. We look for a solution to Maxwell's 

equations of the form E = Eoei(k·r- rot). Taking the curl of Eq. 5.3 and combining 

it with Eq. 5.4 gives 

2 
2 2-. iro -ro 

V X (V X E)= aV E = -k E = -V X H =-=-D. c 2 c 

This is a wave equation and it can be written in the form 

(5.15) 

which leads to 

(5.16) 

Ignoring the time dependence of the magnetic field in the right hand side of Eq. 

5.3 led to the conclusion that £ = oo for a transverse optic phonon. This 

approximation is therefore reasonable so long as ck >> ro. The frequency of 
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optic phonons is roughly roo = kos, where s is the speed of sound and the roo 

and ko are the Debye wavenumber and frequency, respectively. The Debye 

frequency. is the cutoff frequency for phonon propagation in the solid. The 

validity of the approximation therefore requires that 

(klkd) << sic. (5.17) 

Since ko is comparable to the dimensions of the Brillouin zone and s/c is 

approximately 1 o-5, the approximation is valid for the whole Brillouin zone 

except for k very close to zero. However, this is exactly the part of the Brillouin 

zone we are concerned with when considering the interaction of t~e TO 

phonons with a photon, so it is clear that we cannot ignore the right side of 

Eq.5.3. 

We now describe the coupling of the TO phonon to an electromagnetic 

wave. The first step is to rewrite Eq. 5.15 as 

(5.18) 

The polarization P caused by the electromagnetic wave is proportional to the 

displacement of the positive ions relative to the negative ones. We take the 

motions of these ions to be harmonic-oscillator like; so the equation of motion 

for P is also of this form. The equation of motion for an undamped, forced 

harmonic oscillator is given by 

(5.19) 
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where F is the force driving the oscillation, m is the mass of the oscillator, and roo 
is the natural frequency of the oscillator. The equation for P can thus be written 

as 

-ro2P + co2-roP = (Nq2/M)E, . (5.20) 

where there are N ions pairs of effective charge q and reduced mass M per unit 

volume. Equations 5.18 and 5.20 can only be solved simultaneously if 

47tco2 

co2- rofo 
=0. 

(5.21) 

The solution to this coupled set of equations gives the dispersion relation 

plotted in Figure 5.1. Two solutions exist at k = 0 (Kittel, 1976), namely: 

~ =0, (5.22) 

which is a photon-like solution since ro = ck in this region, and 

ro2 = ro2To + 47t(Nq2/M) = ro2Lo (5.23) 

which is a polariton, since here the photon and phonon are mixed. This latter ro2 

can be identified as ro2Lo because we will see in a moment that it once again 

defines the zero of the dielectric function. From Eq. 5.20 we have 

e(ro) = 1 + 47tPIE = 1 + 4Ne2/M. 
colo- co2 
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Phonon-like 

-/-
I 

I Polaritons 
I 

k 

Fig. 5.1. Dispersion relationship for coupled transverse optic 
phonon-photon field. Regions where behavior of modes are photon, 
phonon, or polariton like are indicated. 
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The contribution to the polarization from the ionic cores can be taken into 

account through the infinite frequency dielectric constant E(oo), requiring Eq 5.24 

to be rewritten as 

E(ro) = E(oo) + 4Ne2/M. 
rofo- ro2 

. Combining Eqs. 5.23 and 5.25 gives 

E(ro) = E(oo)(oto- ro2)· 
· rofo- ro2 

(5.25) 

(5.26) 

A plot of E(co) is shown in Figure 5.2 and it can be seen that it is negative 

between COTO and COLO· From Eq. 5.16 it is obvious that a negative dielectric 

constant implies that k or co must be imaginary and that all electromagnetic 

waves in this frequency region will be damped. The reflectivity of the crystal is 

very high in this region, causing the sample to appear to be totally absorbant in 

this frequency range in an absorption experiment. This region of high reflectivity 

is called the restrahlen region. Restrahl is the German word for "remaining ray". 

This frequency band was given that name because if a light beam was reflected 

between two plates of an ionic crystal then the only radiation remaining after 

multiple reflections would be that which fell in the restrahlen band. 

5.2.2. Determining the Shallow-to-Peep Transition Pressure 

I will now discuss the technique for finding the shallow-to-deep donor 

transition pressure. The samples we used were lnP:S with a free carrier 

concentration n = 2.1 x 1 Q18 cm-3. Hydrostatic pressure was applied to the 
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·I 
E(oo) 

Fig. 5.2. Dielectric constant, E, as a function of frequency, co. It is 
negaitve in the restrahlen region. 
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samples using the diamond anvil cell described in Chapter 2 with liquid 

nitrogen as the pressure medium. Fourier transform spectroscopy was then 

performed using the techniques also described in Chapter 2 (Walk, 1992b). All 

spectra were taken at T =5K. 

When the sample is at low pressure, the S donor electrons occupy the 

shallow donor state. At this high doping level, however, the shallow impurity 

band has broadened so much that it merges with the condlfttion band. This 

makes the sample opaque to far infrared radiation because of free carrier 

absorption (see Section 4.3). When the sample is put under a sufficiently large 

hydrostatic pressure, though, the electrons are trapped at the deep DX levels 

and the sample becomes transparent in the far infrared. Therefore, the transition 

pressure is the pressure at which the sample becomes transparent. We observe 

an infrared signal even below the transition pressure because of light leaking 

around the sample, bL,Jt because the sample is opaque we see no lnP related 
~ 

features. Above the OX formation pressure we detect light passing through as 

well as around the sample. In this case we very clearly see the restrahlen band 

of lnP. Spectra above and below the formation pressure are shown in Figure 

5.3. By looking for the appearance of the restrahlen band, we find that the 

pressure required for OX center formation in our samples is 82 kbar. 

There are other explanations for the decrease in free carrier 

concentration, but we can rule them out as follows. The pressure-induced 

transparency is clearly not due to a crossing of the r and X conduction bands, 

resulting in deeper X-band donors, since the new deep state exhibits persistent 

photoconductivity. Additionally, the observed spectral behavior is reversible 

with pressure, so it cannot be attributed to permanent structural defects created 

by the high pressure. 
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Fig 5.3. Spectra of lnP:S above and below the shallow donor-to-OX 
center transition pressure. 
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The transition pressure can be used to estimate the energy of the OX level at 

zero pressure relative to the shallow donor level. Following the arguments of 

Chadi and Chang detailed in Section 4.2.1 .1 for deep levels, the pressure 

derivative of the OX center level is the same as that of the conduction band 

averaged over all k-space. This average pressure derivative of the conduction 

band can be estimated using the expression (Chadi, 1989b) 

aEcs = ((dE(r) + 3dE(X) + 4dE(L))/8)· 
dp dp (5.27) 

We use dE(r)/dp = 8.4±0.5 meV/kbar, dE(X)/dp = -2.0±1.0 meV/kbar, and 

dE(L)/dp = 3.7±1.0 meV kbar with respect to the valence band maximum (Tozer, 

1988; Chang, 1984; Goni, 1989). This gives dEcsfdp = 2.2±0.6 meV/kbar, which 

implies that the OX level approaches the conduction band minimum at rat the 

rate dE(Dtdp- dEcs/dp = 6.2±0.8 meV/kbar. 

The restrahlen band can be observed when the free carrier absorption 

becomes sufficiently small. Using a relationship between the concentration and 

magnitude of free carrier absorption (Walukiewicz, 1980), it can be calculated 

that the sample is 90 % transparent by the time the OX level lies 25 meV below 

the shallow donor level. The OX level must therefore lie within 25 meV of the 

conduction band minimum at 82 kbar. Taking this 25 meV uncertainty into 

account, a transition pressure of 82 kbar implies that the OX level is 51 0±70 

meV above the r conduction band minimum at zero pressure. 

It is interesting to note that, as shown in Figure 5.4, the difference 

between -the energy at P = 0 of the S OX center in lnP (.51 0±.07 eV) and GaAs 

(.150 eV) (Chadi, 1989b) is equal to the conduction band offset between lnP 

ahd GaAs (=0.4 eV) (Nolte, 1988; Van de Walle, 1989; Tersoff, 1985) within the 
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• GaSb GaAs lnP 

-ox- ox 
OX,CB 

CB 
Eox= 

Band Offset = 0.51±0.07 
0.06±0.10 eV 

Band Offset = 
0.4±0.08 eV 

~ CB 

·Fig. 5.4. Line-up of sulfur DX levels in lnP, GaAs, and GaSb. The 
hatched areas represent the errors in both the energy of the DX level 
and the band offsets. DX levels are shown as dashed lines. 

137 

'· 



experimental error. We also show in Figure 5.4 that a OX-like level observed in 

GaSb:S also appears to line up with these other levels. It is observed in heavily 

doped samples (Poole; 1990, Dmowski, 1979) and at pressures of a few kbar 

(Kosicki, 1966), meaning that the OX level is roughly 0±.05 eV above the 

conduction band at zero pressure. Since the conduction band offset between 

GaAs and GaSb is 0.06±0.20 eV (Van de Walle, 1989), the OX levels in all 

th.ree materials line-up to within the given errors. This observation has a very 

useful implication. It means that if the band offsets between any given 111-V 

semiconductor and one of the three listed here are known, then it is possible to 

predict the energy at which the OX level will lie in that material at zero pressure. 

The energy derivatives with respect to pressure or alloying can then be used to 

predict.the conditions under which the OX center would become the stable form 

of the donor. 

The physical justification for the energy level line-up is not clearly 

understood at this point, as we will now discuss. The line-up is consistent with 

work showing that some deep levels may be used as absolute energy level 

references in 111-V semiconductors. (Nolte, 1987; Langer, 1985). However, the 

levels studied in these cases were largely transition metal impurities which sit in 

substitutional ~ites. A substitutional impurity may be thought of as a vacancy 

with its dangling bonds into which the impurity is inserted. It can be shown 

(Watkins, 1983) that the electronic energy levels introduced into the gap by 

these transition metal impurities are made up largely of wavefunctions from the 

dangling-bond-like ligands of the of the nearest neighbor host atoms. In other 

words, the level is essentially vacancy-like. It has been suggested that energy of 

a neutral vacancy is equivalent to the energy of a state made up equally of 

contributions from the conduction and valence bands (Nolte, 1988). Since the 

gross features of the band structure of most 111-V compounds are roughly the 
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same, it is sensible that vacancy like levels would be located at the same 

energy in different semiconductors. 

However, this discussion is in conflict with the series of equations used to 

determine the positions of the DX levels in lnP and GaAs under pressure. These 

equations are based on the assumption that the derivative of the DX level with 

pressure was the same as that of the average pressure derivative of the lowest 

conduction band. Chadi (1989b) justified this assumption by stating that the 

impurity potential is not strong enough to require the consideration of higher 

lying conduction (or any valence) bands. If this is indeed the case, then the 
' 

arguments stated above to justify the line-up of transition metal impurities could 

not be applied to the case of DX levels. A possible explanation is that: 1) the DX 

wavefunction does require the use of states from a large portion of the band 

structure, and 2) the pressure derivatives of the DX energy level calculated 

taking all these states into consideration would not be so different than those 

calculated above. However, this is only a conjecture. So, while the physical 

mechanism remains unclear, it is difficult to dismiss the line-up of the levels in 

three different 111-V semiconductors as coincidence. 

This same idea was suggested previously by Hasegawa (1986) based 

on his observation of a line-up between DX levels in AIGaAs and GaAsP. He 

explained the result by claiming the DX center was an anti-bonding state with a 

large lattice relaxation, but his reasoning is not transparent. 

In the remainder of the chapter I will discuss the use of optical techniques 

to determine the optical ionization and capture barrier from the shallow donor 

state to the deep DX state. The thermal barrier from the DX state to the shallow 

donor state cannot be measured optically but we will discuss a method of 

estimating its value using our other results. 
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5.3. Determining the Optical Ionization Energy. EQJ21. of the lnP:S OX Center 

5.3.1. Theoretical Background of Optical lonjzatjon of Peep Leyels jn 

Semiconductors 

Before discussing the determination of the OX center optical ionization 

energy, Eopt. a discussion of the optical ionization of deep levels will be 

-undertaken that will focus on a derivation of the equation used to fit my 

experimental data. The starting point for any such discussion is Fermi's golden 

rule, which states 

(5.28) 

where w is the transition probability per unit time, Eit is the energy difference 

between the initial and final states, and the delta function insures that the sum 

over all initial and final states only contains contributions from transitions which 

conserve energy. Hit= (v~Hperf'l't} is the matrix operator of the perturbation 

element representing the radiation field, where Hper is- the perturbation 

Hamiltonian, 'l'i is the initial state of the transition, and 'l'f is the final state. 

We now discuss the the matrix operator Hit in more detail. The 

Hamiltonian in the presence of a radiation field is 

(p _ (e)A)2 2 
H = c + eV = L + eV - _JLA•p 

2m 2m me ' (5.29) 
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where p is the momentum, A is the vector potential of the radiation, V is the 

potential, m is the electron mass, and terms of order IAJ2 have been omitted . 

. The perturbation Hamiltonian is therefore (e/mc)A•p. The vector potential for a 

monochromatic plane wave radiation field is 

(5.30) 

where £and n are the linear polarization and propagation direction, 

respectively. 

Therefore ~ 

Hper =- ~~ex pi[(~· x - rot)Je•p) (5.31) 

and 

(5.32) 

For cases of absorption by an atom of infrared or visible radiation, 

(ro/c)x = 27tx/f.... <<1, implying that the exponential in Eq. 5.32 can be replaced by 

the value one. This simplification is referred to as the electric dipole 

appro~imation. The cross section for optical absorption is 

(Energy/unit time) absorbed by the atom 
Energy flux of the radiation field 

The energy flux of the field is simply the product of the speed of light c and the 

field energy density U, which for a classical electromagnetic field is given by 
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(5.33) 

Putting all these results together gives 

(5.34) 

For a deep level defect, where by definition there is a strong electron

phonon interaction, it is crucial to consider the lattice vibrational wavefunctions 

in the optical transition between different states. This is clear from Figure 5.5, 
~ 

which shows the vibrational wavefunctions of the initial and final states. Since 

transitions can only move vertically on this diagram, the transition probability is 

dependent on the overlap of the vibrational wavefunctions of the initial and final 

states. 

In order to take this into account, we begin by invoking the Born

Oppenheimer approximation. The total defect Hamiltonian can be written 

H = T e +TN + Vee + VeN + VeN. (5.35) 

where T e and TN are the kinetic energies of the electrons and ions, Vee and VNN 

are the electron-electron and ion-ion interactions, and VeN. represents the 

electron-phonon interaction. The Born-Oppenheimer approximation simplifies 

this Hamiltonian by ignoring the kinetic energy of the ions since their mass is so 

much larger than that of the electrons. This effectively means that the electronic 

equation is solved for a fixed set of ion coordinates. The most important point is 

that the defect wavefunction is taken to be of the form 
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' Vibrational Levels 
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Fig. 5.5. The cross section for optical absorption by OX centers is partly 
determined by the overlap of vibrational wavefunctions of the initial and 
final states. The greater the overlap, the greater the trasition probability. 
Transitions can only move vertically on the diagram. 
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'l'(r,Q) = 'P(r,O)TJ(O), (5.36) 

where 'P' is the electronic wavefunction, 11 is the vibrational wavefunction of the 

lattice, r refers to the electronic coordinates, and a refers to the lattice 

coordinates. The quantity a is treated as a parameter in the equation for the 

electronic part of the wavefunction. The matrix element in Eq. 5.34 can then be 

written as 

(5.37) 

and the equation for the cross section absorption from vibrational level m to 

vibrational level m' becomes 

where f m is the occupation number of the mth level, Eo is the energy of the zero 

phonon transition, and O>j is the phonon frequency in the excited (primed) or 

ground (unprimed) state. The important result is that Eq. 5.36 has been used to 

separate Eq. 5.34 into separately calculable electronic and vibrational terms. 

We begin by evaluating the vibrational overlap matrix element at zero 

temperature. This implies that the electron is initially in the m = 0 state. We 

assume that the force constants defining the curvature of the two parabola are 

equal. The calculation is just the overlap integral between two harmonic 

oscillator wavefunctions, and the result is (Jaros, 1982) 

(5.39) 
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where S =Huang Rhys Factor= (1/2)k(~Q)2Jfiro, where ~Q is the change in the. 

configuration coordinate between the initial and final state. S is essentially the 

number of phonons of frequency ro emitted during the lattice relaxation, and 

can be taken as a measure of the strength of the electron-phonon interaction. 

For S = 0, the absorption is a sharp line. For S '* 0, the transition begins to 

broaden as more exited vibrational states become involved. For large S 

(5.40) 

where v is the vibrational frequency of the defect, and the line shape takes on a 

Gaussian appearance. Line shapes for different values of S are shown in 

Figure 5.6. We now perform the sum over m' in Equation 5.38 keeping in mind 

the delta function and call the result J. 

J 1 j-(m'firo- Sliro)2
] 

a .J 21tS(lirof ex1 2 S{lirof . (5.41) 

In order to· take into account non-zero temperatures, one must form a 

thermal average over the initial vibrational states. This is accomplished using 

the standard formula fqr the probability for occupation fm in Eq. 5.38 where 

fm = [1 - exp( -licofkb T)], 

L r_1exp( -lirolkb T) (5.42) 

where kt> is Boltzmann's constant. The result of this calculation is that (Bourgoin, 

1988) 
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Fig. 5.6. Shape of an absorption band as a function of the value of the 
Huang-Rhys parameter S. 
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• 

J _ 1 r-(m'liro-Sliro)2] 
- Y1tU ex~ U ' (5.43) 

I 

where U = 2S(liro)2Jtanh(liro/2kb T). 

We now use this formula to cast the equation for the optical ionization of 

the DX center into something close to its final form. First, we rewrite Eq. 5.34 to 

account for the fact that the transition occurs between the ground state and the 

conduction band rather than a discrete state. 

cr = (constant)L Kv~·PI<!>k]2B(JE~ + Et - hv), 
hv k (5.44) 

where Ei is the impurity energy level and Ek is the energy of the final state in the 

band. We then rewrite the result in Eq. 5.43 by referring to Figure 5.5 and 

noticing that m'hv is simply equal to (hvphoton - (Eo+ E)), where Eo = is the 

thermal depth of the deep level with respect to the conduction band, E is the 

energy of the final state of the transition, and E = 0 at the conduction band 

minimum. It is a rather laborious calculation to find a suitable approximation for 

the electronic matrix element, and it does not greatly affect the line shape. We 

will therefore simply give the final equation for photoionization of a OX center 

incorporating these results. The final equation is 

cr(hv) _j_100 dEp(E) (1-TI)YE + (1 +TI)VEF 2 u-112exp-([hv-(Eopt+E)J2), 
. hv 0 Eopt+E Eopt·E-(E9+EA)/2 U 

(5.45) 
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where p(E) is the density of free electron states, EF is the free electron Fermi 

energy, Egis the forbidden band gap , EA is the Penn gap, and 11 = exp{-2EIEA). 

This relationship was derived by Jaros (1977). 

5.3.2. Experimental Determination of the DX Center Optical Ionization Energy 

In order to determ!ne the DX center optical ionization energy 

experimentally, the following modification was made to the basic experimental 

set-up pictured in Figure 4.8. A tungsten filament lamp with the glass case 

broken off was placed in front of the sample. Its output was blocked by a Ge 

filter, making the lamp a source of infrared radiation below the band gap of Ge. 
" 

The whole apparatus {equipment pictured in Fig. 4.8 plus the lamp assembly) 

was placed inside a Cary 2390 grating spectrometer. When the light from the 

grating spectrometer is of sufficient energy to optically ionize the DX centers, the 

sample becomes more opaque and the photocurrent through the 

photoconductor mounted behind the cell decreases. A black polyethylene filter 

was mounted in front of the photoconductor so it would not see any band edge 

light from the monochromator. All data was taken at T =9K. A schematic of the 

experimental set-up is shown in Figure 5.7. 

For increased sensitivity, the far infrared lamp was chopped by pulsing 

the voltage supply to the lamp and the photocurrent through the detector was 

measured using a lock-in amplifier. Because of noise problems at the frequency 

of the lamp pulsation, the wave used to pulse the lamp was a .sine wave of 

frequency ro with zero DC bias. Since the power output of the lamp is 

independent of the direction of the current running through it, this produced a 

signal at 2ro. Locking in on 2ro decreased noise problems tremendously. 
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Fig 5.7. Schematic of experimental set-up used to determine the 
optical ionization energy and relative optical cross section of lnP:S 
OX center 
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The fraction of light going through the sample space and reaching the 

detector is 

T = l(t)/1(0) = co(1-a)R2exp(-ncrfreeX)+a, (5.46) 

where l(t) = the photocurrent through the photoconductor as a function of time t, 

a = the fraction of the sample space area not covered by the sample, R = the 

reflection coefficient for lnP, n = free carrier concentration, Ofree = the cross 

section for free carrier absorption, x =the sample thickness, and co is a constant 

taking into account all other absorption processes. We also have 

n = No(1-exp-(Fcroptt)), (5.47) 

where F = light flux from the monochromator, cropt = defect optical absorption 

cross· section, and No = donor concentration. Using these expressions and 

making the approximation that the optical cross section for free carrier 

absorption is independent of the ionized impurity concentration, the following 

function can be fit to the photoconductor response data. 

ln(l(t)/l(co)- a)= c1-c2(1-e-F <Joptt), (5.48) 

where c1 and c2 are constants. Plots of the ln(l(t)/l(co) - a) were made as a 

function of time and fit with an expression of the form (k1 + k2e-tl't). A sample fit 

is shown in Figure 5.8 for data using a monochromatic beam of energy 0.9 eV. 

This data provided a time constant, 1:, which is equal to the inverse of the 

product of the light flux and optical absorption cross section. A calibrated Ge 

photodiode was used to determin'e the relative values of F as a function of 
' 

photon energy and this allowed for the determination of the relative cross 
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Fig. 5.8. Fit of optical ionization data using Eq. 5.48. The energy of the 
monochromatic beam is 0.9 eV. 
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section of the S OX center as a function of energy. The cross section as a 

function of energy is shown in Figure 5.9 for P = 92 kbar. 

The data can be fit using the model for optical absorption by a deep level 

with large lattice relaxation which was used by Lang, Logan, and Jaros (1978) 

to fit the energy dependence of the optical ionization cross section of OX 

centers in AlxGa1-xAs. The following equation, whose derivation is outlined in 

Section 5.3.1 , gives the cross section to be 

cr(hv) ... _L (00 dEp(E) (1-Tt)iE + (1 +Tt)VEF 2 u-1t2ex_(- [hv-(Eopt+E)J2), 
hvj

0 
Eopt+E Eopt-E-(Eg+EA)/2 P\ U 

(5.49) 

where p(E) is the density of free electron states, EF = 11.2 eV is the free electron 

Fermi energy, Eg = 2.2 eV is the forbidden band gap at T = 9K and P = 92kbar, 

EA = 5 eV is the Penn gap, 11 = exp(-2EIEA) and U = 2S(hv)2Jtanh(hv/kT), where 

S = Huang-Rhys factor and hv=0.0085 eV is theTA phonon energy, which is the 

appropriate phonon to use for OX centers. This model has two parameters, 

which are 1) the Frank-Condon shift of the defect = dFc = Slim , and 2) Eopt = Eo 

+ Slim. Since we do not know the temperature dependence of the cross section 

(we can only observe a narrow temperature range with our apparatus) we are 

not able to find a unique fit to our data. However, we can roughly estimate Eo, 

and this allows us to narrow the acceptable range for Eopt· Increasing the 

pressure from 82 to 92 kbar moves the OX level down in energy roughly 60 

meV relative to the r conduction band minimum. This implies by our previous 

arguments that Eo should be in the range 60-85 meV. Using these constraints, 

we find good fits for our data for Eopt between 0.86 and 1.02 eV. In Figure 5.9 

we show the experimental data fit with Eopt = dFc+Eo = 0.87+0.07 = 0.94 eV. 
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Fig. 5.9. Comparison of experimental data with theory for 
energy dependence of the DX center optical cross section at 
P = 92 kbar. Parameters used in fit are dFc=0.87 eV and 
Eo=0.07 eV. 
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5.4. Determining the Thermal Capture Barrier from the Shallow State into the 

OX State 

5.4. 1 . Modelling the Capture of Free Carrjers by OX Centers 

Before discussing the experimental determination of the capture barrier, 

Es, we provide a derivation of the equation used to fit the experimental data to 

be described in the next section. There are several possible processes by 

which a electron may be trapped by a defect. They differ in the way that the 

electron gives up its energy and are referred to as either radiative or non

radiative. Radiative capture is simply photoluminescence, i.e., the electron 

releases its energy by emitting a photon. There are three different non-radiative 

mechanisms: Auger, cascade, and multiphonon capture. In Auger capture, the 

electron imparts its energy to another carrier. This mechanism is thought to 

make a negligible contribution to the capture rate at deep levels. Cascade 

capture occurs when an electron is trapped by the Coulomb potential of the 

impurity and moves through its highly excited states by emitting and absorbing 

photons. Multi-phonon capture occurs due to the existence of phonon modes 

with strong electron-phonon coupling. The capture is accompanied by a ., 

relaxation of the lattice, and the energy from this process is dissipated by the 

emission of phonons. It, is this process which is appropriate for describing 

electron capture from the shallow donor state into the deep OX level. 

We consider the capture of an electron from the conduction band 

minimum into the OX level following the derivation of Theis (1990). For 

simplicity, we begin by discussing the case of a neutral OX center as pictured in 
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Figure 5.1 Oa. The total donor concentration is then N = n0 + nox. since if the 

center is not ionized it will be in the DX state. The concentration of these defects 

evolves in time according to 

(5.50) 

where en is the emission rate from the DX level into the conduction band and Cn 

. is the capture rate for the ionized donors. Ignoring acceptors and other donors, 

the free electron concentration is n = n0 . This allows Eq. 5.50 to be rewritten as 

(5.51) 

The electron capture cross section is given by 

Cn = a<V>n, (5.52) 

where v = the average thermal velocity of the free electrons and a is the electron 

capture cross section, which is given by multiphonon emission theory to be 

a= aooexp(E - Ec)/kT. (5.53) 

This result can be derived in a manner very similar to the equation for optical 

absorption derived in Section 5.3.1. The starting equation is exactly analogous 

to Eq. 5.15, except that in this case hv = 0 and the perturbation Hamiltonian is 

different. It turns out that aoo is dependent on T-112, but this is neglected in 
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Fig. 5.1 0. Capture process from the shallow donor state into the deep 
OX state for a) a neutral OX center with no intermediate state b) a 
negatively charged OX center with an intermediate state. U is the 
energy of the particular state noted by the subscript and CB is 
conduction band (Theis, 1990). 
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comparison to the exponential dependence. Substituting Eq. 5.52 into Eq. 5.51 

gives 

dn/dt = -a<v>n2. (5.54) 

Although this equation has been used to model capture data for DX 

centers taken with deep level transient spectroscopy, some additional 

assumptions were required to obtain reasonable fits. Essentially, some 

mechanism had to be assumed in order to obtain broader transients than 

predicted by Eq. 5.54, and the normal assumption was a Gaussian distribution 

of capture barriers. However, it was found by Mooney (1987) that data for 

AIGaAs samples with the same alloy content but different doping concentrations 

could not be fit using the same broadening parameters or activation energies. 

This led Theis and Mooney to develop a model for carrier capture via an excited 

state. The existence of such a state has been postulated in order to explain 

many other experiments as well (Theis, 1990; Dobaczewski, 1991; Seguy, 

1990). Capture from the conduction band to a negatively charged DX center 

through an intermediate state is pictured in Figure 5.1 Ob. The kinetic equation 

taking the excited state into account was used to model the data observed in 

this thesis and we now go through the derivation of this relationship, beginning 

by assuming a neutral DX center for simplicity. 

If there is an intermediate state nB. then No = n0 + nB + nox. 

(5.55) 

and 
' 
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(5.56) 

where en1 and en2 are the emission rates for transitions from the excited and 

OX states and Cn1 and cn2 are the rates for capture into the ionized and excited 

states, respectively. If we assume that the transition from the excited state to the 

OX state is quasi-immediate, then the population of the excited state can be 

ignored and the emission term in Eq. 5.55 and the capture term in Eq. 5.56 can 

be eliminated. If the transition rate to the excited state is slow enough that the 

. population of conduction band states is not significantly perturbed, then cn1 

should be proportional to the electron population at the energy of the. transition 

state, or 

Cn1 = K ~ 1 
]' 

1 + ex (EB - EF)IkT 
I 

(5.57) 

where K is a proportionality constant, EB is the energy of the excited state 

relative to the conduction ba_nd, and EF is the quasi-equilibrium Fermi energy. 

Again neglecting the population of the excited state, n = n0. Combining this with 

equations 5.55 and 5.57 in the limit EB >> kT gives 

dJ- =-Knex~ -(EB - EF}IkT]. 
(5.58) 

which is quite different from Eq. 5.54. Essentially, the electron concentration 

drops as trapping proceeds, lowering the quasi-Fermi level and subsequently 

increasing the activation energy. This stretches the capture transient in time. 
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A very similar result is obtained for the case of a negatively charged DX 

center. Equations 5.55 and 5.56 remain the same except that nox = nox· It is 

assumed that the one electron intermediate state equilibrates rapidly with the 

conduction band and relatively slowly with the DX state. Therefore 

nB = K No - ni)x . 
1 + exp((E8- EF)IkT] (5.59) 

Substitution of Eq. 5.59 into equation 5.56, ignoring emission, gives 

dnox No- nox 
dt = Cn

2
1 + exp((E8- EF)IkT]' (5.60) 

where Cn2 is the rate constant for the capture of a second electron from the 

conduction band to the DX level. We again define Cn2 = cr<v>n. From the charge 

balance equation n =No- nB- 2n0x we obtain the relationship 

d.n. = _ dn8 _ 2dnox 
dt dt dt . By combining this result with Eqs. 5.59 and 5.60, we obtain 

an expression for dn/dt. In the approximation EB >> kT, the final result is 

~~ =-cr<V>n(No + n)exp(-(E8- EF)IkT]. 
(5.61) 

Using Eq. 5.53, this can be rewritten as 

dn/dt = -croo<V>n(No+n)exp[-(Ec- EF)/kT], (5.62) 

where Ec = EB + Eb. 
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It is important to stress the main difference between the analysis with and 

without an intermediate state. With an intermediate state, the capture rate 

depends on the quasi-Fermi level. This dependence is a result of the statistics 

of the population of the intermediate state. This dependence could not arise in 

the absence of an intermediate state for the following reason. The kinetic 

energy of the electrons is not available to overcome the capture barrier since 

the electron would have to transfer all of its energy simultaneously to phonon 

excitations of the defect. The large number of phonons involved makes this 

process extremely improbable. 

5.4.2. Experimental Determination of the Capture Barrier from the Shallow 

State into the OX state 

The technique used to find the thermal capture barrier from the shallow 

donor state into the DX state is essentially the same as that used to find the 

optical ionization energy. The only difference in the experimental set-up is that a 

lamp capable of shining white light is now placed in front of the mirror and the 
,_ 

entire apparatus is mounted in a Digilab 80-V Fourier transform spectrometer. 

This allows us to use the globar of the spectrometer as our source of far infrared 

radiation. The sample is first cooled to 11 K and the donors are pumped into the 

metastable shallow state by shining white light on the sample. The white light 

lamp is then turned off and the photoconductor signal at zero path in the 

interferogram is recorded. The signal at zero path is the sum of all the 

wavelengths reachi.ng the detector, so this is exactly analogous to the chopped 

photoconductor signal discussed in the section on determining the optical 

ionization energy. The sample is then brought up to the annealing temperature 

for a predetermined time, recooled, and the photoconductor signal again 
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recorded. As the annealing progresses, more shallow donors transform into OX 

centers and the photoconductor signal increases as the sample becomes more 

transparent. A schematic of the experimental set-up is shown in Figure 5.11. 

Starting from a similar expression for T as for the analysis of our optical 

ionization data, ~ith the only difference being that T. = l(t)/l(oo), the response of 

the photoconductor can be related to n, the concentration of free carriers in the 

sample, by 

n(t)=-(1 /o-treex)[ln( I (t)/1( oo )-a)+c3], (5.63) 

where c3 = constant. The parameters c3 and 1 lo-treeX can be fitted using 

n(0)=2.1 x1 Q18 cm-3 and n(oo)<<(O). We theoretically modelled our data using 

the expression given by Theis eta/ (1990) for n(t) for a negatively charged OX 

center which was derived in the previous section: 

dn/dt = -O"oo<V>n(No+n)exp[-(Ec - EF)IkT], (5.64) 

where O"oo = electron capture cross section at T =oo and <V>=average electron 

velocity. This model has Ec as an adjustable parameter. 

In order to solve this equation it was necessary to know how EF varied as 

a function of n. It is possible to determine this relationship by inverting the well 

known relation 

(5.65) 

where Tt = EF/kT, Nc is the density of states in the conduction band, and F112 is 

the Fermi integral 
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Fig 5.11. Schematic of experimental set-up used to determine the · 
thermal capture barrier of lnP:S DX center. 
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(5.66) 

\ 

Because it is not possible to invert this relationship between n and Tl 

analytically, we make the approximation that (Blakemore, 1987) 

. (5.67) 

which is valid over the range of concentrations observed in this study. This was 

combined with Eq. 5.64 and 11 was found for many values of n. A polynomial fit 

was then made from the plot of 11 vs. n and the result was put into equation 5.61 

for comparison with the data. 

We performed isothermal anneals at 59 K, 63 K and 70 K, and show our 

experimental data along with the theoretical fits for Ec=0.275 eV in Figure 5.12. 

Reasonable fits to our data can be obtained with Ec in the range 0.23-0.33 eV. 

In conclusion, we have discovered a pressure induced deep donor level 

in lnP which has all the properties of a OX center. The pressure at which the 

new defect becomes more stable than the shallow donor is 82 kbar. At a 

pressure of 92 kbar, the optical ionization energy of this defect lies between 

0.86 and 1.02 eV and the thermal ionization energy is in the range 0.23-0.33 

eV. In making the fit of the optical ionization data we estimated that Eo, the 

thermal depth of the·ox center relative to the shallow donor state at 92 kbar was 

60 to 85 meV. Since Ee, the emission energy from the OX state to the shallow 

donor state, is equal to Ec +Eo, this implies that Ee is in th.e range 0.29-0.42 eV. 

The configuration coordinate diagram is shown in Figure 5.13 for the lnP:S DX 

center at 92 kbar. The fact that OX centers can be formed in lnP by applying 

pressure suggests. that the existence of OX states should be very common in 
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n-type 111-V semiconductors (Khachaturyan, 1989b), though these levels may 
I . 

not be able to be brought into the forbidden gap. The line-up of OX levels 

implies that it is possible to determine the conditions under which OX centers 

will form in any 111-V semiconductor if its band edge offsets and energy 

derivatives are with respect to pressure and alloying are known. 
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Chapter 6. Conclusion 

Determining the precise nature of the DX center has proven to be 

extremely challenging, and nearly every semiconductor characterization 

technique currently known has been used in accomplishing this task. Two 

questions which many experimentalists have attempted to answer are 1) What 

is the charge state of the OX center, and 2) What is the microscopic structure of 

.this defect? One tool which has to proven to be invaluable in the study of DX 

centers is the use of hydrostatic pressure. The main effect of pressure is to 

modify the structure of the conduction band. In direct band gap semiconductors 

this has the effect of bringing deep levels down in energy with respect to the 

conduction band minimum. It is therefore possible in some case to bring "deep" 

levels which are resonant in the conduction band at ambient pressure into the 

forbidden gap, making them directly observable. In two semiconductors, namely 

GaAs and lnP, the OX level can be brought into the forbidden gap in this 

manner. 

High pressure methods were used to discover a local vibrational mode 

(LVM) of the OX center in GaAs:Si. In order to obtain this result, the technique of 

performing Fourier transform spectroscopy in a diamond anvil cell was 

extended to the study of semiconductor defects for the first time. A monolithic 

assembly containing light concentrating optics, a diamond anvil cell, and a 

photoconductor was constructed which provided signal-to-noise ratios far 

superior to previous high pressure spectroscopic results. This apparatus was 

used to identified a new local vibrational mode in GaAs:Si under hydrostatic 

pressure which was assigned the Si OX. The pressure dependence of this new 

mode was determined along with that of the Si substitutional donor. 
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Additionally, spectroscopic data were combined with zero pressure electrical 

characterization to infer that the OX center was negatively charged. 

Since this experiment was performed, three calculations have been 

undertaken to test the observed results against various theoretical microscopic 

models for the OX center. The calculations of Saito eta/ (1992) and Zhang eta/ 

(1992) show good agreement with the observed LVM frequency and frequency 

pressure dependence, and support the broken-bond model for the OX center 

proposed by Chadi and Chang. The calculations of Jones eta/ (1992) show that 
i 

the calculated vibrational frequency for the A1 state is also in reasonable 

agreement with experiment, but this assignment is not consistent with all 

aspects of the present work. An important prediction of both the Saito eta/ and 

Jones eta/ calculations is that the broken-bond configuration should have a 

second vibrational mode at a lower frequency than the cine which was 

observed. Unfortunately this mode was not observed, presumably because it 

lies within the restrahlen region. One possibility for observing this second mode 

would be to repeat this experiment in lnP:Si. Since we have shown that OX 

centers will form in this compound, and the LVM frequency ~or Si is known in 

lnP, it is possible that the lower frequency mode could be observed in this 

material. 

High pressure optical spectroscopy was also used to make the first 

observation of OX centers in lnP:S just mentioned above. Because of the 

difficulty of making electrical measurements in a diamond anvil cell, this new OX 

· center was characterized optically. We have experimentally determined the 

optical ionization energy of the OX center and the capture barrier from the 

shallow donor state to the deep OX state. We were also able to estimate the 

thermal depth of the OX center relative to the shallow donor level and the 

thermal ionization enthalpy from the OX state to the shallow donor state. All of 
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these measurements were made at a pressure of 92 kbar. The fact that OX 

centers can be formed in lnP by applying pressure suggests that the existence 

of OX states should be very common in n-type 111-V semiconductors 

(Khachaturyan, 1989b). It may not always be possible to bring them into the 

forbidden gap using pressure or alloying, though. 

It was shown that the energy levels of the S OX center in three different 

111-V semiconductors, namely lnP, GaAs, and GaSb, lie at the same energy 

within our experimental error. This means that if the band offsets between any 

given 111-V semiconductor and one of the three listed here are known, then it is 

possible to predict the energy at which the OX level will lie in that material at 

zero pressure. Furthermore, if the derivatives of the energies of the conduction 

band minima with respect to pressure or alloying are known, one can predict 

the conditions under which OX centers will be the most stable form of the donor 

in any 111-V semiconductor. The physical justification for the line-up of these 

levels is not fully understood. 

Although the attainment of large hydrostatic pressure creates certain 

experimental difficulties, its use is invaluable in the study of OX centers. The 

application of hydrostatic pressure allows OX centers to be observed in 

unalloyed materials, which makes the use of some techniques, such as local 

vibrational mode spectroscopy, possible. It was also necessary to apply large 

hydrostatic pressure in order to form OX centers in lnP. OX centers now appear 

to be relatively well understood, and it is hoped that the study of this new lnP DX 

center can help resolve any remaining questions. 
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