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Abstract

‘There is a continuing interest in defects in semiconductors because of their technological

importance. Shallow substitutional defects in semiconductors are described by effective

mass theory and are well understood. Deep levels have more complicated microscopic and

electronic slructures,vand' are not as well understood or exploited. Experimental studies are

needed to test the validity of recent theoretical deep-level models. Double acceptors are

simple, but non-trivial defect systems in which two holes may be bound to form a system -
analogous to neutral helium. These centers present important features of more complicated

centers. They are the simplest systems in which Coulomb and exchange forces between

holesI localized at defects play a role. | |

Beryllium and zinc impurities form substitutional double acceptors in silicon. In this work,
I have prepared beryllium doped and zinc doped silicon. The resulting electrically active
defects have been characterized with infrared spectroscopy, junction—space-charge
techniques, and infrared spectroscopy combined with uniaxial stress. Infrared absorption
and photocapacitance measurements have identified the neutral and singly-ionized charge
states of beryllium in silicon. Transitions to the bound excited states of neutral beryllium
and neutral zinc were observed with infrared absorption. Spectra were obtained under.
uniaxial stress to probe the electronic structure of these defects. The results have been
analyzed using a theory of the interaction between two holes localized at a defect.
Qualitative agreement with theory is found for neutral beryllium, while neutral zinc is not
yet completély understood. In addition, I have identified a trigonal double center in
beryllium doped silicon which I identify as a beryllium-beryllium substitutional pair. A
zinc-hydrogen complex has also been identified. An additional defect system, hydrogen-
induced-platelets in silicon, has been investigated using infrared absorption and Raman
scattering. | |
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"Chapt'er 1. Introduction

The focus of this thesis is the study of the double acceptors beryllium and zmcm silicon.
Double acceptors are solid-state analogs of helium atoms. They consist of two holes.bound
at an impﬁﬁty possessing two units of charge. The systems are of fundamental ipterestl
because they are the simplest systems in which the interaction between fwo bound hole‘s can

' be studied.

Double acceptors have been studied in Ge and GaAs. Double acceptors in Ge are shallow
ceriters with bind/ing energies of the order 30 meV. Ge:Hgis exceptional (Ei = 90 meV),
but is not well understood. The 78 meV double acceptor in GaAs is of intermediate dcpth.
In comparison, double acceptors in silicon are deep lci}els. Although the impurity ionization
energies for ’the two charge states of the centers Be and Zn in silicon heve been measured,
no high resolution spectroscopic information existed prior to this work which could be used
to characterize the hole-hole interaction in these systems. In thils work 1 presént sueh data,
greatly eipanding the range of electronic energies over which the hole-hole interaction can
be studied in double acceptor systems. In addition, I present a study of the second
ionization state of Be using junction-space-charge-techniques, and a studies of a beryllium-

beryHium complex and a zinc-hydrogen related complex.

This remainder of this chapter-is an introduction to defects in semiconductors. In the
chapter fbllewing, I will review the basic techniques for experimental characterization of
defects in semiconductors In chapter 3, I will discuss double acceptors in semicondﬁctors. (
I will review the general theoretical model forlthes.e systems, and the results of recent
-theoretical work. I will review the existing experimental data for double acceptors-in |
germanium and gallium arsinide. An _énalogous system exhibiting the hole-hole interaction,

the exciton bound to a neutral acceptor, will also be discussecl In the remaining chapters I

1



will present my original work. Chapter 4 will describe the experimental techniques.
Chapters 5, and 6 will give the results of my studies of Be and Zn impurities in silicon, and
of certain beryllium and zinc related complexes. In the final chapter I will summarizc my

results, and conclude.

1.1 Semiconductors, Metals, and Insulators

In this thesis, I present studies of double acceptor defects in silicon. To undcrstand‘ the
importance of defects in semiconductors, it is useful to briefly reiriew the band theory‘of
solids. Solid materials, which contain of the order of 1023 interacting valence electrons and
ions per cubic écntimeter, represent an extreme example of the many-body problem. It can
'ohly be approched by .making severe approximations to the many-body Hamiltonian. The
Hamiltonian of a solid separates into kinetic energy terms for the electrons and ions, and

potential energy terms representing ion-ion, electron-electron, and electron-ion

glecu'dmagrleﬁc interactions.
H =Tion + Te + Ve-ion + Ve-e + Vion-ion . (1.1)

In the é.diabatic or Born-Oppenheimer approximation, the ionic kinetic energy is neglected,
and the eléctroni;: states are calculatéd for a static configuration of ions (Ziman 1972). This
is justified by the large mass differencé between electrons and ions. Furthermore, in most
solids, the electrbnfelcctron interaction may.be treated as a pernnbati(.;n, and can be included
in an average way through the dielectric sqrecnin g (Zimah 1972). Under these
approximatic;ns, the electronic properties of the solid are those of a gas of fermions

intéracting with a static configuration of ions.

The properties of crystalline solids are obtained by the further approximation that the ions
form a perfect, periodic lattice. Lattice peribdicity tremendously simplifies the elect_ron;

2



lattice interaction in crystalline solids. In this case, the electrostatic potential due to the ions
may be expanded m a Fourier series, and the potential will only have components at k-
vectors satisfying the Bragg condition Ik| = 27/d, where d is the displacement between any
parallel] planes of ions, planes v;rhich are perpendiculér to k. For any lattice of ions, the set
of all such k-vectors (G{) form a reciprocal lattice. The translational sythetry of the lattice
restricts scattering of elec;trons to transitions in which the change in electron momentum -

q=G;i.

The primitive cell of the reciprocal lattice formed from planes bisecting the reciprocal lattice
vectors is known as the first Brillouin-zone.v By construction, any two points in the first
Brillouin-zone of k-space cannot differ by a reciprocal lattice vector. Therefore, electron
states with k-vectors 11n the first Brillouin-zone are not mixed by the crystal potential.
Because electron momentum is only conserved up to one reciprocal lattice vector, an
electron state with k-vector k' is usually labeled by a reduced momentum k which lies in the
first Brillouin-zone plus a reciprocal latﬁce vector Gj, so thatk' =k + G;. Equivalently, an
electron state may be labeled by Va reduced xﬁomentum and a band index n, y(k') = vo, .
The electron-lattice interaction mixes states with the same'reduced' momenta. Asaresult,a
| gap opens between the energies of states in different bands. The formation of gnergy bands
vis most easily pictured by considering a case in which the electron-lattice potential is weék.
In this case mixing is only important for electron states whose k-vectors lie at the Brillouin-
zone Iedges, where scattering occurs between degenerate states. Mixing of levels through
the electrbn—léttice intéraction at the Brillioun;zoné edges éplits these degenerate states. The
level splitting produces a gap in the electronic density.of. states between states in different
bands . In cfystalline solids, the electronic states consist of bands, with allowed energies

and k-vectors separated by gap regions in which the density of states is zero.



Energy

Fig. 1.1 Schematic band diagram of silicon showing the conduction band, valence
band, and split-off valence band. Silicon is an indirect-gap semiconductor. At T=0 the
highest energy occupied state ‘(at the valence-band maximum) and the lowest energy
unoccupied state (at the conduction-band minimum) are separated by 1.17 eV. The
conduction-band minima lie near the Brillouin-zone edges in the [100] directions. Optical
transitions between the valence-band maximum and the conduction-band minima are
indirect; they require creation or absorption of a phonon to conserve crystal momentum.

The band structure determines .the‘electric.:al properties of a soﬁd. At low temp_eratﬁres
electrons will fill the lowest energy stateé up fo a certain energy, the Fermi energy Ef. In
metals, Ep falls within a band of allowed states. The separation between filled "and
unoccuéied states at the Fermi level is of order ER/N, whefe N, the number of unit cells in
the solid is of order 1023 cm-3. As a result, very low energy excitations are possible in
response to an electric ﬁeld., and the electric_al conductivity of metals is high at all
temperatures. The room temperature conductivity 6f metals ranges from 6105 (chm-cm)-1

 for copper to about 103 (chm-cm)-1 for rare earth metals. In semiconductors and insulators

4



Erfalls within a forbidden gap. vThé Separatiqn between the highest filled band (the valence
band) and the 1owest unoccupied band (the condﬁcu'on bahd) is of the order of ohe électron
volt, and low energy electronic excitations are not possible. At lo§v ten}peratufe, and in the .
absence of other excitations, the electrons cannot respond to an eiecn'ic field and the
conductivity appréaches zero. The room temperature conduc_tivitics of insulators may be

as low as 10-22 (ochm-cm) 1.

The fundamental electronic excitation of é pu‘ré semiconductor or insulator is the promotion
of an electron across the bandgap. This produces two quasi-particles: an electron in the
conduction band and an unoccupied level in the valence band The properties of the latter
are isomorphic to those of a positively charged particle in an empty band, which is called a.
" hole. An excitation of one-half the bandgap energy (Eg/2) per carrier is needed to produce
charge carriers, leading to ihe characteristic exponential ’dependence of the free carrier
concentration of pure semiconductors w1th temperature. Bandgap excitations may also be:
induced optiéally or by ionizing radiation. In semiconddctors, electrons or holés which are
excited into the bands behave as nearly free can'iers, and co.ntributcv‘to condﬁction; In
insulators, promotion of elcctrbns across the gap may not produce free carriers, or the
mobility of the carriers may be ex&emely low. Insulators typically possess bandgaps larger
than 3 eV. In many insulators it is favorable to release the large éxcitation energy by
fbrming a lattice defect or large 1attiée relaxation which trapsv the charge. Itis also typically
not possible to vary the conductivity of insulators by doping, as discussed for
semiconductors below. The division between semiconductors and insulatofs is somewhat
arbitrary, and some materials such as diamond and SiC are placed in both groups. ~

1.2 Introduction to Defects in Semiconductors
 The electrical properties of semicqnductors are strongly influenced by defects. Impurities
and native defects destroy the perfect translational Symmetry of thé lattice and introduce

5



localized electronic states.v Defect states which fall within the fundamental band gép are
crucial because they reduce )the gap between filled and unoccupied states at T = 0. This
- makes the material sensitive to low enérgy_excitations. As carriers can be excited thermally,
doping increases the conductivity by orders of magnitude over the intﬁnsic conductivity at

finite temperatures.

Shallow levels, which are defect states close to ihe energies of the band edges, are of
particular technological impbrtance. Shallow levels are thermally ionized at room
- vtemperaturé and cémribute charge carriers to the bands. In silicon the conductivity can be
changed from 10-5 (Q-cm)-1 to 103 (Q-cm)-! by shallow-level doping. Equally important,
defects determine the dominant type of charge carrier in semiconductors. Heré we must
distinguish between shallow donor levels which lie close to the conduction band minima,
and shallow acceptor levels which lie close to the valence band maximum. If the dominant
- defects are donors they will contribute electrons to the conduction band at finite
temperatures, producing n-type conduction. If they are acéeptors, thé dominant mobile

| charge carriers will be holes in the valenée band, producing p-_type conduction. Control of |
carrier type is particularly important because of the properties of semicoxidﬁctor junctions.

At junctiohs betWee’n n and p-type regions interdiffusion and annihilation of electrons and

holes occur, producing a depleted layer in which there-are no carriers. The remaining

ionized donor and acceptor centers represent a space charge which produce a strong electric

field and potential drop across the depletion layer. The potential drop is equal to the

intrinsic diffusion pbtential plus any externally applied voltage. The width of the depletion

1ayer. depends on the space charge density and the external bias. Such p-n junctions form

the basis of all junction bipolar transistors, junction field effect transistors and diodes used

in a vast number of applications in electronic devices, electronic circuits and computers.

Light or ionizing radiation which is absorbed m the jﬁnction depletion layer region will

_create electron-hole pairs and produce a current. This effect is exploited m dévices such as

6



photovoltaic solar cells and solid-state radiation detectors. A current of electrons and holes
can also be injected into a junction by forward biasing. In direct-gap semiconductors
electron and hole injection is used to produce light-emitting diodes and semiconductor

lasers.

In contrast, defect levels near the middle of the energy gap (deep levels) have ‘binding B
energies which are substantial fractions of Eg, and may not be thermally ionized at room
temperature. Deep levels may be designated as donor levels which are electrically neutral
-when occdpied and thus predominantly trap electrons, and acceptors levels which are
negatively charged when occu;ﬁied by electrons, and predominantly trap holes (Pantelides
| 1978). Mény deep defects have multiple charge states and trap both types of carriers. The
primary effect of the dcep levels is to act as recombination centers for electrons and holes,
limiting the lifetime of the minority carrier. This can be exploited to préduce
photoconductors and other devices wuh short freé carrier lifetimes, and thus fast response.
" In many semiconductor devices .n'apping and recombination at deef) levels is highly
mdesﬁable, and deep defect concentrations must be reduced to less than one in 1012 host -
lattice atoms. In ﬁI—V semicohductorﬁ, large concenmitions of deep levels can be
intentionally introduced in order to pin the Fermi level at the deep state, producing semi-

insulating material which is insensitive to small concentrations of shallow centers.

It is the ability to control the conductivity and carrier type by selective introduction of
shallow centers which makes semiconductors so useful. Current photolithographic
techniques have made it possible to introduce dopants with sub-micron resolution.
Integrated circuits are now produced which cbntain > 107 circuit elements on a single chip
of silicon. A wide and e\'/er growing array of powerful devices can be produced, including
memory chips, microprocessors, analog amplifiers, digital switches, and solar cells. The
revolution in microelectronics, which has touched nearly every element of our society,

7



springs from a single technology, the controlled doping of semiconductors. Clearly, there is
a deep, continuing scientific and technological interest in understanding defects rin
semiconductors. At this time, shallow levels are well understood, principally because the
properties of these centers are dominated by the band structure of the host material. In
contrast, the properties of deep levels are highly defect specific. These defects are not
.nearly as well understood or exploited as the shallow centers. In this work I present a study
of a class of éenters known as double acceptors, which exhibit properties of both deep and
shallow levels. I will now discuss the clémcntary properties of the effective-mass theory of

shallow levels, and review the most important features of deep levels.

1.2.1 Shallow Levels

The general defect problem consists of solving the eigenvalue equation
Eyy=H0+V) L | 12)

Where HO is the Hamiltonian of the unperturbed crystal and V is the disturbance in the
crystal field introduced by the impurity. The impurity potential is geﬂerally quitev
complicated, containing both short and long-range componenis. For charged impurities, it
includes a long-range Coulombic potential. The short-range impurity potential arises from
the djffemnée betWeen the bonding and core orbitals of the impurity and those of the host.

’I‘here may also be a lattice relaxation at the defect. . If the lattice and electronic
wavefunctions are coupled by the impurity potential, the electronic and ionié problems must

be solved self—consistently.

The impurity problem can be simplified when the impurity potehtial is predominantly long

range. As a consequence of the lattice translational symmetry, the electronic eigenstates of a

perfect crystal have the Bloch form: W0,y = exp(ik-r)uly,x(r), where u0,x(r) is a periodic
g y



function, i.e., u0px(r+R) = u0, 4 (r), where R is a lattice vector. Thé Bloch states are
extended states which have the same amplitude in every unit cell of the crystal. The impurity

electronic states Wy, may be expanded in the basis of the Bloch states

\I’v=2ka\l’g,k , 1.3)

where 0,  are the Bloch states in the perfect crystal, and Fy are Fexpémsion coefficients.
The impurity states will be formed by superpositions of states from many bands. In
general, it is necessary to sum over all bands to find the correct levels. HoWever, if the
impurity potential varies .sufficiently slowly, namely on a length scale which is long
compared to the interatomic spacing, then the coefficients Fy x will be non-'négligiblé bhly
for states close to the nearest band extrémum, whiéh is the bottom of the conduction band
for shallow donors, or the top of the Vaiencc band for acceptors. Neér a band extremum at
kg, thc energies E0py of the electron orbitals of the perfect crystal are determined by the
disperSion of the band. In the simplest case, the band curvature is isotropic near the band
extremum, and the energy valucs are to lowest order

By = EQy, + L 0Ko)”

2m* ’ . (14)

* where the effective mass m* represents the band curvature. The energy may be compared
with the kinetic ehcrgy of a free particie E = K2 k?/2m . Carriers in states near the band
edge behave like free carriers with an effectivé mass m*. Within the effective-mass theory
bound impurity states arise from the interaction betWecn the impurity potential and free »

carriers with an effective mass m*.



Shallow-level defeéts are typicaily substitutional impurities from the _column'of the periodic
table immediately to the right or to the left of the host atom which they replace. As an
example I consider a substitutional phosphorus atom in silicon. The electronic structure of
P is that of neutral neon plus five valence electrons, [Ne]3s23p3. Compared to silicon it has
one additional valence electron. Neglecting this extra electron, the remaining four valence
electrons form covalent bonds with the neighboring silicon atoms filling the bonding
vélence band states, and leaving the antibonding conduction band sfates empty. The
impurity looks very much like a host atom, except that it has a net positive charge. We
expect that the impurity i)otential will consist of a screened, Coloumbic point charge
.potentiai '

vy =-22 , (15) .
where € is the static dielectric constant of the medium, and the nuclear charge Z = 1. Inow
introduce the fifth electron into the conduction band, and consider the bound states of this
donor electron in the impurity potential. The problem is isomorphic to the hydrogen atom
in free space. The solution is a series of bound states with energies

where E. is the energy at the conduction band minimum, and Z is the fxet charge of the
phosphorus atom (Z=1). The dielectric constant of most sémiconductors lies between 10-
15, while conduction band effective masses range from 0.015 (InSb) to 0.99 (Cuz0) times
the mass of the electron. The ground state binding energy of shallow donors in
semiconductors is thus on the ofder of 0.5 - 150 meV. Tﬁe ground state wavefunction is a

(1s) hydrogenic state with Bohr radius:
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a* = k2 £ . '
m* Z e2 (1.7

which ;'ields effective donor Bohr radii of 5 - 500A.  In addition, we expéct electric dipole
. transitions between states which obey selection rules (Al = %1, Am =1, 0) to be observed,
yielding sharp absorption lines in the infrared spectra of doped semiconductors. The
energy differencés between states falls in the meV range, and ground to excited state

transitions can be studied with infrared spectroscopy.

The impurity problem for gf_oup III substitutional impurities in silicon is analogous to the
donor situation. These defects capture an electron from the valence band to satisfy the iocal ,
bonding requirements. The resulting hole in the valence band interacts with the defect
~ potential, which is approximated by a scréened negative point charge.potent'ial. A
hydrogenic series of bound hole states is produced. Hole effective masses vary over the

range 0.1-1 times the free electron mass in most semiconductors.
1.2.1.1 Effective Maés Theory
Bi will now develop a more sophisticated model of shallow levels. A number of excellent
reviews of the effective mass theory of shallow levels exist (Bassani, Iandonisi et al. 1974;
- Lannoo and Bourgoin 1981; Pahtelides 1978; Ramdas 'and Rodriguez 1981). The notaﬁoh ‘
generally follows (Pantelides 1978). The goal of the éffcctive mass theory is to transform
the eigenvalue problem (1.2) into an equivalent equation involving only smoothly varying
envelope fun.ctions_ which describe free particles interacting with the impurity potential.
Beginning with (1.2), we expand the ixhpuxity states in the Bloch f1'mctioﬁ representation,

multiply on the left by a particular Bloch function O and integrate

11



Fo,iE = Fo i BQ k+ 2 Fa (vl IVIVE. 1) .as)
BT

The Bloch states consist of plane waves mpdulated by _functions w0k which have the
periodicity of the lattice. It will be useful to expand producfs of thése periodic functions in
terms of plane waves. Clearly, there will only be contributions from plane waves having '
wavevectors equal to reciprocal lattice vectors

) w2 0) = LOPRG) €6 r (19)
P )

This expansion is substituted into (1.8) to obtain a useful expansion of the matrix element,

which I then substitute into the Schrodinger equation for the impurity states

WRIVIYE ) = > CEUGy) Vk-K-Gp). (1.10)
- | |
EFui=Far B+ 2 O CRR V&-K-GpFme .  (1.11)
' P n'k'

The effective mass theory will only be valid for slowly varying impurity potentials. I
assume soluﬁons in which the expansion coefficients Fpx are non-negligable only for states
in a single band and in the neighborhood of the band extremum. For the moment, I justify
this by considering the expansion coefﬁciénts fora defect state near the extremum of band

m at ko obtained from first order perturbation theory :

(Voo V@D 12,
Edx-Ehx

Fpy= (1.12)
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Coupling to states in bands n=m, and to states with k widely scparéted from the bandedge
ko, will be important only if the potential V(q) is appreciable for large momenta. However,
the Coulomb potential varies as 1/q2. ‘At this point I do not consider degenerate bands. The
effective-mass theory develops from the followih’g approximations in (1.10):. | (@) I consider
terms from a single band only, and omit the band index n. (ii) I‘drop terms in which G;#0, ,
as Ika-k'-GiI << IV(k-k')I. _(iii) The coefficients Ckk*(0) are approximated by'l over the
region of interest. (iv) The sums over k and k' are converted into integrals over all k-space,
as the only contributions are from states near k=kg. (v) Finally, as discussed a’Bove, the
eigenvalues of the Bloch states are expanded in terms of (k-kg). Keeping only the leading ‘

terms to order (k-kg)2 we have:

‘ Ey = By, + (52/2)(k-ko) m (k-kg) (1.13) -

where m-l is a tensor which is determined by the band curvature

o = (1/62) Vi {Vy E_gk)lk=k0 . (1.14)

In many cases it is appropﬁate to replace ml by a spherically averaged s¢élar quantity, in
‘which case (1.13) becomes identical to (1.4). Under these approximations, equation (1.13)
becomes | | |

/

(62k2/2m*)E(k) + f &k’ V(k-k')F(k') = E-E) Fk) (1.15) :

13



where the continuous function F(k) replaces Fy, and where I have assumed for the sake of
simplicity that ko=0. This expression may be recognized as a Schrodinger equation for a
particle of mass m* in the presence of a potential V(q). It can be written in a more familiar

form by transforming to real space, obtaining an equation for the envelope function F(r)

[-62V2/2m* + V(r)] F(r) = (E-Eo) Fr) . (1.16)

'7 The effective-mass approximation has reduced a complic'ated many-body problem to an
envelope function problem involving only free carriers. All of the properties of the solid are
represented through the effecﬁve mass and the dielectric constant, while the only propertiés
| of the defect which enter are the chargé state and the type of ti'ép (donor or acceptor). The
total wavefunction is the product of the envelope function and the Bloch state at the band
extrérfxum W(r) = F(r) y) . (r) . If the impurity potential is that of a pbint charge, the
envelope functions will be hydrogenic and will have radial and angular quantum numbers n,
landm. Itis immediately clear that hydrogenic-effcctive-méss theory will be more accurate
for the states wvhich have odd-parity envelope functions than for the ground state or the
even-parity bound excited states (e.g. the s-like stafes). The. odd-parity states have a node at
the impurity site, while the even-parity states have an antinode. Therefore, the odd parity
- states will have a small aﬁ1plitude in the regiony where short range deviations from the point
| charge potential are appreéiable; while the ground state and even-parity bound excited states
have an appreciable émplitude at the cemrél cell, and will be affected by the shon-mﬁgc

terms of thc;, defect potential.'
In the form given above, the hydrogenic-effective-mass theory gives accurate binding |

energies for shallow levels associated with isotropic, nondegenerate band edges, such as

donors in direct gap zincblende structure semiconductors GaAs, InSb and InAs. It is

14



necessary to further develop the theory to treat acceptor levels in semiconductors, and donor

levels in indirect semiconductors such as Si and Ge.

1.2.1.2 Donors in Silicon ;nd Germanium

In silicon there are six equivalent conduction band mxmma along the <100> directions near
the X point. In Ge (Faulkner 1969) there are four equivalent minima at the Brillioun-zone

edge along the <111> directions. This presents fwo complications to the effective mass

theory outlined above. Fﬁst, the. band curvature at the conduction band minimum is not

~ isotropic. The curvature along the direction parallel to kg, the‘momentum vector at the band

minimum, is different from the curvature along the perpendiculaf directions. In Si or Ge,

the dispersion at the conduction band edge must be written in terms of longitudinal and

transverse effective masses

| = 2 B2 20k 4 B2 (ko2
B0 =Eko) + 3 04k + 0 Gerke? 1)

where z lies along a <100> direction in Si, and aloh_g a<lli> direction in Ge. The equation
for the envelope function becomes

I AN AP A | .
[ 2m; |9x? +ay2)+2m1 52)| FO=EEFD . 1®)

The functions F(r) posséss cylindrical rather than sphericé] symmetry. The effect is to spiit
the impurity étatcs having different components of‘ their angular momentum along z. States
with different azimuthal quantum numbers m will be éplit by the anisotropy, although states
with m= * my will not split, owing to time réversal symmetry. Donor p-states are split into _' |

singlet pg (m = 0), and doublet p+ (m = 1) states. Envelope functions have been obtained
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Fig. 1.2 Energy levels of shallow donors in silicon. Experimentally determined

energies of the odd-parity excited states agrees well with predictions from effective-mass
theory (column 1). Strong impurity dependence of the energies of the (1s) states indicates
the importance of the central-cell potential on localized even-parity states. (after Falkner,
1969). v _
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variationally, in terms of y=my/m;. Very good agreement with experiment has been obtained

for the donor excited states.

Table 1.1. Irreducible representations of s- and p- like states of group V dbnors in Si
' and Ge. For Si and Ge, H refers to the groups C2y and C3y, respectively*.

Crystal Hydrogenic Single valley ' Single valley Multi-valley

state (Cooh) Y (Tq)
S1 1S }:g+ Al A1+E+T)
' 2p ot (m=0) = Al A1+E+Tp
Myt (m=t1) B1+B2 =~ 2T1+T2
Ge « 1S Eg"' Al - A1+T2
2P Tyt (m=0) Al - A1+T2
- Tyt (m=%1) E E+T1+T2

*adapted from (Ramdas, 1981).

| A second complication to the hydrogenic-effective-mass theory arises because of the six
equivalent cbnduction band minima in Si (four 1p Ge), which leads to a 6- (4-) fold
degeneracy in the donor states. These degenerate states are split by the crystal potential. -
The magnitude of the splitting depends critically on the short raingé components of the
inipurity poteﬁﬁal, because it arises from intervalley terms in (1.17). In first order

- perturbation theoi'y, the magnitude of the so called valley-orbit splitting is

Ey = (Wi V(Wi 1) , (1.19)

where k;j is the momentum difference between conduction band minima. Intervalley mixing
can be ignored for potentials in which IV(q+ki)l << IV(q)l. In general, however, donor
wavefunctions mu_si be written as a sum over the N equivalent band minima. The site

symmetry of the substitutional donor is Tg. For substitutional donor, the many-valley states

17



~must transform like irreducible representations of Tg;. The results are given in table (1.1)
We see that the donor ground state splits into Aj, E, and T3 levels in Si, and A; and T>
levels in Ge. Experimentally, it is found that the intervalley terms are important for the
donor ground state, but not the hydrogenic donor excited states. For the P donor in Si, the
valley-orbit splittings in the 1s states are EE-EA1=13.0 meV, and Em-EM:l 17 meV. The

valley-orbit splitting in the p-states cannot be measured.

1.2.1.3 Shallow Acceptors

In all zincblende semiconductors the valence band maximum is at k=0 and is degenerate.
At ﬁni‘te values of k near the band maximum, the band is anisotropic and shows a cubic
warping. In the tight-binding approximation, which is reasonably accurate for zincblende
semiconductors, the valence band states are composed of p-atomic orbitals. The degeneracy
at the valence band maximum reﬂects the degeneracy of these states (L=1, S=1/2). This
six-fold degeneracy is partially lifted by the spin-orbit interaction. The valence band
maximum is four-fold degenerate (J=3/2), and there is a split-off band which is two-fold
degenerate (J=1/2). The splitting A between the J=3/2 and J=1/2 bands is close to the
atomic spin-orbit splitting, and is 44 meV in Si, and 290 meV in Ge. The effective-mass
approximation can be extended to cover the case of degenerate bands by retaining_all
degenerate bands in the expansion (1.14). The result is a set of coupled differential

equations for the envelope functions (Pantelideé 1978)

[DEV)+VOI]FE)=EF® (120)
where D is a 6x6 matrix describing the valence band dispersion, I is the 6x6 unit matrix, and
the vector F(r) is the state vector for the envelope function in the appropriate basis. The

total 1mpunty wavefunction is
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() = XFn(®) 660) - | a2y

- Fm(r) are the components of the state vector, and ¢y0(r) are the Bloch functions of the mth
degenerate band at k=0. | Solution of the effective-mass problem for acceptors becomes
rather complicated due to the degeneraey and the wafpiﬁg of the valence Band. Within the
EMA, the acceptor Hamiltonian for the J=3/2 states is (Luttinger and Kohn 1955)

(‘n+5— 72)— - -—-( A% + p335 + p232)
_—[{Pxpy}{J Jy} + {Pypz]{J Jz} + {Psz}{Jsz}] (1.22)
=V(r) _ | ,

" where {ab} (ab+ba)2, ‘Yl, Y2, and Y3 are parameters which describe the dlspersmn near the
valence band maximum, p is the hole linear momentum operator and J is the 3/2 angular
momentum operaxor. The Hamiltonian is valid in the limit of strong spm-orblt couplmg, ie.,
when the spin-orbit splitting A is much larger than the acceptor binding energy. The first
-term in (1.225 deécribes the hole kinetic energy, while the second and third terms ere'an
effective "spin-orbit" (or J-orbit) interaction between the angular momentum of the Bloch
funcuons (J=3/2), and the angular momentum associated with the envelope funcuon The
last term is the i 1mpur1ty potential. This form of the acceptor Hamﬂtoman has not been very
usefﬁl because of the complexi_ty of theJ -orbit terms. 1t hes _been found (Baldereschi' and
Liﬁ_a‘ri 1973; Baldereschi ahd Lipari 1974) that (1.22) can be decomposed into products of
irreducible spherical tensors. This decomposition allows separation of the J -orbit
Hanlilionian into a dominant spherically invariant term and a smaller strietl?y cubic term.

The Hamiltonian is

3 —;’2 +Vo) - — (P<2>-J<2>)+—i{cpﬁ + @ cpa + @Y} . (1.23)
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Fig. 1. 3 Warping of the valence band in silicon is significant. Solid lines show -

(from top to bottom) the positions of the heavy-hole, light-hole, and split-off valence bands
near k = 0. Dashed lines show the spherical approx1manon. Wavevectors are given in units
of the inverse of the lattice constant a.

mzignitude of the cubic term is proportional to & = (73'-72)/71. In all the diamond and
zincblende semiconductors (ekcept silicon), it is found that p >> 8, and the acceptor states
may be treated to zeroth order in 8 in the spherical approxlmatlon In the spherical
approxunatxon, a point-charge potenual produces a series of bound states. The line series
no longer resembles the hydrogenic series because of the strong J-orbit coupling. The
impurity wavcfunétions may be labeled by the quantum numbersnand F =L +J, whei'e J
is the angular momentum of the valence bahd Bloch states, and L is the angular momentum
of the hydrogenic envelope function. The ground-state wavefunction of a hole bound to an
acceptor is 1s3/2. The p-states are split by ;he J-orbit interaction into three levels 2p1p,
'2p372, and 2psp; with degeneracies 2, 4, and 6. When the cubic term (8+0) is included, the
- 2psy2 state splits. F is no longer a good quaﬁmm number, and the levels are then labeled

20



accbrding to the irreducible rcpmseﬁtaﬁbns of the tetrahedral double group (Appendix A).
The F=1/2 stétes project into I'g or I'7 states, the F=3/2 level projects into th: four-fold
representation I'g,.and F=5/2 levels decompose into I'g+I"7 states. The scheme is outlined
in table (1.2). The notation fc;r these states varies, the form we will use gives the L and F
quantum numbers (which are not strictly conserved) as well as the cubic nqtaﬁon, leading,
e.g., to 183/2(F8), 2p1/2(T6), 2p3/2(T8). 2ps2(T's) and 2ps/2(T'7) states. In most
semiconductors vthe cubic terms are weak. For example, in Ge the splitting between
2psp(Tg) and 2psp(T™7) is 0.65 meV, which is much smaller than the 3.69 meV splitting

| between the 2p;2(T'g) and fpgﬂ(l‘ g) states due to the spherical J -orbit coupling (Haller and
Hansen 1974; Jones and Fisher 1970; Soepangat and Fisher 1973), and the cubic tenﬁ may
be treated through perturbation theory(Baldereschi and Llpan 1974). In silicon, however, the
splitting between 2p5,2(f‘3) and 2p5/2(1" 7) is 5.3 meV, which is comparable to the 9.7 meV
splitting between the 2p1/(T's) and 2p3p(g) states (Baldereschi and Lipari 1976; Onton,
Fisher et al. 1967). "

Table 1.2.  Symmetry of shallow acceptor states associated with the J=3/2 and J=1/2
: ~valence band edges. The symmetries of the Bloch states are I“8+ J=3/2)
and I'7t (J=1/2)*.

Band Hydrogenic Symmeuy (@S (ym0) Acceptor Symmetry

state under Op state - under Tq
J=3/2 S r+ gt - 183p2 I'g
' 2P12 I's
P Ty, Tr+le+20s 2P32 I's

_ _ 2P5p2 I'4I'8
J=1/2 S ‘Tt 7+ 18112 I'7
' : P T4 T7-+I'g" 2P1/2 I's
- __2P3p I8

*adapted from (Ramdas, 81).
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More sophisticated techniques must be ﬁsed to obtain accurate binding energies in silicon.
In addition to‘the large cubic term, coupling to the split-off band must be included because
the spin-orbit energy A is comparable to the acceptor binding energies. Finally, the q-
dependence of the dielectric function must be included, particularly in the calculation of the
localized ground state. Accurate solutions of the acceptor problem m Si vixllcluding the q-
dependence of the electronic screening and the coupling with the éplit-off band have been
obtained by variational ealculations(Lipari and Baldereschi 1978). O_sci_llator.strengths, of
infrared transitions have also been obtajned (Binggeli and Baldereschi 1988). Good
egreement with experiment is obtained for the 6dd-pa1ity acceptor excited states and for the
ground state of the isocoric acceptor Alin Si. The ground state binding energies of non-
isocoric acceptors are much more difficult to calculate because they possess strong short-
 range potentials. However, the even-parity excited state energieskef non-isocoric simple
acceptors in Si and Ge have been obtained empirically by allowing the dielectric screening
.~ near the impurity to deviate from the host v.alue_sf The short-range correction is adjusted to
give the correct ground-state energy. The value of this model is that the energy of excited

even-parity states may be obtained if the binding energy of the ground state is known.

A series of impurity states essociated with the split-off band will also exist. The (J=1/2)
split-off band is isotropic and possesses only a two-fold spin degeneracy. In the limit of
infinite spin-orbit coupling A, the J=1/2 band and the J=3/2 band are not coupled by the
impurity potential, and the impurity pfoblem reduces to the simple hydrogenic case (1.6),
with a split-off band effective mass of mg/y;. Electric dipole transitions between the grour/xd
state and the split;off band states are forbidden in the infinite spin-orbit limit. Finite
coupling between bands leads to corrections to the Rydberg series energies and a small J-
orbit splitting of the states. Experimentally, transitions to defect states associated with the

split-off band have only been observed in silicon, where the spin-orbit splitting is small
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Fig.14  Energies of the odd-parity shallow acceptor levels in silicon and germaniur.
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Excellent agreement with theory is observed for acceptors in germanium. In silicon, larger
central-cell effects are observed because the excited-state wavefunctions have higher binding
energies and are more localized. For Al and Ga acceptors in silicon, the near resonance of

the zone-center optical phonon with the excited states 1s also important. (after Llpan and

Baldereschl, 1978).

(44 meV). Numerical calculations (Buczko and Bassani 1988) of the energies and

oscillator strengths of transitions to the J=1/2 states in silicon yield a splitting of 0.11 meV -

between the 2pj/2(I'e) and 2p3/2(I‘3) states, and a ratio of oscillator strengths of 5.5 : 1.
Only the two-fold odd panty np(l’e) states have been observed (Fisher and Rome 1982;
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0ntoﬁ, Fisher et al. 1967). The 1s1/2(I'7) state in Si:B has been observed in Raman
spectroscopy. It should be noted that in the case where Eq i§ smaller than A, the 2p1(T¢)
state will be resonant with the J=3/2 valence band states. Mixing between the discrete state
and the valence band states will occur, and the excited states associated with the split-off
~band will‘acquire a lifetime of the order 1 = I'/h, where I is given by the matrix element .
between the impurity states and the J=3/2 band states, I = 27t kg [HI yp). Allof the
J=1/2 impurity states of acceptors in.silicor_l excépt the 1s12(I"7) state are resonances in the

' J=3/2 valence band.

1.22 Deep levels |

Localized states with. energiés deep in the gap can not be treated with effective-mass theory.
In the éxpansion (1.3), it is seen _that a strdng, short-range impurity potential mixes Bloch
statcé from throughout the Brillouin-zone, and from different bands. Therefore the defect
level is not tiéd to any particular band extremum, and the effective-mass concept breaks
down. It is clearly difficult to solve a deep-level problem using the extended Bloch states as

a basis. In the tight-binding method, a basis of localized functions is used

1221 Tight-Binding Approximation
In the tight-binding approximation, the single particle wave function Yy is expanded in
terms of the free atom eigenfunctions %0, ¢, where wa. is the ath state of the ith atom.

This is the linear combination of atomic orbitals (LCAO) method

\Vv = Zat,a X(La . ’ (1.24)
1 .

The tight-binding approximation to the LCAO method consists of neglecting overlap
N

integrals between wavefunctions located on different sites, i.e., setting <X°L,a|X°,0,B> =0
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Solutiehs of the problem are obtained in terms of the Hamiltonian matrix elements
<xO, (,LIHIx0 p>- The tight-binding approximatien is usually applied in a semi-empirical
manner, the Hamiltonian matrix elements bemg adjusted to fit the known band structure of
the solid. The results may then be used to predmt other properties, such as the properties of
defects. The method is most useful in predicting the properties of vacancies and deep
 substitutional defects 1n which the short-ran.ge interaction is dominant. This is because deep-
level energies are obtained directly from the mikin’g between host and'impurity atomic
orbitals, which are known. One suceess of the method is the prediction that the properties
of deep substitutional defects approach those of vacancies. The four dangling sp3bondsata
vacancy produce aTpzand an'Al level in the gap. If the overlap between host and impurity
atomic states becomes small because the impurity statee are hi ghly localized, or are
erthogonal to the dangling bond states, the vacancy levels remain in the gap. Transition
metal and rare earth metal impurities, which posseés unfilled orbitals in the highly localized
atemic d and f-shells have been treated with some success through the filled vacancy model.
In the first approximation, these defects may be treated as a vacancy plus an impurity atom.
A family of sephisticated tec':hniques have been developed which are based on th'e tight-
binding approximation. The reader is referred to a number of excellent reviewS inclﬁding ;
(Bassani, Tandonisi et al. 1974; Lannoo and Bourgom 1981; Pantehdes 1978) for a

discussion of these techmques

1.2.2.2 ~Lattice Relaxation

Deep level impurities influence the distribution of valence electrons in the vicinity of the
. defect through hybridization and screening. Such effects may alter the stability of the lattice
through the electron-phonon interaction, leading to lattice relaxation. In general, this leads
to a very serious complication of the defect problem. However, some simple behavior can
be understood. We consider the case where the adiabatic approximation is still valid, and
the lattice interaction may be treated by'perfurbation theory. Then the nuclear ceordinate
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may be considered a classical variable and the electronic and lattice wavefunctions are still

separable.

AThe defect potenual energy may be expressed interms of a general ionic coordinate Q and
will be the sum of the lattice potential energy VL and the electronic potennal energy VD ‘
Normally the lattice relaxation is expanded in terms of the displacement coordmates
associated with different phonon modes, and Q is essociated with the change in the -
‘ vec‘l‘uilibrium' ion positions in the coordinates of a particular mode. To lowest order, the
potential en'ergy will be given by Hook's law, v?hile the' electronic energy w111 be obtained
- from the expectation value of the Q depeﬁdent Hamiltonitan - |

V=ViQ @ , (125)
where, | vi@=1Q?Kk , a2

(\V(Q) IH(Q) \I!(Q))

VoQ =" @ Tv@) T (127

and K is an effectlve spring constant. In this sxmple case, the total energy will be changed

~ by the lattice relaxation through the expressmn '

8_E=-FQ+;—KQ2 .
(1.28)

Fe _ (W(QIFH(Q)/AQIy(Q))
(\V(Q)l\lf(Q))

where

is the effective electromc force associated with a displacement. These formulas describe an

equlhbnum lattice distortion of Q = 2KF If w(Q) is degenerate, then the J ahn-Teller |
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theorem states that the system will be unstable against a distortion which removes the
degeneracy to first ‘_orde'r. This is because the linear splitting insures that fcr one component,
F > 0 and a distortion w111 occur. The magnitude of F is determined by the electron-phonon
interaction, and depends critically on the radius a* of the defect wavefunction. The strength
of the coupling to a particular phonon of frequency  is expressed by the Huang-Rhys
~ parameter S so that the relaxation energy OE = Sh®. In polar soﬁds, the Frohlich
interaction is the principal electron-phonon coupling, and S scales with 1/a*. In non-polar
materials the dominant interacﬁon is the deformaﬁcn potential coupling, and S scales with
1/a%2, Lattice coupling is not important for extended shallow levels.as the effective force F

is negligible.

1.3. Summary

Shallow donors and acceptors are described by effective mass theory, because the impurity
potentiais are dominated by the long range Coloumb term. In the most sirnple case, this
means rhat the impurity states are composed of band edge Bloch states modulated by
" hydrogenic envelope functions. Details of the band structure lead to deviations from the
simple hydro‘gerfic case for acceptors and for donors in Si, Ge and other indirect gap
semiconductors. ‘For donors, the anisotropy of the conduction band minimum means that
the envelope functions have cylindrical rather than spherical symmetry. Mixing between the
multiple equivalent CB minima leads to a substantial valley-orbit splitting of the (1s) state.

_ Effective mass theory for shallow acceptors must include the degeneracy, spm-orbrt
splitting, and warping of the valence band maximum. These effects lead to the coupling of
Bloch and envelope angular momerita, the presence of states associated with the split-off
valence band, and splitting of sphencal states into states of cubic symmetry, as discussed
| above. Nevertheless, it is found that the excited states of shallow donors and acceptors are

effective-mass-like. They can be determined solely by the charge state of the defect,
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-whether it is a donor or acceptor, and the nature of the valénce and conduction band extrema

in the semiconductor host.

Deep level impurities are not so easily treated. The strong short range potential makes the
Bloch states an unsuitable basis set for solution of the deep level Hamiltonain problem.
| Techhiques based on the tight-binding approach are more suitable. For deep levels,

significant coupling may exist between electronic and vibrational degrees of freedom.
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Chapter 2  Characterization of Defects in

Semiconductors

A large number of techniques have been developed for the characterization of defects in
semiconductors (Pensl 1991) (Stradling and Klipstein 1990). Tﬁe coﬁcentrations, the lattice
posiﬁon and chemical identity of defécts. can be directly investigated by magnetic resonance
techniqués; and by a Variety of particle and X-ray scattering techniques. Impuﬁty atoms

which display local-vibrational modes can also be identified through infrared absorption and '

" Raman scattering measurements. Defect electronic levels in the gap are accessible through

electrical measurements which measure the occupancy of defect levels under thermal or
optical excitation, and through measurement of optical absorption or emission due to
electronic transitions at defects. For shallow levels, the primary electronic characterization
methods are Hall effect measurements, and infrared spectroscopy. Photoluminescence and
(in favorable cases) Raman scattering are also important tools. Deep levels are primaﬁIy
studied through a family of junctioﬁ-space-charge techniques. ‘Infrared spectroscopy has
recently emerged as an impbrtant tool for the study of electronic transitions at deep levels.
Infrared absorption spectroscopy and j@cﬁon—space-chmgc spectroscopy are the primary
tools used in this work and are discusséd belf)w. For completeness, I have included a brief

description of other important characterization techniques. .

2.1 Junction-Space-Charge and Other Electrical Techniques
Deep level defects are primarily studied thfough junction-spécé-chérgc techniques (JSCT).
In these methods(Grimrheiss 1977; Grimmeiss and Ovrén 1981; Johnson 1985; Miller,
Lang et al. 1977), the occupancies of defect levels in the space-charge regions of reverse
biased junctions aré measured under oﬁtical or thermal excitation. JSCT are. notable in that
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thermal and optical emission rates and capture cross sections of electrons and holes at deep
levels can be measured directly. These parameters are important for understanding the
electronic and optical properties of defects. In addition, when these parameters are known,

the energy position of the level in the gap and the type of level (donor or.acceptor) can be

determined. The sensitivity of JSCT is determined by the relative concentrations of deep |

and shallow levels, and there is no fundamental lower sensitivity limit. However, the energy

resolution of JSCT is poor (usually less than +10 meV). In addition, measurements must

be performed at relatively high temperatures (T 2 50K), and emission measurements are -

made under strong electric fields (=104 V/ém).
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Fig. 2.1 Parameters describing electronic transitions at deep level defects under.

thermal and optical excitation. - :

30



Junction-space-charge techniques are applied almost exclusively to rei?erse-biased‘diodes.
Only defect levels in the depletion layer afe obsefved. In the depletion region, only
emission processes are possibic, and the concentration of occupied traps reaches a steady
state value | |

o 4eT
eoprel +eon+eTy

nt =Nt

. @.1)

where N is the trap density, nT is the density of occupied traps, €%y, and eT;, are the thermal
and optical rates for emission of eléctroxis to the conduction band, and e, and eTp are
thermal and optical rates for emission of electrons from the valence band. These parameters
are illustrated in Fig. 21 In the description below, I consider the specific example of a

donor level in the upper half of the band-gap in an asymmetric p+-n junction.

2.1.1 Capture and Thermal Emission

Thermal emission rates of carriers from a deep level to the corresponding band edge vary
exponentially with the ionization energy and iemperamre. Thermal emission is usually
dominated by transitions to the nearest bandedge. In the following analysis it is assumed
that the emission rates in thc’depletion 'layer ahd the neutral region are equal. However,
electric-field-enhanced émissio_n (the Poole-Frenkel effect) may be importaﬁt in the
depletion layér. It is generally necessary to measure the electric field dependcnce of the
thermal emission rates to properly interpret binding energiés obtained from JSCT. For a’
 donor level located in the upper half of the the bandgap the thermal emission rate is
eTh=7exp [—L%.ET—)] s (2.2)

where Ec-ET is energy difference between the defect level and the conduction band edge, k

is the Boltzmann constant, and 7 is a temperature dependent prefactor. The capture rate is
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can=0n{va)n , | | 2.3)

where n is the free carrier density, G, is the capture cross section, and <vp> is the mean

thermal electron velocity <vp> = (3kT/m*)1/2, The thermal emission and capture rates are

related through th‘evpxinciprlc of detailed balance, which states that in thermal equilibrium

can(Nr-np)=eTyny o ' 2.4

In addition, the free and trapped carrier concentrations depend on the Fermi energy Ef

-through
n =Neexp (Eck,f") : ey
and onr =NT[1+g'1 exp ETkTEF )] : 2.6)

where N is the effective density of states in the conduction band, and g is the spin

degeneracy of the icvel. Eliminating EF in the above equations yields the. following

~ expression for the emission prefactor y

_Op{vpy N ,
= —-——g. . @D

The trap position Ec -ET is equal to the change in Gibbs free energy AG due to ionization. |

Optical processes are instantaneous and irreversible, thus optical spectroscopy directly

measures AG. Thermal processes are assumed to be adiabatic, so that thermal

measurements yield the change in enthalpy. The two quantities are related
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AG=AH-TAS | @28

where AH and AS are respectively, the change in enthalpy and entropy due to jonization.
The carrier thermal velocity and the density of states in the conduction band depend on
temperature: <vp>e<T1/2, and Nge<T3/2, Substitution of (1.10) into (1.10) yields the

following expression for the emission rate
o= B T2 & exp| AS)expl-AH |
v ‘e n=pnT ocxp(k)cxp T (2.9)
where B, is a temperature-independent constant which depends only on the properties of the

host semiconductor. As the capture cross section is generally temperature dependent,

measurements of 6(T) and €Ty are required to determine AH.

The thermal emission rate is easily measured using transient methods, as illustrated in Fig.

2.2. Measurements are performed in the dark, so that optical emission can be neglected. A |

 bias reduction pulse of width tr is applied to a reverse biased diode. During the pulse, the

depletion léyer contracts from its initial width Wo to W1, and deep levels in the layer Wo-.
Wl trap electrons. Following the filling pulsé, traps in Wo-W) emit carriers, and the
system returns to its initial state. I assume that thermal emission occurs only ’to the
conduction-band. The concentration of occupied traps as a function time is then

-

nr=Nrexp(€That) 210
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- Fig. 2.2 Emission rates can be obtained from capacitance transient measurements.
(D) Initially, the sample is under steady reverse bias. (II) The bias is reduced for a time tf.
The depletion layer collapses and carriers are trapped at deep levels. (IIT) After the reverse
bias is reestablished, carriers are thermally or optically promoted from deep centers in the
- depletion layer to the band. - The change in occupancy 1s tracked through changes in the
diode capacitance. _

where N is the occupancy immediately following the filling pulse. Changes in occupahcy
are typically measured through changes in the diode capacitance, which depends on the

concentration of ionized centers

coAte _ (Azqeeo )1’2 |

where Nj = Ng + (NT - nT) is the density of charged centers, A is ihe diode area, Vp is the

diffusion voltage, and VR is the applied reverse bias. Np is the shallow donor

34



concentration. Chahges in the number of occupied traps AnT induce a change in capacitance
AC which, for NT << N4, may be approxlrﬁated

AC _ Anp
C 2N 2.12)

Alternatively, the capacitance may be fixed by controlling the bias voltage, and the change in
bias voltage may be recorded. It is clear from (1.10) that'.AVxAnT, and no small signal

approximation is required for interpretation. The emission rate may be measured by

directly recording the capacitance (or \}oltage) transient on a storage oscilloscope or other

suitable device (Sah, Forbes etal. 1970). A plot of (eT, )/I2 versus the inverse temperature
yields an emission activation energy Ea, which must be corrected by the temperature
dependence of ‘t‘h'c capture cross section to obtain the change in enthalpy due to ionization.

" 'The amplitude of the transient gives the deep level concentration. -

Lang et al. (Lang 1974; Miller, Lang et al. 1977) have developed a convenient method for -

recording the emission time constant using the concept of a "rate window". In deep level
translent spectroscopy (DLTS) measurements, the capacitance transient signal is ﬁltered
by’ a weighting function svhlch has‘the effect of producing a rate window. A maximum
'signal_ is produced when the emission time conSfant is equal to the selected rate. A DLTS

' spectrum is measured by monitoring this signal while scanning the diode temperature. The
_ rate wmdow concept can be implemented using a variety of weighting functions. In the
double boxcar i mtegrator technique used in this work, the capacitance transient is sampled at
two pomts t1 and t2, and the output is proportional to C(t;) C(t2) The samplmg times

define a rate wmdow, and a peak in the output is obtained for

Inft
or=e =Bl 1
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Emission activation energies are obtained by recording DLTS spectra for a series of rate
windows to obtain €Ty, versus T. The DLTS peak amplitude is proportional to the deep level
concentration. If minority carriers are introduced during the filling pulse, DLTS can be
used to study minority traps. The sign of the peak (positive or negative) determines whether )
the deép level .is a majority or minority trap. A single DLTS spectrum contains (in
principle) a peak from each deep level in the system. For this reason DLTS is a faster and
more convenient tool folr routine characterization than direct measurements of the

capacitance transient.

Capture cross sections for electron or hole capture may be measured by JSCT. In these
measurements the diode is initially in the state nt =0. The change in capacitance is

recorded following application of a filling pulse of width tf. One expects to find

AC(tf3=ACmu[1-cxp Ctefe)] | (2.14)

where AC, is the maximurh change in capacitance due to complete filling, and 1. is the
capture time constant 1/t = Opvpn . The value of AC may be obtained from the amplitude
of the éapacitance transient or from the amplitude of the DLTS peak. Capture cross section
measurements are somewhat compliééted by depletion edge effects. It is typically fdimd
that pulses sevéral orders of magnitude longer than 1. are required to saturate AC. This
complication arises-because'the free carrier concenu'ation does not drop discontinuously to
zero at the edge of the depletion layer, but decreases exponentially over a distance of order
ﬁe Debye lengih. Deep centers in this region capture more slowly, and the cépture transient
contains a fast cbmponcnt due to capture in the neutral region, and a slow component due to
capture in the depletion layer edge. In favorable cases, the magnitude of the slow

component is less than 10% of ACy, and the slow and fast components can be separated.'
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. Measurement of capture Cross sections requires pu'lse' generators and electronics of
relatively high quality, as capture time constants cén be quite short. A typical case (<7=10'vl6
cm?, n=1016 cm-3, T=150K) yiélds T = 50ns. More sophisticated methods using the slow
capturé inythé depletion edge region have been developed (Pons 1984) to measure large

capture cross sections.

2.12 Optical Emission
The spectral distribution of the photoionizaﬁon cross section of a defect détermines its
optical properties. The onset of the photoionization cross section yields the energy position
of the level in the gap. Cross sections for emission to the conduction band ¢°; and from
the valence band 6% are.accessible by JSCT. The shape and relative magnitude of the

spectral distributions of 6%, and coi, are a measurement of the coupling of the level to the

conduction and valence bands.
The photoionization crossv section is equal to the optical emission rate 'divide-d by the
incident photon flux, 6© = €0/¢ . The optical emission rates can be determined by a variety
of transient and steady-state photocurrent and photocapacitance techniques (Gﬁmmciss and
.Ovrén 1981; Sah, Forbes et al. 1970). Absolute values are most accurately determined by'
@sient measurements. In tré.ns’ient photocapacitance measurements, a filling pulse is
used to set the initial condition nT(0) = Nju The measurement is performed at low
temperatures where thermal emission is negligible. Let us assume that the defect level being
: studied is a donor in the uppér half of the band gap. ‘The diode is thgﬁ illuminated w1th
photons of energy hv from a monochromator such that E¢ - Ey > hv > E¢ - Et. The time

dependent concentration of occupied traps will be

(4]
= © P NT + eon
eon + eOp ) eon + eop

nT Nt exp[ - (€% +€%)t] . (2.15)
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For many donor levels, €%, >> €9 at all photon energies. In any case, for a donor in the
upper half of the bandgap, there is a spectral region Et - Ey > hv > E¢ - ETin which 6% =

0. Under these conditions, the occupied concentration is
n7= Nt exp[-ent] (2.16)

The emission rate is obtained from plots of the capacitance transient under illumination.
Plots of €%, as a function of the photon energy, normalized for the photon flux, yield the
spectral distribution of 0%,. Examination of (1.10) indicates that the cross sectioni 6% can
be obtained from the value of the steady-state photocapacitance (Grimmeiss and
“Kullendorff 1980). If e, >> €% , then the steady-state occupancy under constant

illumination is simply

%

Q

: i_ndepcndent of the photon flux. A plot of ZEAg— versus photon energy yields the spectral

distribution of 6%, . Grimmiess et al. (Grimmeiss and Ovreén 1981) have demonstrated that
in the general case (6%, comparable to obp ), both cross sections may be measured by using
a' second, intense light source to set the initial condition and to boost €%y or €% by

introducing a high photon flux in an energy region where % >> 0% or 6% >>0%,.

2.1.3 Hall Effect and Resistivity Measurements |

Hall effect measurements combined with conductivity measu_remehts are used to determine
the equilibrium majority carrier concentration n, and the mobility. Variable temperature
measurements yield additionally the concentration and jonization energy of the majority
dopants, and the concentration of minority traps. Carrier concentrations are obtained from

measurements of the transverse magnetoresistance Ry. For pure electron or hole
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conductivity n=- —&—=. £ 1B ) where I and d are the current and samf)le thickness
. Ry In » Vud - :

respectively, e is the Charge of the electron, B is the magnetic ﬁeld, and Vy is the measured
Hall voltage.. The Hall scattering factor ry is approximately 1. Hall measurements are
particularly useful for measuring the concentrations and jonization energies of sha1ch
dopanis. They are not as suitable for studying deep levels becanse thermal generation from -
deep levels may be obscured by thermal generation of electron-hole pairs. In acidition, the
method is unreliable in the case of sainples containing many energetically distinguishable
defects, because of the large number of free parameters which are then available to fit the
freeze-out curve. Measurements of the resistivity determine the product of the majority
carrier concentration and mobility. For pure -electron cenduction p= (neun)'i.
Determination of the carrier concentration from resistivity .xheasurenients is extremely

straightforward in systems where the mobility is known.

2.2 Optical Spectroscopy
Optical spectroscopy, in which the absorption, luminescence or inelastic scattering of ‘»
photons is measured as a function of their energy, is the most powerful tool for
characterization cif the electronic structure of defects in semiconductors. This is pnmanly
due to the exceptional energy resolution possible with opticnl techniques. In thermal”
processes, the energy distribution of excitations is fixed by the temperature. For example,
the distribution of thermal photons is determined by the black;body law . In contrast,
monochromatic light obtained from an external source such as a laser, monochromator, or |
Fourier spectrometer can be anaiyzed to a reso_lntion limited only by the intensity of the
source and the intensity required for the detection of the light or the light induced process.
This high resolution allows optical techniques to tneasure transitions between discrete
energy levels of defects, to accurately determine the energy separation between discrete

electronic states and to quantitatively measure intensities of radiative transitions. Such
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measurements, in turn, can unambiguously determine thc_a ionization energy, charge state and
type (donor or acceptor) of defects. Optical techniques can be combined with external
perturbations such as uniaxial stress and rhagnetic field. The pemn'baﬁons induce shift and
splitting of electronic states, which can be monitored through the optical spectra. Analysis
of the level splittings and shifts yield the point group symmetry of the defect, as well as the ,
symmetry properties of the defect electronic wavefunctions. This information can be used
to determine thé microscopic and electronic structure of defects. In some caSes, the

presence of lattice relaxation and coupling to localized phonons cari be observed.

2.2.1 Infrared absorption |
Infrared absorption sp¢ctroscopy is probably the most widely used optical charaterization
technique. In absorpﬁon measurements, light from an energy resolved source Sﬁch asa
monochromator or Fourier spectrometer is incideht on the sample, and the intensity of the
transmitted light is measured by é detector. To obtain absomﬁon coefficients, the
transmission as a function of frequency is measured in the sample and in an appropriate
reference piece. The absorption coefficient o(hv) is determined from the ratio of the »
sample and réfercnce transmission

I ' '
e 2.18)

a(hv) x =- log

where I(hv) and Ip(hv) are the transmission of the sample and reference piece, respectively ,
‘and x is the sample thickness. - Absorption is a quantitative technique, and
ahv) =n o°(hv). If the absorption due to centers of known goncemration nis fneasured,
then the spectral distribution of the absorption cross section 6°(hv) can be dete@ned in
absolute units. Conversely, if 69(hv) is known for a particular _defect, absorpﬁoﬁ méy be
used to determine its concentration. Absorption measurements are carried out in the linear

\
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regime, that is, at light intensities sufficiently low that saturation of the absorption,
multiphoton absorption, and other non-linear effects can be neglected. It should be noted
that equation (2.18) neglects multiple reflections, and is accuratev to order R2*exp(-20ix),

where R is the reflection coefficient. For most semiconductors, the error in o produced by

this approximation is less than 10% for transmission below the bandgap energy.

Photon Energy

- Fig. 2.3  Defect related absorption occurs through two ,
basic processes. (a) Transitions from the ground state to continuum states produces a
photoionization band begining at the ionization energy of the defect. (b) Transitions to
discrete states produce a sharp line spectrum. The line position yields the energy separation
between the initial and final states. (c) Transitions can also occur to discrete levels which
are resonant with the band states. The shape of the resonance feature is determmed by
mixing between the discrete state and the continuum.
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' Any process which removes light from the beam will be observed in absorption. In
particular, light capable of inducing electronic transitions at defects will be absorbed. Two
~ types of electronic transitions may occur, as illustrated in Fig. (2.3). As an example I
- consider electron transitions at a‘dondr level, although fhc result are identical for hole
~ transitions at an acceptor. A photon of energy greater than the binding energy of the donor |
can be absorbed, leading to ‘t_he promc;tion of an electron to the conduction Band. As shown :
in Fig. (2.3 b) a photon of energy equal to ﬁxe energy separation between an occupied state
and an unoccupied excited discrete state of a defecti can be absorbed if the transition is
allowed. These two processes lead io two types of features in plots of a(hv). Transitions
. tothe 'condﬁction band states produce broad continuum absorption which begins at E¢-E;,
rises to some maxxmum, and either falls off or merges with the bandgap absorption at high
~energies. The photoionization cross section is idemical to the cross section (G%+6%p)
determined from photocapacitance transient measurements discussed above. The onset of
the photoionization cross section determines the jonization energy of the defect. However, |
this technique is not precise, as absorption through highly excited states and phonon'
assisted transitions tends to merge with the photoionization threshold, making the position
of the onset uncertain. The second type of features seen in absorption spectra are due to
discrete transitions. Absorption measurements are usually carried out at tcmperaturés low
enough that a large population of defects are —in their ground state. Discrete transitions
appear as a series of sharp absorption lines at energies equal to the jonization energy of the

defect minus the binding energy of the excited state.

In general, the highly excited states of charged impuﬁties are hydrogenic-effective-mass-
like. That is, they are determined only by the charge state of the defect, and the properties of
the host semiconductor. This is particularly true of odd-parity states, which have a node at
the impurity site. The excited states serve as reference points, and the sharp line absorption
series is a probe of the initial state. If the absorption line series can be recognized as
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transitions to effective mass states, then the spacing of the sharp lines maﬁbiguously

determines the charge state of the defect and whether it is a donor or an acceptor, i.c.,

whether an electron or hole is trapped. The ionization energy of the defect is determined by

choosing a line corresponding fo an excited state whose bmdmg energy is accurately known .
from effective-mass theory, and adding the experimentally determined energy position of

that line to the binding energy of the excited state. As line positions can be determined with

great accuracy (typically within 10 peV) using Fourier spectrometers, binding energies can

be determined to within limits set by the accuracy of effective mass theory (< 0.1 meV).

Absorption spectrosc.opy can also yield information about discrete states which are
| degenerate with the band states. These are observed as resonance features in the continuum
absorptibn (Fano 1961). Such resonant stafes include phonon sidebands of the discrete
electronic transitions. For example, a set of resonance fe.aturesv_ are observed (Watkins and
Fowler 1977) in the spectra of acceptors in silicon which are displaced from the zero-
phonon sharp lines by the enefgf of one zone-center optic phonon. These are appafently
single optical phonon sidebands of the discrete transitioné, which mix with the continuum
states through the electron-phonon interaction. For donors, resonances are observed /which
are displaced from the discrete transitions by the energies of phonbns whose momenta are
equal to the difference in momentum between conduction band minima (inter-valley
phonons). In fact, this diffefence, between the phonon sidebands of donors and aeceptors
has been used to characterize defects whose line spectra are too complicated to be analyzed
direétly. It is interesting to note ﬁat resonahce features can be observed purely through
their effect on the density of states in the band. Therefore resonances can be observed even

in cases where transitions to the discrete states would be forbidden.

In addition to their energies, the wavefunctions of the effective mass states are also known.
Thus the intensity of absorption lines can be used to investigate the ground state
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wavéfunction, which is generally not effective-mass—iiké. The most basic réquirement is that
transitions must be electric-dipole allowed. In systems which have inversion syxﬁmetry,
parity must change between the initial and final states. While .substitﬁtional defects are not
inversion symmetric, eitended impurity states are not significantly affected by the
breakdown of parity conservation in the central céll. Therefore, transitions between states of
shallow, hydrogenic effective-mass defects with the same envelope parity are typically not
observed in absorption. As the envelope function of the ground stéte has even parity, only
transitions to.odd-envelope parity states (p or f-envelope states) are observed. For deep
levels, transitions between étates of the same envelope funcﬁon parity become allowed due
to the central-cell potential. For example, transitions between the 1s(A1) and 1s(T?7) states

dominate the spectra of deep donors in silicon.

The binding energies of shallow levels are of the order 10-100 meV, while the binding
energies of deep levels are of the érder 100-1000 meV. Therefore infrared absorption
‘ featufcs due to shallow and deep levels appear in the mid- to faf-infrared and‘the near- to |
mid- infrared ranges of the elec_tromagnetié spectrum respectively. Absorption
measurements are typically petformed at temperatures below 10K to reduce broadening 6f
“spectral features due to coupling with thermal phondns, and to avoid thermal ionization of ’
shalldw levels. The sensitivity of absorption spectroscopy is determined by the transition
cross sections. Absofgtion is measured as a small chahge in a large signal. Usually,
| absorption (0x) due to sharp lines must exceed 103 to be measurable. Cross sections for
 discrete transitions at shallow levels are large (>10-14 cmr2) and lower sensitivity limits are
of order 1011 cm3. The high sensitivity and cnérgy resolution of infrared absorption
Spectroscopy make it a useful tool for identifying shallow levels and determining their
“concentration. For deep levels, cross sections for discrete uansiﬁoﬁs may be three orders of
magnitude smaller, and the sensitivity of absorption to deep levels is coﬁespondingiy lower.
For deep levels then, absorption is primarily a characterization tool. JSCT's are more useful
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for identifying deep-level irhpurities and dctefmining their concentration because of their

superior sensitivity.

222 Photocbnductivity |
Absomﬁon processes involving transitions to band states create free carriers. If a bias‘ A
voltage is applied to the sample a photocurrent will be generated. Optical transitions to band
states can be detected directly by photoconductivity (PC) measurements in which the
photocurrent from é bulk sample is measured as a function of the incident photon energy.
. These méasin‘ements allow determination of the photoionization cross sccﬁon. Transitions
between bound states may also be seen in photoconductivity spectra under the proper
conditions (Kogan and Lifshits 1977; Kogan and Sedunov 1966). Two processes are
possible. If the saniplc contains several defects, transiﬁons between discrete states of one
defect may be oBserved as absorption lines in the continuum response of a shallower level.
In the second process; the carrier may be ionized in a two-step excitation process, as
.illustrated in Fig. (2.4).. Absorption of a photon lifts an electron or hole into an excited
state. The carrier may then decay via two chahhels: it may relax to the impurity ground
state, or it may be thermally prémoted to the band. The latter process (photo-thermal

ionization) produces a free carrier which contributes to the photocurrent.

The principal advantage of photo-thermal ionization Specu'dscopy (PTIS) and photocurrent
: sp_ectfoscopy is sensitivity. For .example, consider thé casé where the sample does not
contain a large concentration of shallow centers whose photo-ionization continua overlap
‘ trahsiﬁons at the center of interest. Then the phoiocuirent in the spectral region of interest
- is primarily due to photoiqnization of the centers of interest, and the fundamental noise
soﬁxce is fluctuations in this photocurrent. As the concentration of this center is reduced,

both the signal and the noise will be reduced. Photo-thermal ionizationj spectroscopy has
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(a)

Fig. 2.4 Defect related photoconductivity. Transitions (a) '

to the band states produce a photocurrent.A photocurrent can also be produced through the
photo-thermal ionization (b). Carriers excited optically to bound states can either relax to the’
ground state, or be thermally ionized. Thc latter allows discrete transitions to be observed in
the photoconductivity spectrum. '

been particularly useful in the ‘characterization of ultra-pure germanium (Haller 1986),
where it is the only spectroscopic techniqué with suffient sensitivity to measure residual
impurities. Shéllow level concentrations as low as 2¢108 cm-3 have been measured in Ge
using PTIS (Kahn 1986). There are sevéral limitations tovP'I‘IS and PC measurements. In
PTIS, measufements must be performed in a temperature range where kT is comparable tb -
the energy spacing between eXcitcd states, but Where the géneraﬁon of thermally ionized
~ carriers producing a dark current, is negligible. Experimentally, optimal results are obtained
‘in Ge .at 5-12K,in Si at 20 - 25 K, and at temperatures below 4 K for shallow donors in

GaAs. Because the detected signal is thé photocurrent, PTIS and PC measurements require

that samples have ohmic contacts which operate well at low temperatures. Finally, PTIS and

PC are not quantitative techniques. Absolute éross sections in photoconductivity depend on
~ the external quantum efficiency (the number of electrons detected per absorbed photon),
which is generally not known. The intensity of PTIS lines is also determined by the thermal

ionization probability from the excited states, which is difficult to measure.
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2.23 Additional _Opﬁcal Techniqués T
In photoluminescénce.- (PL) meésurements, electron-hole pairs (excitons) are be
produced by above band-gap illumination and may be trapped at defects in semiconductors.
Emitted light is ;:ollected and analyzed using a monochromator or Fourier spectrometer. If .
‘the electron and hole recombine radiatively, the energy of the emitted photon will be shifted .
~ from the free-exciton energy by the binding energy of the pair to the defect. Additional
shifts may occur if the defect is left in an excited state. The parity chafxges when the
electron-hole pair recombines. In a rédiativ_e recombination, any excitation of a tlurd particle
must conserve the parity. Photoluminescence has been used to determine the spacing
bctweén even-parity states of many shallow donors and acceptors. The sensitivity of PL to
| shallow acceptors and donors in sil_icon is comparable to PTIS. It is generally not a
‘quantitative technique, although concentrations can be obtained if the PL is calibrated using
other techniques. Only the near surface region is probed because the excitation sbuncc is

 above bandgap.

Raman (inelastic) scattéring of light may be used to characterize the energy separation
between bound electronic states. In this technique the sample is illuminated by a laser or
other intense monoc.hromatic source in the visible or near infrared. Scattered light is
coileéted and analyzed using a2 monochromator ‘or_Féuricr spectrometer. Excitation of
impurities is obser\}ed as Stokes or anti-Stokes shifts in the energy of the séattered light.
Raman scatterinQ involves two photons, so the initial and final states must have the same
parity. Thus Raman scattering is complementary to infrared absbrption. Additional
selection rules exist, and may be controlled by means df the pola;izadon of the incident and
inelastically scattered light. The polarization dependence of the electronic Raman scattering
(ERS) intensity may be used to study the wafvcfun_ctions of defect electronic states or the
point-group symmet_ry' of the defects. In boron doped silicon, ERS has identified
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transitions between the 1s3(I'g) and 1s1/2(T'7) Statés Raman is a relatively insensitive
techmque because the i mtensmes are extremely small. If the incident light is above bandgap,

the method is only sensitive to the near-surface reglon

In local vibrational mode (L VM) spectroscopy, impurity atoms are idchtified through |
their characteristic vibrational modes. The vibratioxial spectra of periodi\c crystals consists
- of opt_i¢ and acoustic phonon bands. Impurities modify the vibrational spectr_urh and
introduce defect modes. Impurities heavier than the host atoms they'reblace generally
produce defect modes which are degenerate with the extended phonon states. Such modes
may be observed as broad resonances in the vibrational spectrum. However, impurities
which are lighter than the host atoms they replace may broduce defect modes whose
frequencies are greater than the maximum optic phonon freqﬁency. Such modes cannot

propagate through the crystal and are localized.

Local vibrational models can be detected using infrared absorption or Raman scattering
spectroscopy. The full width #t half maximum of a LVM absorptioh line is typically about
1 cm-1 at 77K. Thus the technique has sufficient resolution not only to distinguish different
impurities, but also to distinguish different isotopes of a particular impurity species. This
isotopic information allows the chemical identity of an impurity to be identified
-unambi_guously; The identification inay be done by comparing the stréngths of LVM
components due to different isotopes to the natural abundances, or by observing shifts in‘
the LVM in samples artificially enriched in a rére isotope of a possible impurity. In certain
cases, e.g., defects located on the arsenic lattice site in GaAs, various combinations of
isotépes on the nearest heighbor sites can be distinguished_,v allowing the lattice site to be
determined. In addition, the charge state of a defect may influence its vibrational mode
| through the electron-lattice coupling, allowing the charge state to be determined by LVM
spectroscopy. Such effects are small but measurable for shallow centers such as Cpgin
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GaAs (A = 0.3 cmrl), but may be much larger for a deep impurity. For example, the LVM
of oxygen paired with a vaéancy in silicon shifts from 836 td 884 cm~! when the center
changes from the neutral to the negatively charged state (Newman 1973). Recently it has
been observed (Wolk, Kruger et al. 1991) that the LVM of the Si DX defect, which is
observed in GaAs under hydrostatic pressure greater than 20 kbar, showS a cl.large-state-‘
 related shift of 9 cm-1. Absorption spectroscopy of LVM's in bulk samples is a sensitive
technique. Typical detection limits in GaAs are 1014 cm-3 uSing IR absorption due to

LVMs, and 10!8cm-3 using Raman scattering.

23 Other Techmques

Secondary ion mass spectroscopy (SIMS), Rutherford backscattering (RBS), and particle

induced x-ray emission (PIXE) are ion beam techniques which directly measure. the
chemical identity of impurity atdms. In general, vthese techniqués measure total.
concentrations only. Impurities are identified through the characteﬁsﬁc elerhental mass,

alpha-particle-scattering cross section or x-ray spectrum. In certain cases, site information

can be obtained from ion-channeling studies. The SHVIStechnique can detect some
impurities at concentrations as low as 1015 cm'3. Typical thresholds for RBS and PIXE are

1018 cm-3,

Paramagnetic defects can be analyzed through magnetic resonance techniques such as
elcctron spin resonance (ESR) (Wcrtz and Bolton 1986) InESR, the sample is placed in
an external magneuc field in a microwave cavity. The microwave absorption at ﬁ'equency [0)
is measured as a function of magnetic field. Resonant absorpuon occurs when the Zeeman
splitting between spin states (AE = gupH) equals ho. The ESR method allows
| détcrminaﬁon of the microscopic structhre of defects in crystals: thé'chemical identity of
atoms in the defect can be found from coupling of electron and nuclear magnetic moments, |
and the s&mm'etry of the defect site may be obtained from the dependence of thé ESR signal
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on the sample orientation. However, not all defects are ESR active. In addition, ESR does
not associate a given paramagnetic center with a level in the gap. To address this difficulty
magnetic resonance and optical excitation have been combined. The dependence of the ESR
signal on optical excitation is measured by photo-ESR. Conversely, the effect of resonant
microwave excitation on the luminescénce signal is measured in optically detected magnetic
resonance (ODMR) experiments. Measurements of the ODMR also ﬁrescrve the high
sensitivity of luminescence measurements. The sensitivity of ESR measurements depends
on the cdnccntration énd the resonance line-width of the center. Ordinary ESR
~ measurements require of the order of 1014 cm-3 paramagnetic centers for detection. In

certain cases, e.g., P in Si, sensitivities as high as 1012 cm3 can be achieved.
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Chapter 3  Double Acceptors in Semiconductors

Just as the most vsimple atomic system containing two identical particles is the. helium atom,
so the simplest solid-state systems which contain two interacting electrons or holes are
doublevdonofs and double acceptors, respecﬁvely.‘ In this chapter, 'I will discuss two-particle
effects in neutral helium, double donors and double acceptors. A recent theoretical
treatment of double acceptors in semiconductors is presented, and the évailable experimental
data for dbixble acceptors in germanium and GaAs are reviewed. Finally, an analogous, but .
_more cdmplicated set of centers is discussed. Thése are the acceptor;bound cxcitbns, which

contain two interacting bound holes and an electron.

Double acceptors and donors have two clecnohic levels in the forbidden gap and possess a
charge of two units when fﬁlly ionized. Extending thé picture of simple donors, double
donors have two extra valence electrons relative to the host. Therefore, the group VI
chalcogens S, Se andvTe form double donors when they substitute a host atom in silicon
and germanium, while the group II element Mg forms an interstitial double donor in silicon.
Similarly, the substitutional double acceptor is deficient by two valence electrons. Indeed
the group II elements Be and Mg, and the group II-B elements Zn, Cd, land Hg form
substitutional double‘ acceptors m group IV semiconductc)rs. A wider range of multiply
charged defects are possible in compound semicohductdrs. In III-V semiconductors, anti- -
site defects form double acceptors (anion on cation site) or double donors (cation on anion
site). In addition, group I impurities such as K and Na and Cu which occupy the anion site
should form double acceptors, while halides such as F or Cl in the cation sites might form
- double donors. Clearly, this simple valence counting picture may not be valid for such
highly reactive elements. In addition because the electronic configuration and valence of
rare-earth and transition-metal impurities depends critically on the interaction with the -
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neighboring atomé of the lattice, it is necessary to use more sophisticated techniques to
determine the energy levels and charge states of these defects in the forbidden gap.

31. The Helium Atom

I begin this discussion by reviewing the properties of a double donor in the non-degenerate,

isotropic-band effective-mass approximation. This, of course is just equiifalent to atomic |
~ helium. The defect has three possible charge states; a neutral state in which ihe impurity has

two charged carriers, a singly ionized state and a fully ionized state.

In the singly ionized state the impurity potential is that of a point charge with Z=2. The

binding energies of the excited states are just Z2=4 times the hydrogenic binding energies.

In the neutral state effects will arise due to the interaction between the two bound electrons.

The primary effectz of the electron-electron interaction is the mutual screening of the nuclear

~ charge. Many-electron effects arise Because, among other effects, the two-particle

wavefunction must be antisymmetric under particle exchange. In the lowest energy staté,

both electrons occupy the (1s) orbital. The interaction potential is then

, |
V=-tra 0 - @D

where ry 2 is the electron separation, and ¢ is the dielectric constant. The resulting problem
is treated in many elementary quantum mechanics textbooks, e.g., (Sakurai.1985).

Perturbation theory yields an energy correction for the ground state

O IFEdnOw@)=3R ., (62
Eo+AE=|-222+3]R=-55R (3.3)
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where R is the effective Rydberg energy. Thc experimentally determined ground-energy is
-5.79R. For oﬁr purposes, the spin-orbit interaction in He0 is negligible and the spatial and
spin parts of the wavéfunction may be separated. In the (1s)2 configuration, the only
allowed state is the spin singlet state (S=0) because the spin part of the electronic ‘

wavefunction must be antisymmetric under particle exchange.

0
He
—1 . ' .
p— 3.369
1s2p 3 o
—-"pP— 3.623
3 m1g —— 3971
- _
§ 1s2s |
m ) ]
3

§S—— 4.767

(1s)* 's——— 24.588

Fig. 3.1 Electronic structure of neutral hehum, showmg the exchange sphmng of
the 1s2s and 1s2p conﬁgutanons Energlcs are in clectron volts.
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The energies of the excited states of He0 may be dctefminedA to first approximation within
the Hartree-Fdék, of central-field approximation. The system separates into an electron in
an excited state and an electron in the tightly bound (1s) orbital. The potential felt by the
electron in the excited state is effectively screened by the tightly bound electron. There is
little overlaﬁ of the electronic wavefunctions and the binding energies of the elecﬁ‘on inthe
highly excited state approaches those of a Z=1 hydrogenic series. However, the excited
states are also highly degenerate, and small level splittings arise from the e}eCUOn-clecmn
exchange interaction. The two-barticle wavefunction can be made ciﬂxér symmetric in.thc

orbital part and antisymmetric in the spin, or vice versa. The energy depends only on the

 spatial part of the wavefunction
Es = Eo + 1 (Wa(DVBD) £ ¥p(DWa® | 22 | vaDVSD) 1 Vp(DVeD)  (B9)
= Eo + L |(vaDvs@ | 781 va(DWp@) + { ¥s¥a® | 7o 1 vsDVe®)| @

£ 1| (WaDWs@) | 58 1 WsDYe(@) + { WBDVe@ | 58 1 ValDvED)] - ®)

where Y and g refer to the spatiai part of the elecuon'Wavefmcﬁons. The energy is the

sumof a direct term (a) an,d' an exchange term (b). The well known result is that the Pauli -
 principle yields a splitting between S=0 and S=1 states, even though the system has no

actual coﬁpling to thé electron spin. The splitting between the antisymmétric spin-singlet

and the symmetric spin-triplet states is two times the eigenvalue of term (b). The magnitude-
of the exchange energy in neutral helium in the (15)(2s) configuration is 2.93- 10-2 R, while

the exchange term in the (15)(2p) configuration is 0.935-102 R.
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Fig. 3.2Electronic structure of Si:Se0 in the (1s)2 conﬁgurauon as proposed by (Bergman, et al. -
1986). Energies are in meV. S

32. Double Donors
Doixble donors in silicon and germanium possess an additional degree of freedom
compared to neutral helium. Donor impurity wavefunctions are éomposed of linear
combinations of states associated with the six equivalent <100> conduction band minima in
Si, (or 4 equivélent <111> minima in Gc). The s-enveldpe single-panicla states are split by
the valley-orbit interaction into z_i fully symmetric Aj state, a two-fdld E state, and a three-
fold To state. The Aj state is the most stronglyb perturbed by the cenfral-éell potential, and

usually forms the donor ground state. Nevertheless, because the electronic spin and the |
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 orbital degrees of freedom are not strongly coupled, the simple exchange splitting between

'S=0 and S=1 states is observed.

In a double donor, the grdund state A;®A=A] is an orbital and spin singlet. No ground-
state splitting is possible due to the electron-electron effects. The excited states are split 'into ,
- spin-singlet and spin-triplet levels by the exchange interaction. The effect is most
pronounced for ex;:ited states within the (1s)2 manifold such as 1s(A1)1s(E) and
1s(A1)1s(T2) because the overlap between the electronic wavefunctions is the lérgest for
| Athese states. The triplet stétes are normally hot observed because electronic dipole
transitions cannot flip spins, so that the triplet states are optically inaccessible from the
ground state. However, by the application of uniaxial stress, the components of the triplet
states associatéd with tﬁe 1s(A1)1s(E) and 1s(A1)1s(T?7) states can be brought into near -
resonance with th.evsinglet states. (ﬁergman, Grossmann et aL 1986) In this case the lévels
are mixed by the v?eak spin-orbit coupling, and transitibns may _be observed. Uniaxial
stréss measurements have established that many-elec&on effects are substantial in the (1s)2v
configuration of double donors, with thé_ singlet-triplet splitting in Si:Se (Si:Te) being 48.5
cm! (65.5 cfn‘l) in the 1s(A1)1s(T?) conﬁguratiori. High resolution spectra also exist for
O and Sein ‘Ge (Clauws and Vennik 1984; Grimmeiss, Larsson et al. 1985).

High resolution infrared spectra of singly ionized double donors havé been obtained for o ’
ih Ge (Cléuws aﬁd Vennik 1984), and S, Se, Te, (Kleverman, Grimmciss et al. 1985; Pensl,
Roos et al. 1986; Wagner, Holm et al. 1984) and Mg; (Ho and Ramdas 1972) in Si. Thc
vbinding energies of the excited states odd-parity excited states are found to be are accurately
described by the Z=2 effective mass theory. A splitting of the Si:Mg* 2p+ levél (0.2 meV)
has been observed (Ho and Ramdas 1972), which presumably arises from the valley-orbit
splitting. |
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Fig. 3.3' Electronic structure of the (1s)2 states‘ of a double acceptor in silicon from

(Giesekus 1990 (a)), usmg J=10 meV, W =3 meV, and a double acceptor binding energy
of 200 meV. Only the antisymmetric components of I‘3®I‘3 and I'7Q®I7, compauble with
the Pauli exclusion principle are shown. Energies are in meV.

3.3. Double Acceptors

Double acceptors are spectroscopically richer than neutral helium bcéause of the effects of

~ the degenerate valence band. Unlike HeO there can be splittings of the ground state as well
as of the bound éxcited states. . Moreover, splitﬁngs due to the exchange interaction are
directly observablc with infrared spectroscopy because of the large spin-orbit coupling. I

-will begin by d1$cussmg the (15)2 manifold states.
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331 Double Acceptor (15)2 Envelope States

Ignoring the cublc terms in the crystal-field potential, neutral double-acceptor (DA9)

impurity states may be labeled by the total angular momentum F = j1 + j2. In the limit of

large spin-orbit coupling j1-=j2=3/2, and the (1s)? state is siic-fold degenerate. The possiblé

total angular momentum of the two holes is F=3, 2, 1, or 0. The two-particle wavefunction
must be antisymmetric under particle exchange. The allowed states are thé five-fold state

F=2 and the singlet F= 0. In a cubic potential, F is no longer a good quantum number. The

F=0 state mapé into I'y, while the F=2 state decomposes into (I's+I"3). This result may
also be obtained directly from group theoretical considerations. Thé two-particle states must
transform like the antisymmetric corﬁponénts 6f the direct product of the single-particle

- states. The single-’particlc states transform like I'g, and the (15)2 two-particle states are

(Ts®Tg) =Ty +T3+Ts . (3.5)

. The braces denote' the antisymmetric part. I will discuss the magnitude of theée splittings -
below. However, I note that the separation between the I'y and (T 5+I‘3)' states may be of
diffqrent order than the splitting betwéex_l the I's and '3 levels. In certain cases it may be
necessafy to include the split-off valence band. The (15)2 manifold states will theri consistv
of fifteen levels: ' | |

{Tg®TIg}=T1+I3+Ts5 (6) ,
Ts®T; =T3+T4+Ts ®) . (6

{meT)=T o

' .In the absence’of» any liolefhole coupling, the I'g®I"7 siates will be separated from the |
ground state by the spin-orbit splitting A, and the {I'7®I'7} states will have energy 2A. |
These levels will become irﬁponant when the hole-hole intcréctiqn energies becomé
comparablé to the spin-orbit splitting. | |
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Table 3.1. Two hole states of the (1s2) manifold of a double acceptor. Two holes of
angular momentum j1, j2 combine to form state with total angular momentum F.*

* adapted from (Giesekus, 1990 (a))

Gié_sekus and Falicox; (Giesekus and Falicov 1990), have analyzed the vmechanisms which
produce splittings of the ground-state manifold, and calculéted the magnitudes of the =
splittings. Unlike the case of HeO considered above, it is not possible to sefarate the spatial
and spin degrces of fteedom because of the large spin-orbit Splitting and the J-orbit
~coupling observed for the acceptor impurity states. FBr this reason, neither the Bloch states
nor the impurity states form a convenient basis set for éalculation of the hole-hole
interaction. Instead, the Coloumb interiction between the two holes is evaluated in the
LCAO approach, using a basis set consisting'.of linear combinations of the six host atomic

p-orbitals at different lattice sites.
o, 0) = Xcilos, ©) @D

where i labels the atomic sites in the neighborhood of the defect, a is the orbital and 6 is

spin state. The coefficients c; are determined by the impurity envelope-function, which is
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assumed to be s-like. This approach is justified because states at the top of the valence band
at k = 0 are constructed from atomic p-orbitals, and the contributions of other bands to the
impurity states may be neglected. The usefulness of this approach is that the Coloumb

interaction is evaluated between states of definite orbital and spin angular momentum

(o S3B.OMY,0"i8,0")

= Y ci*ci*crer (0,6 By o™ T, 0";81,6™)
3 . ijk1 ' ‘ '

where V is the hole-hole interaction. In the approximation considered, 6n1y two types of
terms ooim‘ibute signiﬁcahtly to this sum; intrasite correlation terms, for which i=j=k=1; and
nearest neighbor intersite correlation terms, for which two of ihe indices correspond to one
atomic site, and the other two belong to a nearest neighbor. It is found that the intrasite
_ correlations depend on a single parameter J, which is a sum of atomic terms describing the
exchange splitting for holes localized at the same site, wéighed by the probability of finding
two holes at that site. The nearest-neighbor intrasite ixitcractioxi is déscribed by a second
'parameter W, which is a similar sum ’of terms for electrons in neighboring atoms which are
involved in the same bond. Contn'butiohs’ tb these sums occur only when the carriers are -
localized on the same, or nearest-neighbor atomic sites. Therefore J and W depend on the
localization of the ground state, and should scale as a*-3, whefe a¥is the effective radius of

the ground-state wavefunction.

Having evaluated the Coloumb interaction in this basis set, a transformation matrix is
chclqped to project these states onto a more convenient two-particle basis. Thé fifteen two-
particle states formed from the valence-band states ({I'g§®I'g}=I"s+I'3+T";, I'3®I 7

=I's+T'4+I'3 and {I"7®I'7}=T"1) form an antisymmetric two-particle basis set which
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commutes with the spin-orbit interaction and the crystal-field potential. The results from

this work are presented in table 2.1.

| 1 v

symmetry eigenvalue A=0 J=
1 Q) E1'=g(J+W)+A+\/ ;—(-2—1+W-2A)2+2(§-J+W)2 AJ+3W 2A
Ts (3) | Es = Wikasy/H@+W)+ LA E0+WD) J42W A
3@ |E=ja+yQIHANE B A
I'4 G) . | Ey=A-1 | -J A
rQ@Q |[E-= 3—(J+W)+A \/ 1-(5—J+W-2A)2+2(iJ+W)2 g 0
Ts5(3) |Es=WHA-4 (:?;<J+W)+§A_)2+£}<J+W)2 ] 0
I3 (2) | Es=1A-1 +lay+4r 3 0o

Table 3.2. Elgenvalues of the ( 1s2) two hole states as a function of the intrasite
correlation parameter J, the intersite correlation parameter W, and the spin-orbit coupling A.
The first column lists the symmetry of the states and their degeneracy The third and fourth
column Iist the energies for two limiting cases.*

* adapted from (Giesekus, 1990 (a))

A few results ﬁom this work are especially -notewonhyf For double acceptors in silicon, the -
~ splitting between the I'1 and (I'3+I's) states is found te be comparable to the spin-orbit
splitdng: fora ‘200 meV deep double acceptor, and using reasonable values for W and J , the
splitﬁn‘g between the lowest I'y and l"3.levels is estimated to be of the order of 40 meV. The
(F3+I"5)v levels are split by the combined effect of the spin-orbit interaction and the -
Coloumb interaction. The effect is small, producing level splittings on order of only

0.5 meV.
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intersite correlation parameter W. The correlation parameter J = 10 meV. The spin-orbit
splitting was set to 44 meV.
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- Fig.3.5 - Ground state manifold of a neutral double acceptor as a function of the

intrasite correlation parameter J. The correlation parameter W = 5 meV. The spin-orbit
splitting was set to 44 meV.

3.3.2 Double Acceptor Excited States

As for double donors, the binding energies of the '(ls)(2p) .excited statés of a neutral double
acceptor are very close to the energies of the (2p) excited states of a simple acceptor. This
is because the overiap of the wavefunction of the (2p) hole with that of the ﬁghtly bound
(1s5) hole is small. In this case the direct interaction between the holes, which produces
screening, domihates over the exchange interaction. Fiorentini and Béldereschi -(Fiofentini
and Baldei'eschi ) have treated the double-acceptor excited states in Si and Ge in the central-
field approximation. They modified their very successful singlc;acccptor calculations by
introducing an. additional Hartree screening potential due to the reméining (1s) hole in the

(15)(2p)-states. However, as in the case of He0, the hole-hole interaction will also produce
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level spﬁtﬁngs in the highly degenerate (15)(2p) states which cannot be treated in the

central-field approximation. The en'ergy. scale for such effects can be estimated; rescaling |
the exchange interaction of the (15)(2p) conﬁguratioh of He0 gives Jexch = 0.25 meV for
double acceptors in silicon. In the (1s5)(2s) conﬁguratien, the larger overlap yields an

-exchange energy of 2.5 meV. I now consider these effects in detail.

The double-acceptor (1s)(2jJ) states are highly degenerate, and the hole-hole interactioh
produces a comphcated manifold of 48 excited states. The levels can be enumerated using
group theory (Table 2.3). The elgenvalue problem has been treated under the
appronmanon that the hole-hole interaction acts only on the orbital degrees of freedom of
the impurity envelope function (Giesekus and Falicov 1990). In this case the angular
. momentum of the Bloch states plays the role of the spin in the He0. The problem is
complicated by the Su'ong coupling between .the orbital and Bloch angular momenta in the :
aeceptor states. The total Hamiltonian which splits the (1s)(2p) states contains the single
parucle terms for the J-orbit and cubic field splittings as well as the two-parucle exchange
term. It is convenient to evaluate the exchange term in basis states of definite orbital and

Bloch angular momentum.-

[P(r1.r2)) = 1/;-:[ | F1000r1) F2,1,m, (r2) W372.m; (€1) W372,m;. (r2))
(3.9

- | Fro0(r2) Fo,1.m (*1) W32.m(F2) Wappme@)]1

where F are the hydrogenic envelope functions and the y are the Bloch functions. The

exchange term is trivial in this basis. The exchange energy is simply



Jexn= & [(Frooted Far(e) | g2 | Froot Farm(e)
| ' | | (3.10)

. ) |
+ <F2.1,nn(r1) Fi,0,0(r2) l gf.al F3 1,m(r2) Fl,O.O(rl)>]

*

Two-particle states in this basis have total angular momentum of F=3, 2, 1, or 0. States
with F= 3, 1 are antisymmetric in the Bloch part of the wavefunction and must be
symmetric in the envelope part, while states with F=2, 0 are symmetric in the Bloch part of

the wavefunction. There is a splitting of 2Jexch between states of F=3,1 and F=2, 0.

The total Hamiltonian matrix is not diagonal in this represehtation. The single-particlée
terms mix states of the basis (3.8). This basis must be projected onto states with cubic
symmetry before diagonalizing the total 48 x 48 Hamiltonian matrix. Because the exchange
term 1s émallcr than single-particle terms, the eigenvalues can also be obtained by ﬁmt—order
perturbation theory (Table 3.3, columh 3). Giesekus and Falicov have also calculated
electric-dipole oscillator strengthsrfor transitions bctwéen the lowest I's, T'3, and 'y (15)2

states and the (15)(2p) excited states.‘

~

Finally, in silicon it is possible to excite holes into J=1/2 band states. The J-orbit and cubic-
field terms are negligible for these states, and to first approximation the orbital- and Bloch-
angular momenta are not coupled. I expect a splitting of the (15)(2p") state of 2 Jexch-

Transitions to states with symmetric Bloch wavefunctions should be weak.
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- Oscillator strength
Excited state '
one-particle | Energy | . Symmetry ‘ -
symmetry shift I - I3 _ I
Ig®I'g -1.000 1‘2 _ » | o v
1=32 |-0600 |T1t14H5 | 0.09333 0.09333
0200 |34 0.13333 0.13333
0733 |Is 0.33333 0.10667 0.10667
I'g®g |.1000 |I2 . | 5
1=52 |-0800 |I3 | 0.02222
0776 |I5 o | 0.05405 0.00859 0.01360
-0.400 |T4a | 0.13333  |0.01111
020 (T4 - 10.03333 0.17778
0309 |Is 0.27929 0.15807 0.01974
' 0.600 |T1 , | 0.08889
I'g®r7 f.1000 |13 ~ |0.00000  |0.00000
I'g®Ts |.0667 |T4 0.33333 0.05556
-~ |-0333 |T4Ts. \ 0.00000
0000 (T3 | » 0.11111
0.667 |Is 0.33333 0.00000 0.16667

Table 3.3 Excited state splittings and oscillator strengths for transitions to the (1s2p)
excited states from first order perturbation theory. All energies are in units of Jexch. The
entries in the different columns are (from left to right): single particle symmetry; energy of
~ the two hole excited state; the two hole state symmetry; oscillators strengths for transitions
from the I'; initital state; for the I'3 initial state; and for the I'5 initial state.*

* from (Giesekus, 1990 (b))
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3.3.3  Comparison With Experiment

3331 Double Acceptors in Germanium ]

Neutral doublé acceptors in Germanium have been studied éxtcnsively. Absorption spectra
shbwing ground-to-excited-state transitions in neutral double acceptbrs have been obtained
for Be, Zn, Mg, Cd, and Hg doped germanium. Such spectra show transitions between the
even-parity (1s)? states and odd-pa.l'ity'(ls)(2p) bound excited states. In addition, the
photoluminescen(ce (PL) speéti‘a of ‘Be, Zn and Mg centers have béep measured. These
measurements show transitions between bound-exciton states and the neutral double
acceptor (DAQ) (15)2 states. As expected, the infrared spectra of the DAO are very similar
to those of simple acceptors in Ge, both in thelspacing and relative intensities of the lines.
This is expectedbecaﬂse of the screening of the fiuclear charge by the hole in the localized
(s) orbital, and due to the sniall coupling between the two holes in the (1s5)(2p)
- configuration. ‘H(')vaer, there are measurable differences between the DA and simple
acceptor spectra which can be ascribed to the hoie-holé interaction. In particular, the
ground-state degeneracy is lifted in the neutral double aéceptors (Thewait, Labrie et al.
1986).

A split DAO ground state was first observed in the infrared spectrum of Ge:Hg. (Chapman
and Hutchinson 1967) which shows a thermalizing line due to transitions from a thermally
populated level. The splitting is small (0.7 meV). Because hole-hole effects were presumed
to be larger in tﬁis deep center than in the other more shallow double acceptors, it was
initially thought that hole-hole coupling would be negligible for’. other double acceptorsin

germanium.

More recently, fine structure in the IR spectra of Ge:Be have been obscrved, indicating small
splittings of the ground and excited states. These data were interpreted in terms of either a
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~ hole-hole interaction (Cross, Ho et al. .1983) or a site distortion (Moore 1984). However,
subsequent piezospectroscopic measurements (Cmss, LaBrec et al. 1985) established that
the center has tetrahedral symmetry, ruling out a static site distortion. Further IR
vmeasurements (Thcv?alt, Labrie et al. 1986) indicate .that the ground state is split into three
components, the upper components lying 0.055 meV and 0.15 meV above the lowest

ground-state level. The results have been interpreted with a hole-hole coupling model, and
the pattern of excited-state splittings suggests that the ground state of the system is I'y.
Further evidence for the threefold splitting of the DAO grouhd state is found in PL spectra
which show that tﬁc final state of the photoluminescence transitions (which is the DAO

ground sta'te)vi’s split into three components, and that the splitting matches the splitting

observed in IR spectra.
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Fig. 3.6 IR spectra of Ge:Be from (Thewalt, 1985). A fine structure consisting of

three components can be observed for each line. These components thermalize, indicating
that the structure is due to a ground-state splitting. Further fine structure observed on hnes
B and C arise from a sphtungof the excited states.
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A large (3.4 meV) ground-state splitting in Ge:Zn was proposed to explain a simiiai
splitting in the PL linés. This splitting was subsequently observed in IR spectfa (Thewalt,
Labrie et al. 1985) showing transitions from the thérmally popﬁlated upper level at
E temperatures above 12K. Stress measurements suggest that the lowest level is a.non-

degenerate I'; level.

The Zn® absorption and photoiuminescence spectrum has been measured under <111> and
<001> umaxlal stress. No new thermalizing components have been observed in absorption
‘measurements. In addition, PL transitions to the lowest energy Z_no state do not split under

stress. It was argued that these observations are not compatible with the ground state being
| the (I'3+I'5) F=2 level, as the dcgcheracy of I'3 and I'5 levels can be lowered by stress,
leading to line splittings. Similar measurements have been caxr_it_ed out for Ge:Mg (Croés,
- Ho et al. 1983; Thewalt, Lébrie et al. 1986) A ground-étate splitting of 1.75 meV is

reported from IR absorption and PL measurements. The level ordering in the ground state

has not been reported.
ground state | AE (meV) | E; (meV)
Bel (a) |11 0.15 24.80
0.055
|za® ® |1 |24 32.98
I Mg0 (b) * 1.75 35.85
Hgl (c) * 0.7 ~-191.65

Table 3.4 Double acceptors in germanium. From left to right we identify: the
symmetry of the ground state;. the energy of the nearest electronic states; and the ionization

- energy. The symmetry of the ground state of MgQ and HgO have not been identified.
@  (Cross 1985)

(b) (Thewalt 1986)
©) (Chapman 1967)
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.In summary, splitting of the (15)2 levels has been observed in DAO centers in Ge. The
spliiting is small for the shallowest center Be0, and is larger in the centers with larger
chemical shifts. This trend, however, is not rhonotonic. The deepest center HgO has a
ground-state splitting (0.7 meV) substantially smaller than Zﬁo (3.4 meV). The ground
state of the Be0 and Zn0 centers appears to be the non-degenerate I'y level. - The results ére '
generally consistent with a finite hole-hole cbupling in the ground state. They disagree with
Hund's rule for atomic spectra which states that the F=2 (I'3+I's) states will be lower in
'energy states thah the I'y state. Small excited-state Splittings }gavé been observed in high
resolution IR spectra of Beo. These are interprctéd as arising from the hole-hole interaction

in the (1s)(2p) configuration.

-Ground state to bound excited state transitions at sin gly-ionized double acceptors in Ge
have also Séen obselfved; The binding energies of the excited states of the singly-ionized
double acceptors are, to w1th1n about 2%, just four times the Z=1 effective-mass energies.
High-resolution infrared measurements of the cxcité_d states of Ge:Zn- (Barra and Fi‘sher

1968) and Ge:Be- (Cross, Ho et al. 1983) have been made.

33.32 | The 78 meV Double Acceptor in GaAs _
Infrared, PL, Hall effect and Raman measurements (Elliott 1983; Elliott, Holmes et al. 1982;
Fischer and Yu 1986; Hetzler, McGill et al. 1984) have been used to study a residual double |
acceptor in liquid-encapsulated Czochralskl GaAs The defect has been tentatively identified
as the antisite defect Gaas. The center is found to introduce acceptbr_ levels at 78 meV and |
203 meV above the valence band. Hall effect measurements show that the two defeéts
always appear in similar conccritraﬁons. ‘The 78 meV, but not the 203 meV level is visible in
IR measurements of uncompensatcd'material. Compensation '(Fisch‘er and Yu 1986) (e.g.
by electron irradiation) diminishes the 78 meV band and increases the 203 meV level
concentration vseen in IR, indicatihg that these are in fact different charge states Qf the same
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center. The spacing of the bound excited states as measured by IR spectroscopy clearly

indicates that the 203 m;V level arises from transitions at a Z=2 center.

| ~ An elegant series of Raman measurements (Wagner and Ramsteiner 1987) have identified

‘hole-hole coupling effects in this defect. Electronic Raman scattering (ERS) measurements

have been performed on the 78 meV level. In these measurements a below-bandgap photon
creates a virtual electron-hole pair. The pair recombines at the defect, leaving the defect in an

excited state, and emits a photon with the remaining energy. Such
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Fig. 3.7 Low temperature Raman spectrum of Ga-rich p-type GaAs from (Wagner

1990) showing Electronic Raman Scattering from carbon and zinc acceptors, and the 78
meV double acceptor. Lines E and E' are transitions to the (1s2s) states of the double
acceptor. A and A’ are transitions between the I'y and the I'3 and I's states within the (15)2
states. : : v v -
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measurements can identify transitions between statés of the same parity, such as transitions
between s-envelope states. ERS measurements have identified transitions at 62.9 meV an
66.9 meV associated with the 78 meV center. These are interbreted as (1s5)2 to (15)(2s)

transitions in the double acceptor, and the 4.0 meV separation between the transitions is

interpreted as a splitting of the (15)(2s) due to the hole-hole exchange interaction.. As

discussed above, this splitting is of the same order as values obtained from scaling exchange
effects in He0. ERS measurements have also identified electronic tfansitioné at 11.8 meV
and 14.9 meV associated with the 78 meV level. Symmetry assignments have been made
through polarization sensitive Raman measurements. The lines are consistent with

transitions from a I'j ground state to I'3 and I's levels. )

3.3.33 Acceptor Bound Excitons |
I will now consider an additiona_l center in which the interaction between two bound holes is
important: the exciton bound to a neutral acceptor (A%X). AOX complexes have been
observed in many diamond and zincblende semiconductors, including Si, GaAs, GaSb, InP
and GaP. These complexes contain two holes and an electron bound in the Coulombic ﬁeld
of an accept’of. The electronic structure of these complexes is determined primarily by the
hole-hole interaction, and it is found that the electron-hole exchange interécﬁon is negligible.
Presunieably, the electron-hole exchange interaction is small because the slowly varying
dc;fect point-charge ‘potential does not scatter electrons bétween the valence and conduction
bands. In addition, in indirect-gap materials a large change in momentum is necéssary for
| scattering between a hole state near the Brillouin-zone center and an electron state riear the

- zone edge. However, the hole-hole coupling is clearly important. The GaAs:A0X (White,

Dean et al 1974; White, Hinchliffe et al. 1972) and Si:A%X luminescence (Thewalt 1976; '

~ Weber, Conzelmann et al. 1980) and absorption (Elliott, Osbourn et al. 1978) spectra
exhibit three lines due to transitions from or to three bound-exciton states. These three
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states have been identified as the I'y, I'3 and I's states arising from the intefaction between
the two I'g holes. As in DAO's, coupling of the hole angular momenta leads to F=0 and F=2
states. The crystal-field interaction splits the F=2 level.

| The absorption spectrum of Si:Ga (Elliott, Osbourh et al. 1978) is shown in Fig. 3.8. Three
lines are observed. Elliot et al. haQe calculated oscillato: strengths of the AOX for different
level-splitting mechanisms, including the electron valley-orbit splitting, the hole-hole
coupling with an additional Splitting due to the electron-hole exchange interaction, and hole-.
hole coupling with an additional cubic-field splitting. They are able to fit their data only
with the latter, and thc'y_ find a level ordering I'y, I'3, I's for Si:Al, Si:Gé, and Si:In.

Y T Y Y T T

NO PHONON ABSORPTION OF THE BOUND
EXCITON IN GALLIUM DOPED SILICON -

NG;=I.3XIO'7cm'3 | _“’

T:2°K

R Tas S0 s w2 s
~ PHOTON ENERGY (»eV)

N

«Fig. 3.8 Transmission spectrum showing three absorption lines due to the Ga
acceptor bound exciton from (Elliott 1978). Splitting between the peaks arises from
interaction between the two bound holes. The peak assignment is based on analysis of the
oscillator strengths. -
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This identification is supported by Zeeman and uniaxial stress measurements of the
symmetry of the lowest bound exciton level associated with Si:B, Si:Al, Si:Ga, Si:In, and
Si:T1 (Weber, Conzelmann et al. 1980), which find that the lowest state is non-degenerate

state for all systems except for Si:B, where the F=0 and F=2 states cannot be resolved. The

effects of uniaxial stress on AOX complexes have been discussed in detail by Mathieu

(Mathieu, Cammassel et al. 1984). In GaAs, the F=2 states are found to be the lowest
energy states for excitons bound to the shallow acceptor Zn. However, the ordering is
inverted for A9X involving the deeper acceptor Sb. Compared to the neutral double

acceptors, the binding energies of the AOX centers are small, with localization energies of

about 0.1 times the acceptoi' binding energy. The increase of the binding energies from B to -

TI (5.2- 43.8 meV) shows the increasing importance of central cell effects.

Hole-hole "coupling in AOX complexes has been treated in thé effective-mass approximation

(Pan 198_1), in which the hole-hole interaction only effects orbital degrees of freedom. The

hole states are constructed from linear combinations of 1=0 (s) and 1=2 ’(d)- envelope
functions. Splittings between the F=2 and F=0 two-hole stvatesjarises from scattering
between d- and s-orbitals due to the hole-hole interaction. Splitting energies of the order of
1 meV are obtained,v and the F=2 level is found to be the lowest state. The splitting of the
F=2 level, and the inverted level ordering observed in Si cannot be explained with this
model. With suitable choice of parameters, the Giesekus and Falicov model (Giesekus and
Falicov 1990) can also produce level splittings of the right order of magnitude for these

- systems. However, the physical motivation for such choices is not clear. In that work, the

admixture of d-orbitals in the envelope function was not considered. As for the germanium

double acceptors, the chemical trend is not explained.
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34. Summary 7

A variety of double acceptors ahd acceptor-bound excitons have Been studied. All double
acceptors studied in germanium as well as the 78 meV intrinsic acceptor in GaAs exhibit a
splitting of the ground state into two or three resolvéble components. The experimental data
are consistent with a splitting of the (15)2 states due to the hole-hoie interaction. Splitting of
the (15)(2p) states is observed in Ge:Be. The (15)(2s) state of the 78 meV double acceptor
in GaAs is also split. The magnitudés of the excited-state splittings are comparable to

estimates of the exchange energy obtained by scaling He0 to effective mass parameters.

The ordering of the (1_s)2 states has been defermined for several systems. Although the
F=2 (I'3 + I's) level is expected to be the lowest in energy following Hund's rule,
experimentally the F=0 (T'y) level is found to form the ground state in most systems. For

Ge:Be and Ge:Zn, the ground state is the F=0 (I"7) state. The level ordering of the 78 meV

double acceptorin GaAsisI'y <I'3<I's. Inthe AOX centers, the F=2 (I'3 + I's) level is the

ground state for bound excitons involving shallow acceptors in GéAs, while F=0 (I" 1) is the
lowest level for excitons bound to Sn. In silicon, it ha's.been demonsuatedthat the F=0 level

is the lowest level for excitons bound to all simple acceptors except boron. In Si:BOX, the

levels are nearly degenerate. For both the DA? and A0X centers 'arche”mical trend is

observed. The F=0 level is lowered with respect to the F=2 states as the binding energy of
the center increases. It has been suggested (Morgan 1974; Thewalt, Labrie et al. 1986) that |
the fully symmetric I'; state is perturbed more strongly by short-range terms in the impurity
potential. An analogy is made with the case of simple donors, where the fully symmetric Ay

many-valley state displays a large chemical shift, and the T2 and E states do not.

The AOX complexes clearly display the two-particle effects which are important in the
double acceptor (1s)2 state. The ground-state splitting is observed for a large‘nﬁmber of
acceptors, and -trends can be identified. These centers establish an energy scale for the
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hole-hole coupling’ in silicon. However, it is expected that hole-hole effects will generally
scale as the cube of the impurity state radius, and that they are much stronger in deep double

acceptors.

76



Chapter 4 = Experimental Techniques

~* In this chapter I describe the experimental techniques used in this study. In the first section,

I describe the tcchniques for preparation of Si:Be and Si:Zn samples for characterization. I
discuss the doping procedures and the preparétion of samples for infrared measurements,
for photoconductivity méasurements, and for measurements under uniaxial stress. The

preparation of Schottky contacts for junction-space-charge measurements is discussed as

©owell.

In the second section I describe the apparatus used for high-resolution inffar’ed
spectroscopy. The principles of Fourier-transform infrared spectroscopy are di;cdssed. ‘
In the course of this work, the apparatus was assembled for IR transmission and
phdtocbnductivity measurements on samples at temperatures between room temperature and
2K, at zero stress or under umax1a1 stress up to 700 MPa. The equipment interfaces with a
rapld-scan Fourier-transform infrared spectrometer (FTIR). Iwill descnbe the design and

performance of this apparatus

Finally, I will briefly describe the equipment ﬁsed to perform deep level transient

spectroscopy (DLTS), photocapacitance and capture cross-section measurements on my

- Si:Be samples. The DLTS and photocapacitance measurements were carried out in the -

laboratory of Professor Hermann Grimmeiss at the University of Lund in Sweden. More

complete deséﬁptions of those instruments have been published elsewhere.

4.1 Sample Preparation
The goal of this research was to investigate the physics of the hole-hole interaction in
neutral double acceptors. Sample dopihg conditions were intended to create measurable

N
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concentrations of desired centers, rather than to study the diffusion and solubility of the
dopants. Therefore, doping techniques simply reproduced successful doping procedures

described in the literature. _

Beryllium doping followed the technique describedvby Crouch, et al. (Crouch, Robertson

et al. 1972). Beryllium metal vacuum evaporated onto a silicon surface was diffused into
silicon at high temperature. Most samples were prepared from high-purity ﬂoating;zone
silicon which had been doped with phosphorus to a concentration [P] = 1014 cm-3 doped by
the neutron transmutaﬁon method. Following diffusiqn, the doping satisfied the condition
[Be] > [P] > [Asn] where [Be] refers to the total concentration of beryllium related acceptors,

-and [Asﬂ is the residual shallow acceptor concentration. The Fermi level in these samples

was pinned to a beryllium related level, which simplified photoconductivity measurements. -

Samples were also prepared from high-purity p-type floating-zone Si with [Nal-[Nq] =
5-10!12 cm3. Certain samples used in DLTS and photocapacitance measurements were

prepared from Czochralski Si:Ga with [Ga] = 2-1015 cm-3.

The ci'ystals were cut into bars, typically 10 X 10 X 15 mm3 , and hand lapped with a slurry
| containing 600 mesh SiC grit to remove saw damage. Samples were étched 1 min. ina 6:1
solution of HNO3:HF (polish etching), and rinsed with deionized water. Pieces were then
cleaned in a two step procedure consisting of a 15 min. immersion a 7:2:1 solution of
H20:H202:NH3O0H at 80°C followed by a 15 min. etch in a 7:2:1 solution of
H>0:Hy04:HCL at 80°C (the RCA procedure). The samples were immersed in a 1% HF
solution for 10 min., rinsed with deionized water, and blown dry with N3. The silicon

samples‘were immediately introduced into the evaporator. -

Beryllium evaporation was performed in a thermal evaporator. 99.9% pure Be metal

charges were evaporated from a tungsten filament basket. Typically, 1000A layers were .
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deposited on each surface. Good results were obtained by evacuating the evaporator to

below 3-10-7 torrand replacing the filament after each evaporation.

Beryllium and its oxides are toxic and must be handled with care. The primary vehicle for

poisoning is inhalation of dust, although ingestion (beryllium was known to earlier, less

fortunate researchers as glucinium-due to its sweet taste) and transport through cuts in the

skin also pose risk. Steps were taken to avoid contamination. All cutting or shaping of Be

- metal, e.g., to produce evaporation charges, was performed under mineral oil. The interior

of the evaporator was shielded with Al foil, so that all contaminated surfaces (besides the
samples and a dedicated filament housing) could be properly disposed of. A particulate
filter mask was worn during all procedures which might generate Be dust. It was found that
Be adheres well to metal surfaces and to Si. The greatest source of airborne dust was found -
to be fine Be flakes produced when the glass window in the ﬁlam_ént hpusing was changcd
following evaporation. All Be contaminated waste was sealed in doﬁble plasﬁc bags, placed

in labeled containers, and disposed of in accordance with standard safety+ policies.

Following evaporation, the samples were sealed into quartz ampoules with a helium ambient
at 0.2 atmosphere pressure. Anj ambient of Hy or D2 could be substitﬁted in order to
produce hydrogcn-relatcd centers. Prior to loading, the quartz ampoules were rinsed with -
tricloroethane, acetone, methanol and deionized H>O, and.eiched 1 min. in 1:1 HNOj3:HF.
Samples were.sandWic_hed between similarly cleaned, Be evaporated Si pieces. The
ampoules wefe placedv in a resistively heated furnace at 1300°C in flowing Na. The
diffusion temperature was monifored by a thcrmocouple in contact with the ampoule; Best
resuits were obtained for Qiffusion ﬁme§ of 45 minutes. Following diffusion, the ahmoules
were pushed out of the furnace and cooled in a1r Cooling by radiation was rapid. The

ampoule' temperature fell below 600°C within one minute. After diffusion it was typically
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found that the sandwiched pieces were bonded together and had to be sawed apart.

Bonding most likely occurred through a Si-Be eutectic which forms at 1100°C,

The total beryllium concentration introduced by this diffusion process was measured by

secondary-ion mass spectroscopy (SIMS) to be of order 2:1016 cm3 in selected samples

(Fig. 4.1). Samples were obtained with room temperature hole concentrations measured by

resistivity between 1014 cm3 and 5-1016 cm3.

In order to study the formation of Be related complexes, certain samples were annealed.
Samples ‘v»verév degreased, cleaned by the RCA pfoccdurc, aﬁd loaded onto an ctchcd-quartz.
paddle. The samples_.were annealed in a tube furnace in flowing N2 gas. To éuppress BeH )
complexes, samples were annealed at 800°C for four hours and quenched into ethylene
glycol. To maximize conéentrations of the Be—related\'complex Bey, samples were annealed

- at 800°C and cooled slowly (200°C/hr).

Si:Zn samples were prepared using generally similar techniques. Starting material was
prepared idenﬁcélly as for Si:Be, except that samples were prepared with dixr;ensions 10X
10X3mm3or10X4X 2mm3. Samples were loaded into ampoules containing about 200
mg of high-purity Zn metal in a He, H2 or D2 ambient. Diffusion took place at 1200°C for
20 hours. After diffusion, ampoules were quenched into ethylene glycol. vTotal Zn |
concentrations introduced by this technique were measured by SIMS to be of order 6f'
4-1016 cm3. Room temperature hole concentrations of order 1015 cm-3 were obtained. |
After diffusion, samples were cut into proper dimensions (if necessary), lappcd with slurry
of 600 mesh SiC grit and pblish-etched. While the surface condition of samples for
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Fig. 4.1
diffusion measured by secondary-ion-mass-spectroscopy (SIMS). The room temperature
hole concentration was about 4-1016 cm-3 in sample 0.4, and about 21015 cm-3 in sample
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 infrared transmission is not critical, Rayleigh scattering is observed from rough (e.g.,

lapped) surfaces which severely attenuates the transmission at short wavelengths. In
addition, optical standing waves are observed in samples which have optically flat, parallel

- front and back surfaces. Polish-etched surfaces are smooth (mirror-like) but not flat, the

variations 8 in the thickness being of order 25 um. Rayleigh scattering is suppressed, while

optical standing waves are suppressed for wavelengths A < 48n (= 330 pm). IR
transmission samples were typically 10 X 10 X 2 mm3. |

Samples used for uniaxial stress studies were cut to dimensions 10 x 4 x 2 mm3, with the
10 mm axis oriented along either a [111], [100], or [110] crystallographic axis. The
2 x 4 mm? ends were then lapped with a slurry of 600 mesh SiC grit to produce flat, parallel

surfaces.. - For this procedure; the ‘sample was mounted at the corner of a 90° angle - .

machined into a lapping plate. The orientation-of finished stress samples was verified with .

Laue x-ray backscattering. We estimate orientation errors to be <+ 2°,

Ohmic metal-semiconductor junctions are required for photoconductivity measurements. .

However, most metal-semiconductor junctions form rectifying Schottky barriers. There are
fwo schemes for overcoming this. Contacts. can be mé.dé tb a very heavily doped layer
created at the surface by alloying or by implantation of shallow 'dopants. The high doping
reduces the width of the depletion layer to the point where ohmic conduction occurs via
tunheling. Alternately, a highly defective metal-semiconductor interface can be formed in

which conduction is dominated by the large leakage current. Both techniques have been

employed in the study of p-type Si samples. Contacts have been formed by scratching an

In-Ga eutectic into the sample surface. After the excess has been wiped away, wires may be
bonded to pads of pure indiuin pressed onto the contact. The technique Has the advantage
of simplicity, as it requires no équipment or thermal processing. We have obtained
inconsistent results from this technique. At times, low-noisé ohmic contacts are produced.
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More then however, the contacts exhibit current noise and non-linear I-V characteristics at
low temperature. In-Ga eutecti.cv contacts presumably work by creating a extremely low
quality junction. We have obtained more consistent results from heavily doped contacts
formed by ion implantation. The procedure for creating thesc was as follows. Samples
were degreased and cleaned by the RCA procedure, and then etched in 1% HF for 10 min.,
rinsed in deionized water and blown dry before being introduced into the ion implanter. A

dose of 10} cm2 boron ions was implanted at an energy of 25 keV, followed by a dose of

2;1014 cm-2 at 50 keV. Samples were then annealed at 800°C for 60 seconds in flowing Ny’

using a rapid thermal anhealing furnace. Samples were mounted between clean, etched

silicon wafers to reduce contamination.

- e

" Titanium Schottky diodes for junction-space-charge measurements were prepared from %

Si:Be and Si:Be, Ga saniples as follows: 2 x 3 mm?2 samples were mechanically polishedito
1 um grit using a polishing pad and a wet slurry. The sample§ were then cleaned by the

RCA procedurc and etched one minute in 10:1 Solution of HNOj3 : HE. They were then :.

rinsed in de-ionized water and immersed in H70; for 1 hour. The samples were ‘thien

masked and approximately 400A of titanium was evaporated to form several 1 mm diameter

~dots on each sample. The samples were mounted into TO-5 transistor headers. AnIn-Ga

eutectic contact was produced to serve as an ohmic contact. A wire bonder was used to

_ make elecuicai contact from the blocking and ohmic contacts to the legds of the header.

4.2  Principles of Fourier-Transform Ihfrared Spectroscopy

High-resolution infrared spectra presented in this work were obtained with a Fourier-

transform infrared speétrometer (FTIR). In these instruments, which have been extensively

described by Bell (Bell 1972) the frequency analysis of light is performed with a Michelson
interferometer (Fig. 4.2). Light from an infrared source is collimated and passed to the two
arms of an interferometer. One part of the beam travels to a fixed mirror, where it is
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reflected back to the beamsplitter. The other part travels to and is reflected from amovable -

mirror. The beams recombine at the beamsplitter, and their coherent sum is focused onto a
detectbr which records the light intensity. The beams from the two mirrors interfere: the

intensity is a function of the difference in optical path length of the two arms of the

interferometer.
@l::l
- - e & i ‘ |
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~
Fig. 4.2 - Michelson interferometer. Showing (1) the source, (2) the

beamsplitter, (3) the fixed mirror, (4) the moving mirror, and (5) a detector.

?

For a monochromatic source it is easily shown that the intensity at the detector exhibits a

cosine variation as a function of the moving mirror position.
I(8) =Ip(1 + cos (2nds)) s 4.1

where 8 is the difference in optical péth length, which is twice the distance the mirror has
moved from the balanced (or zero-path) position, and s is the frequency of the light in
wavenumbers. I(3) is called the interferogram. In this case the frequency of the light can be
determined from insfection of the interferogram. If the source radiates at many fréquencies,
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the interferogram will consist of the sum of many cosine waves. The spectrum can be

recovered by Fourier analysis

I(s) = f [1(8),_--12-1(&)] cos (2nds) dd " | 4.2)
Jo

where I(e0) is the intensity at large path length difference. In a Fourier-transform
spectrometer a transmission spectrum is measured by passing the output beam of the

interferometer through the samplé, measuring the intensity as a function of the position of

the moving mirror (the mterferogram), subtractmg I(e=), and computing the Fourier '

transform of the the mterferogram using a digital computer.

In real instruments, the optical delay cannot be made infinite, but is restricted by range of
motion of the moving mirror. This limits the resolution of interferometers. Considering a

monochrométic source of frequency s) and evaluating the integral (4.2) from 0 to a

- maximum optical delay L, ihe computed spectrum becomes I(s) = 2L(sin z/)z, where

z =2mn(s-s1)L. The delta-function peak in the spectrum acquires a finite full width at half

" maximum of 1.21/L. The (sinz)/z function also possesses substanﬁali sidelobes which can

interfere with the intcrpreta_tion of spectra (the first minima’drop 22% below zero). To
reduce the sidelobes feet, the interferogram is usually multiplied by an envelope function
which brings it smoothly to zero (apodization). A triangular apodizing function further

reduces the maximum resolution to 1.79/L. .

The measured mterferogram is also not a continuous function, but is sampled at some

| dlscrete interval. The spectral range of a FTIR spectrometer is determmed by the interval in

opucal delay A at which the mterferogram is sampled. It can be shown that the measured
spectrum Bsis s related to the true spectrum B¢ by
85
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Bss)= Y, Bel[s-nds)] , = 43)

n=-co

where As = 1/Ad. That is, the measured spectrum consists of a sum of n duplicate spectra,

each shifted in frequency by -n(As). Overlap (aliasing) will occur if B¢ is non-zero for

frequencies S > As. To avoid aliasing the spectral range of the light at the detector must be
limited to 0 <5 < As. | -

FTIR possesses two important advantages over infrared spectrometers utilizing diffraction

grating of prism monochromators. These are the xhultiplex advantage (Fellgett 1958), and

the throughput advantage (Ja(:quinot 1960). The multiplex advantage exists because the
interferometer passes all frequencies of light simultaneously. Consider measurement of a
broad spectral band s1 - s2 with resolution ds, for a total time T. If the experiment is

performed with a monochromator, it will consist of M= (s1-s2)/ds -independent

measurements, one for each frequency measured. If the noise is independent of the signal _

- intensity, the signal—io-npise ratio at any frequenéy will be proportional to (T/M) 12, Inan
interferometer, on the other hand, light from the entire spectral band is measured during the
entire measuremenf time. Each frequency is measured'for the entire time experiment T, and
the signal-to-noise ratio (‘S/N) is proportional to T1/2. The interferometer possesses an
advantage in S/N of M1/2, In a typical broad band measurement (s1-s2 = 5000 cm-!,
ds = 0.5 cm-1) M1/2 = 100. The multiplex advantage of interferometers is lost when the

" noise is dominated by shot-noise as it is for photon;counting detectors used in the visible

and near infrared. It also lost when an interferometer is conipa'red to a monochromator

using a multichannel detector capable of recordmg the entire spectral band at once.
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Fig. 4.3 (Top) Interferogram collected with the Digilab_FI'IR spectrometer showing

_region near zero optical path- length difference. One point equals 0.316 pm of mirror

travel. The inset shows the region near 2 cm path-length difference on an expanded scale.
(Bottom) Spectrum computed from the Fourier transform of the interferogram. Spectrum
shows Si multl-phonon-relatcd absorption plus beryllium-related defect absorption.
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- The advantage in throughput exists because interferometers can use large circular sources at

the input aperture and accept radiation over a large solid angle with no degradation of the
resolution. In contrast, a grating spectrometer requires long and narrow slits which can

never have the same area for the same resolving power as an interferometer. Thus the

interferometer can collect much more power at each frequency than a monochromator of

comparable resolution. Even for the best grating spectrometers, the difference in throughput
gives interferometers a S/N advantage of order 200. This advantage is not lost when

photon-counting or position sensitive detectors are used.

As a consequence of the multiplex and throughput advantages, interferometers possess
much highér resolving power, reduced stray light ’problems, and the greatef possibilitj} of
making measurements with weak sources than monochromators. In addition, because
scanning is accomplished by linear motion of a mirror rather than the angular rotation of a
grating, interferometers are capéble of higher wavenumber accuracy. In particular;

interferometers excel at high-precision, high-resolution measurements.

Fourier-transform spectrometers also possess certain disadvantages compared to
conventional spectrometers. These primaﬁly arise from the necessity of performing a

Fourier transform on the raw data to obtain a spectrum. Historically, the most important

disadvantage was computational. Interferometers require a reasonably powerful computer |

for data analysis. A typical broad band high-resolﬁtion spectrum (s1-s2 = 5000 cm-1, ds =
0.1 cm1) requires computation of a 103 point interferogram. This factor has become less
important with the advent of inexpensive, powerful microcomputers. For exaniple, the Bio-
Rad 3240 microcomputer utilized in Digilab FTIR spectrometers is based on the stahdard
Motorola 680020 microprocessor and can compute the Fourier transform of a 1.2-105 point

interferogram in less than ten minutes.
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In addition, there are inherent difficulties in measuring broad spectral features with
interferometers. This can be appreciated by noting that a Gaussian peak of width
B = 1000 cm-! appears in the interferogram as a cosine wave modulated by a Gaussian

envelope of width of only 5 um in mirror travel. For an interferometer, the fraction of the

experiment time during which information about a broad peak is collected is of order 2—%&?

For a monochromator, the fraction is EBK'I_'—I‘ , giving monochromators a S/N .advz.mtage of

order B/ds M-1/2. In certain cases (e.g., B=1000 cm-1, ds=0.5 cm1, M=104) this may
exceed 103 which more than cancels the throughput advantage. The situation is particularly
severe for the lowest resolution feature in a spectrum, the position of the baseline. Asa

result the photometric accuracy of interferometers is generally inferior to that of grating

' instruments. .

Finally, the alignment of the optics and positidn of the moving mirror in an interferometer
must be controlled to an accuracy of at least A/10, where A is shortest wavelength the
instrument must measure. This problem has largely been overcome even at visible -

wavelengths by the use of laser interferometers to monitor the moving mirror position and -

' control dynamic alignment of the Optics; Nevertheless interferometers operating in the NIR

and visible are much more sophisticated and expensive instruments than monochromator-

based spectrometers. And measurements of broad spectral features such as the

photoionization cross sections of deep levels are more easily and more accurately performed .

with monochromators.

43 Techniques of High-Resolution Infrared Spectroscopy

The experimental equipment for infrared spectroscopy used in this work consists of a

. Digilab Fourier-transform infrared spcctrorheter, an optical cryostat, a series of low-noise
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Fig. 4.4 Block diagram of the high-resolution IR spectroscopy system.
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infrared photoconductive detectors, and electronics for operating the photoconductors and

conducting photoconductivity measurements.

The Digilab FTS-E 80V Fourier-transform spectrometer is é scanning instrument in which
the moving mirror travels at consiant velocity and its position is measured by a He-Ne laser
interferometer. ~ The spectrometer is. evacuated to minimize absorption from atmospheric
water vapor and CO». The fnaximum mirror displacement in this fnétrument is 8 cm,
therefore the maximum unapodized resolution is 0.08 cm-1. The capability exists to sample
the interferogram in pathlength increments of one half-waifclen gth of the laser light, yielding
a spectrai range of 0 - 15800 cml. However, the actual range of the instrument is currently
limited by beamsplitter optics and light sources. For MIR work a germaxﬂurx‘l film on KBr
substrate beamsplitter is used, which is useful over the range 400 -4000 cm-l. A

resistively heated SiC bar (a glo-bar) which approximatés a 1400 K black-body is used as |
an infrared source. For FIR measurements, mylar film beamsplitters are employed. A set
exists to cover the range 10 - 650 cm! in the first order. For frequencies below 100cm-1, a

Hg arc lamp source may be used.

The output beam of the interferometer is first brought to a /4 focus in the sample

compartment. For room temperature measurements, two samples (or a sample and

\ reference) may be mounted in a computer controlled carriage. The beam is then brought to

* a f/# focus by a fast off-axis ellipsoidal mirror. Room temperature infrared detectors may

be mounted here for routine measurements and for calibration. For MIR work, a Triglycine
Sulfate (TGS) pyroelectric detector is used. A deuterated TGS detector exists for FIR

measurements.

The interferometer is controlled by a dedicated Bio-Rad 3240 workstation. Extensive
software exists for data analysis including Fourier transformation of inierferograms;

91



addition, multiplication and division of spectra; mathematical filtering of spectra and
interferograms;- and display and plotting of data. More advanced functions such as

deconvolution, smoothing, and calculation of derivatives and integrals are also available.

An dptical cryostat has been mounted at the f/4 focus of the spectrometer to allow ’

measurements at low temperatures. A Janis S-VP continuous-flow top-loading cryostat is

used. In this system liquid helium or helium gas is’b»rought from a storage Dewar directly
to the sample compartment. A LakeShore»805 température controller is used to control the
gas temperature in the sample compartment by mcané of a temperature senéor (LakeShore
DT-470 Si diode) and heater mounted where the cryogen enters the samplg compartment

through a vaporizer. By controlling the gas temperature, the sample temperaturé may be

varied between 4.2-325 K. Temperatures as low as 1.8 K have beeﬁ achieved by filling the

sample space with liquid helium and reducing the saniple compartment pressure with a
high-volume vacuum pump. However, because of the small }sample-spacc volume and the
large heat-leak through Athe' optical windows, hold times of only about 5 minutes are
achieved below 4.2 K. Liquid nitrogen may also be used as a cryogen for operation
bétween 70-325 K The system is convenient: cooldown is rapid (about 15 minutcs)_ and

samples may be removed and exchanged while the c&rostat remains cold.

The cryostat has two sets of optical ports mounted at right angles. A cold window at the
sample compartment and a warm window at the outer shell are required for each port. Each
set consists of two such pairs of windows mounted 180° apart to permit transmission

measurements. One set is fitted with KBr warm windows and ZnSe cold windows which

are transparent between 450 - 16000 cm-1. The remaining set is fitted with 2-mil

polypropylene film windows, which are transparent é}t frequencies below 1000 cm-1,
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Fig. 4.6 Nominal Response curves of the extrinsic semiconductor IR detectors used

with the high-resolution infrared spectroscopy system. The data have not been normalized

with respect to the light intensity of the spectrometer. Data below 500 cm! were obtained
using a 6.25 pm mylar beamsplitter and the glo-bar source. Data above 500 cm-! were .
obtained using the Ge/KBr beamsplmer and the glo—bar source.
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Samples are mounted on an insert wlzich allows full rotation and vertical translation. A
‘ LakeShore DT-470 Si'diodg calibrated between 1;4 - 325 K is mounted near the sample to '
measure the temperature. A heater is also provided to heat the insert up répidly. Four
BNC feedthroughs are prbvided to bring four low-temperature coaxial cables to the sample
position. The temperature sensor and heater are wired through an additional 19-pin

hermetic feedthrough.

For sensitive transmission measurements at low temperatures, cooled infrared detectors may
be mounted behind the sample on the sample insert (Fig.4.4). The detector assembly -
consists of a ndn-imaging Winston cone concentrator, the detector cavity, and the
phétocqnductive detector element. * The detector is wired to two of the coaxial cables
through a miniaturg plug, allowing it to be exchanged easily. The detectors consist of
semiconductors doped with shallow impm'itiés. The spectral range of each is determined at
low frequencies by the ionization energy of the impurity, and at high frequencies by its
diminishing photoionizaﬁon cross section. J. Beeman has constructed Gé:Ga, Ge:Be,
Ge:Cu, and Si:In detectors for this specﬁ'ometcr, which together cover the speétral range 80
- 4500 cm-l. The nominal response of these detectors is given in Fig. 4.6. The
instrumentatioﬁ required for these devices is quite simple. Constant bias is supplied from a
DC voltage supply (Hewlet Packard 6205C, 0 - 40 V). Current is measured with a |

Fig4.7 (Next page) Sample insert for measurements 1ncorporat1ng uniaxial stress.

Force is generated by introducing pressurized gas into a (1) cylinder containing a gas-
driven piston and is communicated via a (2) push-rod through the body of the sample insert
(3) to the optical cell (4) where the sample is mounted. The sample is mounted between a
stainless-steel piston (5) and anvil (6). A concentrator (7) collects light a 4 mm spot on the
sample, and then onto an (8) infrared detector. The sample temperature is momtorcd with a
Si diode temperature sensor (9).
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transimpedance amplifier (EG&G 181). The output is processed by a EG&G model 1114
signal conditioning amplifier with selectable high- and low-pass filters and appears at the
external detector channel of the Digilab spectrometer. In photoconductivity and PTIS
measurements, the sample itself is the photoconductive detector. The same elcétronics are

used to bias the sample and amplify current signal.

For measurements incorporating uniaxial stress, a separate cryostat insert was constructed.

The apparatus is illustrated in Fig (4.7). The sample is mounted on the flat grouhd surface

of a stainless steel anvil. Stress is applied to the sample ﬁ'v"omra stainless steel piston. The

ends of the sample are cushioned with paper pads, which serve to evenly distribute the

stress. Wires from photoconductivity samples can be brought to low temperature coaxial "

cables throﬁgh small holeé in the anvil. The anvil screws into the optical cell (Fig 4.7,

insét), which contains an infrared detector and concentrator, and a LakeShore DT-450 Si -

diode t_emf»erature sensor. The cell is joined to a stainless steel tube which forms the body

of the cryostat insert. The tube is welded to the top of the insert which contains a housing

for a gas pressure cell as well as four BNC feedthroughs and a 19-pin connector. The

piston is joined to a push-rod consisting of a second stainless tube, which runs inside of the

outer tube forming the body. The push-rod proceeds through an o-ring seal at the top of

the cryostat insert. Force ié applied to the push-rod from a pressure cell containing a gas-

driven piston (Bimba manufacturing), and is generated by filling the cell with pressurized

gas.

'I'h_e stress on the sample is calculated by multiplying the pressure of thg: working gas by the
ratio of the areas of the gas-driven piston and the sample. The system is designed to deliver
up to 700 MPa stfess (71.4 kg/mm?2, or 570 kg total force) on the 4mm x 2mm facc ofa
Stress sample using a 4" diameter gas-driven piston. This stress is comparable to the yield
| strength of Si (about 1 GPa). The largest errors in fhe applied stress are due to
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friction in the gas-driven cell. The 4" diameter cell exhibits av break-away pressure of about
2 psi, which translates to an offset in the stress at the sample of about 10 MPa. This can be
compensated for by measuring the break-away pressure (the gas pressure required to make

the piston move) at the beginning of each measurement, and subtracting the offset obtained

from the measured stress values. A 1.5" diameter piston also exists for more accurate

application of stresses below 50 MPa. It exhibits a friction effect about one third that of the
large cell. ‘

In order to test the accuracy and homogeneity of the applied stress, I performed
piezbspectroscopy on boron acceptors in silicon which has been previously studied by
~Chandrasekhar, et al. (Chandrasekhar, Fisher et al. 1973). Line splittings as a function of

stress were compzired' to splittings calculated from deformation potentials for the Si:B

impurity states measured in that work (Fig 4.8). Excellent agreement was obtained when

the friction derived offset-was subtracted from stress values. Line broadening induced by

stress inhomogeneity was observable in this test (Fig. 4.9). I found that the most stress

sensitive components of line 2 (1sI'g - 2pI'g) broadened from a full width at half maximum

of approximately 1 cm-! at zero stress to 2 cm-! at 76 MPa <110> stress. Stress
inhomogeneity depends critically on the details of sample mounting. It is often necessary to

remount a sample several times before one obtains optimum results.

44 Apparatus for Junction-Space-Charge Measurements

The deep level transient spectroscopy (DLTS) and photocapacitance measurements reported
in chapter 5 were performed in the laboratory of Piofessor Hermann GrimmeiSs in the solid
state physics department at the Univérsity of Lund, Sweden. DLTS measurements‘were
performed usi_ng the standard analog DLTS apparaius sketched in Fig (4;1(_)). The
apparatus is similar }to systems discussed by others (Gﬁmmeiss and Ovren 1981; Miller,
Lang et al. 1977; Pearton 1983) and is only described here in the most general terms. '
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Fig. 4.9 Peak positions of Si:B shallow acceptor lines as a function of <110> stress.

Data are shown for lines 1 and 2. The dashed lines show line splittings calculated from the
measured deformation potentials for these impurity states. Agreement with the calculated

tesults is quite good. The experimental data also show a slight non-linear stress

dependence due to level mixing which is not treated by the model.

In these measurements the sample (consxstmg of a Shottky d10dc) was held under reverse
bias and b1as reduction pulses were apphed by a pulse generator. The diode capac1tancc
was measured by a Boonton 72B capacnance meter and the output of thc capacitance meter

was fed into a boxcar integrator The integrator samples the capacitance transient at times t;

and t» foHoWing the pulse, and generates an output proportional to C(t3)-C(t2). Bias

reduction pulses are applied continﬁously with a period of a few times t and the output of

of the integrator is filtered with a low-pass filter to improve the signal-to-noise. As
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Fig. 4.11 Block diagram of monochromator-based system used for photocapacitance
measurements in this work . :

Other photocapacitance measurements were carried out using a 0.5-m vacuum grating
monochromator (Acton Research Corp) to avoid atmospheric absorption. The
monochromator is optimized for photon energies < 0.6 eV, and incorporates a SiC globar

thermal infrared source. The experimental technique was identical to the transient
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measurements described above. However, this apparatus is fully automated. The output of
the capacitance meter was digitized and fitted a single exponential or multi-exponential

decay to obtain a time constant (or constants) at each wavelength.

Capture cross-section measurements were pérfqrmed using simple apparatus set up at the
University of California at Berkeley. The genefal expérimental method has been described
in Chap. 3. Capture cross-section measurements are performed by preparing a reverse-
biased diode in the initial state vﬁth the level of interest unoccupied, and observing the
change in capacitance following a filling pulse. The capture rate is obtained by measuring

the change in trap occupancy as a function of the ﬁlling pulse length.

Pulse + | g | Capacitance
DC Bias Meter

s | ¢
| ‘+_ g
Storage ‘ 9
Oscilloscope
Fig. 4.12 Block diagram of the apparatﬁs used for capture-rate '

measurements in this work.

A block diagram of the apparatus is shown in Fig (4.12). The sample diode was mounted
in our Janis S-VP optical cryostat. The sample insert could be rotated so that the diode
either faced the cold wall of the cryostat or the infrared beain fvromv the Digilab
spectrometer’s thermal glower. A cold black radiation shield protected the diode from stray '
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Hewlet-Packard model 80138 pulse generator was used to supply bias reductlon pulses as
short as 50 ns. The DC reverse bias was supplied by an adJustable DC offset in the pulse \
generator. The pulse generator was also used to trigger a Textronics model 223 digital
storage osci]losc'c')pe which recorded the output voltage from the capacitance meter. The
oscilloscope has the capability of signal averaging over many capacitance transients to
improve signal-to-noise. At temperatures where the thermal cr_nission time constant was
~ short (< 1 second), measurements were made by setting the period of the pulse generator to
at least 5 times the emission time constant, é.nd' measuring the transient émpl_itude over a
range of filling pulse lengths. At lower temi)eratures, measurements were made by
manually triggering the filling pulse, and then using photoemission to empty the ﬁ'aps after

each ‘pulse by rotating the diode into the infrared beam.

i

104



Chapter 5  Substitutional Beryllium in Silicon

51 Introduction

In thlS chapter I present a study of a beryllium;related defect in silicon using junction-
space-charge techniques, infrared spectroscopy, and infrared absorption measurements of
samples under uniaxial streSs. DLTS and phototcapac'itance measurements show two
acceptor levels in all beryllium doped sam;;les. The ionization energy of the deep state
measurﬁd by these techniques is E/-- = Ey +0.33 eV. Ionization of the deep level results
in a significant lattice relaxatioﬁ. The temperature dépeﬁdence of the infrared absorption
indicates that the deep and shallow levels are coupled: the thermal jonization of one shallow
beryllium-related level leads to the formation of one deep beryllium-related level. Such
. coupling ihdicates that the two levels are different charge states of the sﬁme defect. High-
resolution infrared spectroscopy shows transitions to the bound-excited states of tixe neutrai _
charge state. The ionization energy of the neutral staté is found to be E0/- =Ey +0.1919
eV. The ground state and certain bound-excited states are split relative to the simple
acceptor line series in the absence of external perturbation. Piezospectroscopic
measﬁrements indicate that the center has tetrahedral symmetry. The stress data are _
consistent with a neutral double;-accepto_r model with finite hole-hole interaction in the
ground state, although not all predicted transitiohs are observed. I conclude that the Be;
defect is the isolated, substitutional beryllium double acceptor. In addition, a series of novel
Fano resonances involving two optic phonons is observed in photoconductivity spectra of
ﬂﬁs center. Subsequent to their oBservation in this system, I have found that the features
appear in the spectra of other acceptors in silicon as well.

Valex;cc arguments suggest that isolated substitutional group II impurities will be double

a_ccepiors in silicon. Beryllium has the highest solubility of the group IIa and ITb impurities
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in silicon (Tomokage, Hagiwara et al. 1982), making it a good candidate for the study of
- double acceptors. Silicon may be doped with beryllium to concentrations of at least -
5+1016cm-3, However, berylliumdloping introduces a number of elecu'ically active and
inactive centers, and prior to this work, the sUbstitﬁtional double acceptor had not been

-unambiguously identified.

In earlier studies, Si:Be has been studied using Hall effect (Crouch, Robertson et al. 1972),
DLTS (Stolz 1990; Tdmokage, Hagiwara et al. 1982), photoluminescexicc (Henry,
Lightowlers et al. 1981) and infrared spcctroscopy (Crouch, Robertson et al. 1972§
Heyman, Giesekus et al. 1992; Heyman, Haller et al. 1991; Kleverman and Grimmeiss
1986; Peale, Muro et al. 1990). IR line spectxﬁ of four acceptbr centers have been reported.
Crouch, Robertson and Gilmef have identified bound-to-bound transitions associated with
aé:ceptor levels at Eyv+191.9 meV (Bej) and Ey+145.8 meV (Be2). On the basis of '
anflealing studies they suggest that the Be level is due to isolﬁtcd, substitutional beryllium, -
while the Be3 level arises from a coniplex; The concentration of the Bej is increased by
annealing for several hours at 600°C >'T > 400°C, while the concénu'aﬁon of the Bej level is
maximized by quenching rapidly from T > 600°C. A recent uniaxial stress study of the
infrared absorption at the Be level (Heyman, Haller et al. 1991) indicates that the lgvel
arises from a trigonal center which is a neutral double acceptor, ‘supborting a Be
substitutional-substitutional pair model for this center. This work will be presented in
chapter 6. Sharp-line spéctra of acceptor levels at Ev4199.5 meV and Ey+100 meV have
also ‘been reported (Heyman, Giesekus et al. 1991; Kleverman and Grimmeiss 1986). At

present no model exists for these centers.

A beryllium-related trap level has been identified from measurements of the voltage
dependence of the capacitance in Be-implanted-Si MOS and Schottky structures (Fahrner
and Goetzberger 1972; Schultz 1974). The trap energy was determined to be Ey + 0.42 eV.
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DLTS measurements in bulk Si:Be (Toinokage, Hagiwara et al. 1982) have identified two
hole traps with emission activation energies of 150 meV and 330 meV. Thev 150 meV trap
is associatéd with the Ey+191.9 meV center observed in infrared measurements. Further
DLTS measurements in beryllium implanted Si by Stolz (Stolz 1990) identified levels with
approximately identical emission activation energies, and he finds that the two hole traps are
always preseht in approximately equal concentm_ﬁons. Unfortunately, Stolz was not able to
measure the capture cross section or the photoionization cross section of the deep lcvei, SO
was unabl¢ to obtain accurate ibnizétion energies. Nor did he measure the electric field
dependence of the emission activation energy. However, by assuming that the dominant
capture mechanism was Coulombic for both levels, and by using a 3-D Poole-Frenkel
model to estimate the zero-field-emission activ.ation energy, he obtained ionization energies

of | 0.19 and 0.44 eV for the electronic levels of the Be; defect.

Other beryllium-reiated 'defects have been studied as well. An isoelectronic céntér observed
in photoluminescence (Henry, Lightowlers et al. 1981) and absorption (Henry, Moloney et
al. 1984; Labrie, Timusk et al. 1984) has been attributed to the Be substitutional-interstitial

- pair. This center may be created in concentrations of the order 1017 cm3 and has been the
subjéct of several studies dealing with excitons bound to isoelectronic traps. The local
vibrational mode of the isoelectronic center has also been observed in Raman spectroscopy
(Henry, M_cGuigan et al. 1990). The existence of a beryllium-related donor, possibly Be;,

| has been inferred from photoluminescence studies (Gerasimenko, Zaltsev et al. 1985) of Be

 implanted Si.

Infrared spectroscopy has been used tb study corﬁplexes of beryllium with other defects as
well. Be-Li and Be—H centers were identified by Crouch et al. (Crouch, Robertson et al.
1972; Crouch, Robertson et al. 1974). These centers have been the subject of very fruitful

studies by Muro and Sievers, and Peale et al., (Muro and Sievers 1986; Peale, Muro et al.
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1990) which indicate that the Be-H center is a dynami';:-hydrogen center, in which the |
| hydrogen tunnels between equivalent sites around the impurity. The data have been
explained using the Haller-Joos-Falicov model of hydrogen tunneling between <111>
hydrogen sites (Haller, Joos et al. 1980) and using a more general hindered-rotor model
(Martin and Fowler 1991). It has recéﬁtljr been shown (Artacho and Falicov 1991) that the _
data are also consistent with tunneling between sites of octahedral symmetry. .

52 Ju‘nction-Space-Charge Spectroscopy of the Bey Cénte'r |
5.2.1 Deep Level Transient Spectroscopy and Capture |
Junction-space-charge measurements were performed on four samples of Si:Be (samples -
T21.1, T95.3, and T95.9) and Si:Be,Ga (sample P1.3). . Before preparing diodes, the
samples were characterized using high-resolutiop infrared spectroscopy and electrical
| resistivity measurements to determine the concentration and identity of shallow acceptor
dopants. Only the beryllium-related centers Bej and Bep were observed in the Si:Be
samples. In the Si:Be,Ga material, Ga acceptors were also observed, as expecied. In every |
case, the dominant impurity was Bej. Such samples were chosen to facilitate comparison
between junction-space-charge and IR .measﬁremcnts. Steps were taken to insure the

accuracy of our measurements despite the high ratio of deep- to shallow-level dopant

concentrations.
Sample [Bel] | [Be2] [Ga]
T21.2 2:1016 cm-3 3-1014 cm-3 -

1953 | 11085cm3  >310Bem3 -
T95.5 | 1.5-1015¢cm3 > 3-1013 ¢cm-3 -
P1.3 4-1016 cm-3 2-1015 ¢cm-3 1.5-1015cm3

Table 5.1 Si:Be samples used in junction-space-charge measurements in this work.
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Figure 5.1 shows a DLTS spectrum of sample P1.3. Two strong peaks are observed, one
due to Be19- at 78 K, and a second peak due to Bej7-- at about 195 K. Justification will be
provided for this identification in section 5.1.3. A shoulder is observed on the Beio/' peak
which is apparcntly due to another level. The temperature dependence of the thermal
emission rates has Been determined in this sample. Activation cﬁergies for hole emission
were determined (Fig. 5.1, inset) from Arrhenius plots of eTpr'z versus 1/T . Emission

activation energies obtained were .

Bel- Ea(eD) =0.161¢eV
Bel EaD)=0361eV .

The mean electric field in vthg'se measurements was 1.5-104 V/cm. DLTS measurements
were also performed on pure Si:Be samples. In these measurements, the deép beryllium-
related level was measured against the background of the shallow beryllium-r'eiated level.
Thus the Be1%- DLTS peak could not be studied in these samples due to carrier freeze-out
and the DLTS spectra show a single ﬁeak due to Be”/~. . The hole emission activation
energy for Be”/-- obtained from Ehesc measurements was Eo(eT) = 0.383 eV. The mean
electric field in this measurement was 5-103 \"/cm. As discussed below, the deviatioh
appears to reflect the electric-field dependence of the emission rate. The measured
~ emission activation energies and prefactors have been used to simulate the DLTS spectra. A
simulation was used which is based on the exact expressions for the capacitance and
depletion depth as a function of defect occupancy and which is valid for large ratios of
concentrations of deep and shallow levels. The simulated spectra may compared with the
results of experiment as a check of self-consistency. Very good agreement is obtained
 between the measured and sunulated spectra althought the peak of the simulated spectrum is

- shifted to lower temperatures by about 2 K.
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Fig. 5.1 - DLTS spectrum of Si:(Be, Ga) sample P1.3. The two dominant peaks are
due to Be;0- (80 K) and Be;/~ (190 K). The time constant of the rate window was 1.65

- ms. Peak heights are not comparable because the deep level concentration exceeds the Ga

shallow acceptor concentration. Inset: Arrhenius plots showing the temperature

dependence of the thermal emission rates.

These results may be compared those of previous DLTS studies in Si:Be. Tomokage et al.

(Tomokage, Hagiwara et al. 1982) identify two hole-traps in beryllium diffused Si With
emission activation energies of 0.150 eV and 0.330 eV. Stolz- (Stolz 1990) identifies two
hole-traps in beryllium implanted Si with emission activation energies of 0.145 eV and
0.322 eV. He finds that the absolute concentrations of the two levels are approximately

eqﬁal in all samples and on that basis identifies them as as Be¥/- and Be/-. The mean

" electric field used in his measurements was approximately 105 V/cm.
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Fig; 52 DLTS spectrum of Si:Be sampIe T95.3 showing the single peak due to

Bej-/~. The spectrum was obtained using a rate window of 16.5 ms. A simulated DLTS
spectrum was created from a model using a deep-level to shallow-level concentration ratio of
one. There are no adjustable parameters. The temperature dependence of the emission rate
used in the model was obtained from measurements in this sample under identical bias and
pulse conditions. The agreement between the data and the simulation is very good. The
slight difference in peak positions (about 2 K) can be accounted for by experimental
uncertainty in the emission rate activation energy and prefactor. '

The activation energies for Be-/~ obtained by Stolz and by this author are plotted in Fig. 5.3 |

as a function of the sQuare.root of the electric field strength. The electric field dependence
6f the emission activation energy at charged centers (the Poole-Frenkel effect) has been
| treated in _sii:nple 1-dimensional (Frenkel 1938) and 3—diménsional (Hartke 1968) models.

For charged defects in silicon, a 1-D. model predicts a reduction in Ea
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Fig. 5.3 Electric field dependence of the emission activation energy of neutral and

singly ionized beryllium. Data at El2= 320 (V/cm) 172 taken from (Stoltz, 1990).

o 2 E /)2 : | |
| ABA=(qe—kT/€)—=2.3-1o4 ZIPEVZey ,  (5.D)

where q is the charge of the impurity, Z is the chérge number, and E is the electric field in
- volts per centimeter. It can be seen that the data of Stolz and the measurements presented ;n
this work can be brought into agreement by assuming an electric field dependence of the
’ emission activation energy of AE (Be/~) = 0.19-104 eV-(V/cm)Y2 and AE (Be0/-) =
0.08-10-4 eV-(V/cm)1/2, which are of the same order as predicted model values. Careful
measurements of the Poole-Frenkel effect in Si:Bé remain to be carried out. However,
using the apparent field dependence described above, the emission activation energies at

zero electric field may be extrapolated to obtain
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Bel- - Ea(eD) =0.17eV
Be/~ © EaeD) =0.39eV

which must be regarded as tentative until more careful measurements of the electric field

dependence of the emission activation energy, are perfofmcd.

The hole capture rate has been measured in sample T95.5. A typical capture transient is
presentéd in Fig. 5.4. The capture transient is not ckpected to be strictly exponential in
these measurements because the concentrations of deep and shallow levels is'e'xpe‘ctec-l tobe
eq'ual; For this reason, the effective carrier concentration depends on the occupancy of the

deep traps. The expected form of the capture trarisient is (Pons 1984)

AC< gl%PY | | )

wherp Cp is the capture constant, p is the free-hole concentration in the bulk, and Ng and Nt
.are the shallow and deep level concentrations, respectively. éapmm rates were obtained by
ﬁtting measured tfan_sients to equation (5.2) with Nshallow = Ndeep. The capture rates
- obtained from (5.2) differ by less than 25% from values obtained from a purely exponential
fit. The temperature dependence of the capture cross section has been determined between
140 K-190 K. The cross section clearly decreases with decreasing teinpcrature. The data

indicate that capture is thermally activated and the cross section is given by

C.=25101eEkTcm? ; Ep= 6310 meV
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Nagasawa and Schultz have measured the captﬁre cross section for beryllium in Be-
- implanted Si at room temperature. They obtain G¢(300 K) = 4.2-10-15 cm2 (Nagasawa and
Schultz 1975). Extrapolation of the capture cross section measured in this work to high

temperatures yields 6¢(300 K) = 2.210"15 cm2. Given the uncertainties in measurement of

absolute values of capture cross sections, the agreement is very good.

Be” Capture Transient
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Fig. 54 Capture transient showing the capacitance transient amplitude versus filling

pulse width at 150 K. The fitting function used to obtain the capture constant is discussed
in the text. _

Thermally activated capture is generally interpréted as a signature of capture via
multiphonon emission. There are three dominant mechanisms for carrier capture at
impurities (Mott 1978), namely Auger processes, cascade capture, and multiphonon
emission. In the Augcr process, energy lost by the captured caxl'rier excites a second carrier

which is nearby in the crystal. The efficiency of Auger processes generally scales with the
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Fig. 55 Temperature depéndencc of the capture constant for the transition Be;—/- by

hole capture. The capture process is clearly thermally activated.

square of the carrier concentration, and it is assumed to be ineffective at the low carrier
concentrations present in this experiment. In cascade capture, the carrief drops through a
series of closely spaced excited states, emitting one phonon at each transition. The carrier
also may be thermally promoted from any excited state to higher iévels or to the band. The
temperature dependence of this thermal promotion leads to a characteristic power law -
dependence of the capture cross segtion on temperature, with 6¢c = 69 T "M where M is of
ﬁé order2. A numbef of charged centers in silicon exhibii a power-law dependence of the
capture cross section on teinperaturc. These include (Abakamov, Parel et al. 1978) the
shallow donors and acceptors, the Au and Co acceptor levéls, and neutral and singly ionized
Zn. Multiphonon emission processes (Henry and Lang 1 977; Mbtt 1978; Toyozawa 1978)
are important whe_ri a finite lattice relaxation occurs during ionization. The result is most
easily visualized using a conﬁéuration coordinate diagram (Fxg 5.6). Due to the lattice

relaxation there is a barrier to carrier capture, and capture can occur only if sufficient
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thermal energy exists to overcome the barrier.. At high temperatures (kT >> hw) where ® is

the frequency of the phonon coupled to the electron states, the capture cross section is

temperature dependent, and G = 6y exp(-Eg/kT).

Measurement of the temperature dependence of the capture cross section allows the changes
in enthaply and entropy due to ionization to be obtained for the Be;/— transition from

equation (2.9). I obtain

AH(Be;”/~) =Ep - Eg =0.328+.015eV
gedShk_g4141 .

If the degeneracy of ground state g= 4 then AS/k 0+0.5. The ionization energy AH is
s1gn1ficantly smallcr than results obtained from DLTS studies (Stolz 1990 Tomokagc,
Hagiwara et al. 1982) whxch did not correct for the temperature dependence of the capture
cross section. It also disagrees with the ionization ehergy of traps in Be implanted Si
measured using C(V) techniqués (Fahrner and Goetzberger 1972; Fahrner and Goefzberger
1972; Schultz 1974). This disagreement may be due to faults in those early measurements.
In those measurements, the ionization energy was obtained by comparing the apparent
_defect 'conéentration profile obtained ffom a capacitance-voltage measurement to the
implanted proﬁlc determined from the implantation energy and the calculated range of the
ions. However, those authors annealed their samples at 400 - 800°C for two hours to
activate the 1mp1anted species. For rapxdly dlffusmg impurities such as Be, thlS anneal will
alter the impurity concentration profile leading to errors in thc ionization energy. Indeed,
discrepancies of the order of 0.05 eV between the ionization energy of such fast diffusing
species as Au, Fe, and Cu measured by the C(V) technique ahd by conventional means are
observed. It is also possible that the impiantation and annealing produced high .

concentrations of a Be-related complex.
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Fig. 5.6 Configuration-coordinate diagram for the Bej7/-- system. The diagram
shows the energy of three charge states of the Be;/— system as a function of the space
- coordinate of a phonon mode which is coupled to the electronic states. The thermal
ionization energy is E1. There is a barrier for hole capture Eg. The energy for optical
emission of a hole'is ECp. The energy difference E% - ET.= Sho where hw is the energy of
the coupled phonon and S is the Huang-Rhys parameter which describes the coupling
strength. The energy required for electron emission is E%,. The spectral dependence of the
‘cross section for electron emission give tentative evidence for an excitonic state. -
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5.22 Photoionization Cross Section

The photoionization cross section for hole emission (oop) at Be;-/~ has been méasufed in
absolute units by transient photocapacitance techniques (Fig. 5.7). The optical cross |
section at 77 K was measured over about four orders of magnitude in Si:Be,Ga sample
P1.3. The maximum cross section was approxﬁnately 1.5-10-16 cm2 at hv = 0.67 eV. It )
was not possible to measure the iemperature dependence of cop because the measurement
temperature was limited by the requirement that eTp(Be10-) >$ eOpBe17~) >> eTp(Ber 7).
The high temperature limit exists because sensitive measurements of the optical emission
processes are only possible when thermal emission can be ignored. The low-temperature
limit arises because tﬁe ionimﬁon of the shallow énd deep levels can only be seperated when |
therrhal ionization of the shaliow level takes place on a time scale much faster than the -

optical ionization of the deep state.

At photon energies below 0.6 eV, measurements were performed using an evacuated grating
monochromator incorporating a globar infrared source. The capacitance transient was
digitized and fitted to an cxpéncntial decay to obtain an emission time constant. The
resolution in ﬂﬁs spectral region ckcéédéd 1 meV. Measurements.between 0.6 - 12eV
were performed using a CaFl doublc prism monochr;)mator operated in air. Time constants
were measured by the "initial slope” method. The spectral resolution was about 10 meV in
- this region. Photoionization due to stray light, e.g., 300 K black-body radiation from the
elements of the‘specﬁ'ometer, was measured in the absence of intentional illumination. The
emission rate due to stray light was subtracted from measured values. This correétion was

\

important in the threshold regi_me.

The cross section for electron emission from Bey7— (6,0) has bé,en measured by the steady-

state constant—capaéitance teéhnii;ue. 'The steady-state occupancy of the deep levels was

118



10-16 ,

' 10-20 1 . i 1
0.2 0.4 0.6 08 1. 1.2
| - Energy (eV)
Fig. 5.7 Spectral dependence of the cross section for hole emission at Bep/-. The

solid line (which is nearly obscured by the data points) shows a fit including lattice
relaxation which yields E, = 0.396 eV and Shw = 0.068 meV. The dashed curve shows
results of the fit with the lattice relaxation set to zero. The origin of threshold-like feature at
0.395 eV is unknown.

measured under illumination from a single source. As cop >> o0, the cross section for

electron emission was obtamed ﬁ'om the simple expression (equation 2.17)

o%=T6% . 653
The cross section 60, was measured using a CaFl double-prism mon_dchromator with a
resolution of about 10 meV. As expected, the signal was independent of the illumination
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intensity, aithough the time required to reach equilibrium was not. Measurements were made
at 77 K and 132 K, and no significant temperature dependence was observed. The
measurement was also performed using the steady-state ﬁhotocurren_t te_chniquc. The |
photocurrent and capacitance measuréments generally agree. However, it was not possible
to observe the near-threshold structure in photocurrent measurements due to the high

background current caused by optical excitation of carriers over the Schottky barrier.

A simple model has been used to fit O'Op to extract the opticallionization energy and to
investigate lattice relaxation effects (fig. 5.7). Models of p;lotoionization processes must
describe the wavefunction of the carrier in the localized state and the Bloch functions of the
free carrier states. For many _déep levels the defect potential may be approximated by a
delta-function. The cross sectiqﬁ for transitions from the resulting bound state into a
parabolic and_ isotropic band has been calculated (Grimmeiss and Ledebo 1975; Lucovsky
1965) | | |

(hv - E;)32
hv [hv + E; (1) % - 1)) N

G(hv_) o< - (54)

where m¥* is the hole effective mass, and mr is the effective mass of the hole in the bound
state. Out of large number of models developed to calculate photoionization Cross sections,
the delta-function model is the simplest. Despite its simplicity it will be useful in our

analysis.

_Purely electronic-model cross sections, such as (5.4), do not produce an adequate fit to the
Be;”/-- hole emission cross section in the near-threshold regime. The measured
photoconductivity onset rises more slowly than predicted by purely electronic models.

Such a breakdown is expected, because the presence of a capture barrier as measured in
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DLTS indicates a significant lattice relaxation due to ionization. The effect of lattice
relaxation on the optical spectra of impurities in semiconductors has been treated
~ extensively (Henry and Lang 1977; Huang and Rhys 1950; Stoneham 1975). Phonon
coupling effectively broadens thc’édge of the photoionization cross section. Coupliqg ofa
discrete transition to a single phonon mode of frequency o has been treated by Huang and '-
- Rhys (Huang and Rhys 1950). The optical spectrum depends on the coupling strength S,
the phonon energy hw and the thermal ionization energy ET. These parameters are defined
in Fig 5.6. In the limit of stnbng coupling (S >> 1) and high temperature (kT >> hw) the

lineshape approaches a Gaussian -

oc 1. _
f(hV) 21{ (Ez) CXP 2 (E2) J . | (5.5) . )
In the high ~temperature limit,
(E) — (2 Sho kT)

‘In treating the photoionization continuum oop, I have assumed that transitions to any
individual continuum state are broadened from a delta-function peak to the distribution fhv)
by lattice coupling . The photoionization continuum is then given byvthe convolution of the

purely electronic photoionization continuum G(®) with the lineshape function f{hv)

dﬂp(m)=Af fi0) Glo-w) 8’ (5.6)

-0

* The function (5.4) was used to model G(hv) and a Gaussian distribution was used for f{hv).
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Fig5.8 Spectral dependence of the cross section for electron emission (Be~/-). The

origin of the structure at 0.85 eV is unknown, however, a fit to the data may be obtained
from the sum of a photoionization continuum plus a discrete transition as discussed in the
text. I tentively suggest the structure at 0.85eV is due to transitions to a discrete excitonic
state. '

The fit contained three free parameters, namely the optical ionization energy Eo, the effective
mass in th¢ Aeep state mT, and the proportionality constant A. The value of SkE® was not
free, but was determined by Shw = Eq - ET. The best fit was obtained 'fdr E§ =0.396 eV,
which yields Shm = 0.068 ¢V. In spite of the simplicity of the model, the quality of the fit is
high, indicating that lattice relaxation is an important phenoménon in these centers. It was
not possible to separately determine S from my measurements. In pﬁnciple this can be
achieved throu th measurements of the temperature dépendencc of the photoionization crbss

section.
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The spectral diﬁtribution of the cross section for electron emission is shown in Fig.'5.8.
The cross section 60, is smaller than oop by at least oné order of magnitude at all energies,
-reflecting the strong coupling of this acceptor level to the valencé band; In addition, a
striking near-threshold feature is observed, including a well resolved dip in the cross
section. The feature is suggestive of emission to a discrete state,_ or possibly interference
“between two photoioniiation chanhels. I have modelled o0y as the sﬁm of a discrete
transition and a photoionization continuum broadened by lattice relaxation. The
photoionization continuum was obtained by convoluting the a model cross section (equation
| 5.4) with a Gaussian lineshape as discussed above. The fit yielded a threshold energy Ef
=(0.87 eV for the photoionizaﬁon process. The éxpected threshold energy (see Fig. 5.6 ) is

E" = Eg - Er + Sho | " .7)

where Eg is the energy gap (1.17 eV in silicon at 77 K). The lattice relaxation energy
measured for oop was 0.07 eV which yields Efy = 0.91 eV, while the fit of don yields Shw
= 0.04 eV. The basis of this discrep%mcy is 'nbt understood. The discrete transitiQn was
modeled with a Gaussian ﬁneshape of the form given by equation (5.5) centered at 0.857
eV, with Sho = 0.04 eY. The model contains four free parameters: ER,,, the proportionality |
constant A fOrb thé broadened continuum uanéitions, and the center frequency and amplitude
of the Gaussian. Thé energy difference between the discrete state and the photoionizatioﬁ
threshoid (= 12 meV) suggests that thc discrete state could be an excitonic state. The model
for 00, must be considered highly spéculative. .It should t‘>e noted that similar near-
threshold structures have been observed in photoconductivity spectra of defects, e.g., of

- CdS:Cu (Grimmeiss, Kullendorf et al. 1981) due to optical quenching.
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Fig.5.9 Infrared absorption spectra of Si:Be at high temperatures. The 274 K
spectrum has been scaled by a factor of 1.22 so that the spectra overlap in the region below
0.32 eV. The difference between the scaled spectra yields the opucal cross section of the
Be; -/~ transition as seen in Fig. 5.10. :

In this effect, a seéondary optical process with a threshold at hv' increases the recombination
rate and thus reduces the photoconductive gain, leading to a dip in the photocurrent above

hv'. It is unclear what would constitute an analogous mechanism in JSC measurements,

where recombination is unimportant. Furt.her studies are required to fully understand the

_spectral dependence of the cross section for electron emission.
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5.23 Temperaiure Dependenée of IR Absorption : Correlation of Two
Charge States of Bej | |
It is expected that the levels I have 'labled Be10 and Bey- are cbxrelated. In particular,. the
thermal ionization of one Be;0 level should result in the formation of one Bey- level. ‘To
_investigate such a correlation, I have measured the temperature dependence of the infrared
absorﬁance in bulk Si:Be between 100 K-300 K. These measurements were pefformed on
~ the Si:Be sample T21.1 ﬁsing a BOMEM DA3.02 Fourier transform_ spectrometer at the
University of Lund. |
It was found that the absorption spectra can be fitted to a sum of two components, naﬁxely
the Be% photoionization spectrum as obtained from IR absorption measurements in bulk
Si:Be at 1.9 K, and the Be’/~ photoionization spectrum for hole emission measured by
photocapacitance at 77 K. The intensity of these fwo components could be measured
separately as.a function of temperature. The absc;lute values of the optical cross sections for
these two transitions are also available from my photocapacitance measurements, and from/
calibration of absorption measurements in sampbles with known electrically active Bej
coﬁcenuaﬁons. Therefore the relative change in concentrations could also be obtained.

Comparing the absorption strength of Be0/- at 0.295 eV to that of Be”/~ at 0.470 eV, I

obtain
Aa_(li.ﬂ = . + | V 'f. ' e} (Be-lf) _ '
A BT 9.155 (+20%) ;o Sam=021a@sm
which yields A—&:&% - 0.7 +54%)

which is close the expected value of -1. The large uncértainty 1in the ratio of the optical cross

sections results from uncertainties in determination of the absolute values of the cross sections,
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Fxg 5.10 The photoionization continuum of Be-- as measured by absorption (solid

line) and photocapacitance (dashed line). The absorption data were obtained. from the
difference between absorption spectra at 245 K and 274 K as discussed above.
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‘namely uncertainty in the optiéal flux in the photocapacitance measurements used to

determine © (Be’/")v and uncertainties in the Be; concentraﬁon_ neccesary to calibrate
- absorption measurements of G (Be0/~). The results clearly show the correlation between the
levels Be1? and Be;~. Thermal ionization of Be}0 increases the concentration of Bej- and

the data strongly suggest that the ionization of one Be;0 level results in the formation of one

‘Bejlevel.
0.04 IVT T3 T .73 T 3.1 1 rir15..3
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= : :
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Fig. 5.11 Strength of the absorption due to the singly ionized charge state of Bej at
0.470 eV as a function of absorption due to neutral center at 0.295 eV. As the
concentration of neutral Be) is reduced by thermal ionization, the concentration of the
- ionized charge state grows. : : '
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- .5.3 Infrared Spectroscopy of the Neutral Bej Center

5.3.1. Zero stress ‘
The infrared absorption spectrum of the Be center in silicon is shown in Figs. 5.12 and
5.13. The main features of the spectrum are very similar to the well known IR spectra of
simple acceptors: A series of sharp lines (170-190 rﬁeV) indicate transitions between
discrete stafes. The line spacing matches the spacing of the P32 line series of ordinary
| acceptors, in which one hole is promoted to Rydberg states associated with the j=3/2 valence
b__and. Continuum absorption due to photoionization is obscfved. In addition, twé sets of
resonant states are 6bserved within the broad continuum response.. The spacing and
position (relative to the P3/; series) of lines at 228-230 meV match the Py series of |
ordinary acceptors. In these transitions a siﬁgle hole is excited to Rydberg states associated
with the j=1/2 valence band. A second set of featureé (235-245meV) are optic phonon
sidebands of the P3; line series. The latter series is seen primarily through its interaction

with the valence band continuum states.

Pﬁotocdnductivity spectra of Si:Be show the same general features as absorption spectra
(Fig 5.14). The P3/y sharp line series is observed through PTIS and self-absorpti'oﬁ
 mechanisms. The photoionization continuum dominates the vphotocoriductivity response.
Optié phonon sidebahds of the P3/; line series are clearly seen as resonances in the
continuum. Interestingly, an additional set of features is observed at energies of the P32
lines plus 2 times the energy of the zone-center phonon (Fig 5.15). These features are
evidently two-phonon sidebands of the main line series. The second-order features are not
visible in absorption spectra. Subsequent to this observation, I have observed the second- _

order resonance feature in photoconductivity spectra of Si:In as well.
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Fig.5.12 - Infrared absorption spectrum of a typical Si:Be sample. A set of intense
absorption lines (1400 - 1600 cm-!) form the P3y; line series of the neutral Be) center. At
higher energies the Be;%- photoionization continuum is observed. The Be; P; p seriesis
seen around 1850 cm-l. Fano resonances of the P3p; lines are observed starting at

1940 cml. A weaker set of sharp lines around 1100 cm-! are the P3/; line series of the
bcrylli_um-relatcd complex Bej.
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Fig. 5.13 Sharp line absorption spectrum of the Be) center. ’I'he spacing of the
dominant features (I) match the spacing of the odd-panty hydrogenic-acceptor states. The
lines display a fine structure including a weaker series displaced by 5 cm-! to lower energy'
(I*). Certain lines also display a component displaced to higher energy (I*). The ratio of
the series (I) and (I*) is temperature dependent indicating that the (I*) series arises from a
sphmng of the initial state of the transition.
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_ Final State Be; () B Al
Line No.

E | 191.9 | 45.83 | 70.42

1 | GS.-2P3p[s) | E;-15.28 | E;-15.45 | E;-15.54
2 2Psp@Ts) | -1128| -1134| -11.93

3} 3P3pMs) | -736 |  -7.48

4 2PspT7) | -621| -626] -634
4A ,2P1pTe) | -6.06 | -6.18 | -5.46
4B . 3PspTg) | -550]| -595| -526
5 -433 | -440| -4.14
6 | -370| -370| -3.67
7 | -3.10 | -312| -332
2p' _2P1p(Te) | +37.07 | +37.07 | +37.06_

‘Table5.2  Positions of the infrared absorption lines of neutral Be; center. Data for B.
and Al acceptors in silicon are included for compairson. All energies are given in meV.
The final states of the transitions are identified using notation appropriate for single-hole
states. o o

The Bclv sharp line spectrum also shows a fine structure which has no émalogue in the
| spectfa of simple accepfors (Fig. 5.13). A second series (I*) displaced by -0.51(5) meV
from the main series (I) gmw§ with increasing temperature. In addition, lines 2, 4A, and 2p'
(I use the standard notation for the single-particle lines) cléarly shov? a weak component

(I+) shifted by 0.53(5) meV above the (I) series.
The ratio of the intensities of | the (I) and (I*) line series is temperature dependent.

Deconvolution of the spectral data with a modified Lorentzian lineshape allows the various

components of the strongest lines to be separated and their intensities measured.
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Photoconductivity spectrum of the Bej center.
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Fig. 5.15 Ratioed photoconductivity Spectnim of the Bej center. This figure was |

obtained by dividing the raw photoconductivity spectrum by a low resolution copy of itself.
Four sets of features are observed. These are the Bej P3p line series (1400 - 1600 cm™!) ;
Fano resonances of the P3y; lines involving one optic phonon (1950 - 2150 cm1); a second
set of resonant features which are Fano resonances of the P3y; lines involving two optic
phonons (2400 - 2600 cm-1) ; and the 2p' line of Bej (1850 cm-l). Lines 1 and 2 of the
Be) P3p; line series are seen as absorption in the response of a shallower level, while line 4
is observed as a positive peak.

i
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1 find the temperature dependence to be described by

L = 0.6 exp(Ehr) E,=035(10)meV - (58)

The thermal activation is close to the -specu'oscopic splitting of 0.5 * 0.05 meV., and
indicates the presence of a level close to the gfound state. The temper_afure dependence
arises because this level, which is the initial state of the (I*) transitions, must be thermally
populated. Such transitions are often referred to as "hot" lines. These measurements are in
agreement with é/set of elegant FIR measurements in Si:Be by Peale, Muro and Sievers
(Peale, Muro et al. 1990), in which they pbserve absorptioh due to transitions between the
ground state and a level separated by 0.5 meV. The ratio I*/I is approximately temperature
independent, indicatihg that the I* structures are "ccld",lines arising from a splittin_g of the

final states. - o - L

532 Absorption under Uniaxial Stress

Uniaxial stress-induced splittings have been measured for lines of the P12 and P3p; series.
Line splittings and shifts reflecting splittings and shifts of both the initial and final states are
observed. Befoi'e descﬁbing the complex stress dependence of the lines, it is useful to
" considera simple limiting case. In the weak—coupling’limit, the two holes are independent in
the 1s2p configuration. The stress dependence of the 1s2p states is then just the sum of the
stress dependence of the hole in the extended 2p state and the hole in the localized 1s state.
The influence of stress on the extended 2p state should be similar to that of stress on the 2p
excited states of simple acceptors. The analySis of the stress splitting of the P lines of
~ ordinary acceptors is straightforward. States at the maximum of the j=1/2 valence band
remain two-fold degenerate in the presence of time-reversal symmetry and therefore donot

split under stress. The final state of the 2p' transition in the spectra of ordinary acceptors
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Fig. 5.16 Peak positions of the components of line 2p’ under <111> stress. Closed
symbols represent "cold" lines, i.e., lines whose intensities go to a constant value at low
temperatures. Open symbols represent "hot" lines whose intensities go to zero at low
‘temperatures. Polarization selection rules are indicated by the symbols "li", "+", and "A".

The symbol "II" indicates transitions observed only with E Il F. The symbol o indicates
transitions only observed for E perpendicular to F, and "A" indicates transitions observed
under all polarizations of light. v
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Fig. 5.17 Peak positions of the 2p’ lmes under <001> uniaxial stress. The notation is
the same as in the previous figure. : _
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Fig. 5.18 Peak positions of the coméonents of line 2p' under <110> stress.” The

weaker components of 2p' are not observed due to experimental d1fﬁcult1es The notation 1s
the same as in figure 5.16. .

has I'g character, and also does not split under st_réss. In contrast, the j=3/2 valence band
splits under stress, and this splitting is reflected in the splitting of the I'g impurity levels

which are the final states of P3y; transitions of ordmary acceptors. If a set of level splittings
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- are observed in the P13 lines of Be0, we may expect to observe the same splittings in the '

P3p lines, only superposed on the splitting of the 2p(T'g) states.

The stress dependence of line 2p' is presented in figures 5.16, 5.17, and 5.18. I will refer to
the different é_oinponents of a line observed under stress by numbering them from low to
high energy.  The data were obtairied from three sets of samples. Because the Bej
concentration in the <110> samples was lower then in the <001> or <111> sets, the weak
satellite features Iop* and Iop* are not experimentally resolved in the <1 10> spectra, even at

ZEro stress.

A total of 4 cc;mponents 2p'.1 - 2p'.4 are observed under <111> uniaxial stress (Fig. 5.16).
. The weak components 2p'.1 and 2p'.4 which correspond to the satellite features Izp;" and
Inp* are only resolved at low stress. Components 2p'.2-and 2p'.3 result from a splitting of
the strong feature Ipp. Line 2p’.2 is thermally activated (it is a "hot" line) while 2p'3 is not.
- The emergence of the "hot" line must be at least partially due to a splitting of the initial state
of line Iép, ‘which is the ground state at zero stress. For later reference the inagnitude of the
splitting w111 be labeled Aggs<111>. The splitting is lmear w1\th stress, and Ags<111>=0.30
cmrl/MPa. . '

Under <001> stress a total of 5 components 2p'.1 - 2p'.5 are observed (Fig. 5.17). A stress-
‘induced excited-state splitﬁhg is observed through the separation of the "cold" lines 2p'.2
and 2p'.4 which I will label As<001>, This excited-state splitting As<qo1> is linear with stréss

and Agqoi> = 0.059 cm-1/MPa. A "hot" line (2p'.3) emerges between the two "cold" lines, _

and is distinct at stresses above 100 MPa. The separation Ags<001> between 2p'.3 and 2p'4

is interpreted as a weak splitting of the initial state of line Ipp under <001> stress. Lines .

2p'.1 and 2p'.5 correspond to the satellite components Ip* and Izp*, and are observed at

stress values below about 100MPa. Iam not able to resolve a splitting of either line.
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Under <110> uniaxial stress the 2p' line is observed to split into two "cold" lines 2p'.1 and
2p'.2. The splitting Ag<110> is linear with stress and As<110> = 0.12cm 1/MPa. I am unable
to resolve any other components. Pfeéumably the weaker components are not observed due

to experimental difficulties.

. The stress dependence of lines 1 and 2 of the P3p series is shown in Figs. 5.19, 5.20, and
* 5.21. The splitting pattern is more coniplicated than in the 2p' data and there is considerable

overlap of stress-induced features. Nevertheless, the pattern may be recognized as a

superposition of the splittings observed in the 2p’ data and an additional set of final state

splittings.

Line 2 splits into 8 resolvable components 2.1 - 2.8 under <001> stress (Fig. 5.19)_. Itis
found ﬁat the splitting of all lines can be expressed in terms of the lineb separation Ag<001>
seen in the 2p' data, and one other term which I will call A2p<001>- The strong central line I
separates into 4 "cold" componenfs 2.2, 2,3, 2,6 and 2.7. The splittings between
components 2.2 and 2.3 is equal to As<ob1; as is the splitting between 2.6 and 2.7. The
splitting between 2.2 and 2.6, and between 2.3 and 2.7 are equal and define A2p<001>- lThe
separation A2p<o()1> is linear with stress and A2p<g01> = 0.20 cm’llMl;a. Line Ip* is -
observed to split into two components, 2.4 and 2.8 and the separation is equal to Azp<01>.

Line Ip* sp‘lits into two components 2.1 and 2.5. the separation between these components

is As<001> - A2p<001> -

The stress dcpendcncé of line 1 under <001> stress is simplier as the line separates into
only 4 components. The strong zero-stress feature Iy splitS into two lines 1.2 and 1.4. The

separation between them is equal to Ag<pp1>- The "hot" line I3* also splits into two

; components 1.1 and 1.3, and the magnitude of this splitting is also equal to Ag<po1>. Thus

139



the splitting pattern is exactly that of line 2p’, with\ an additional detail (the splitting of the
"hot" line) observable in this higher signal-to-noise data. This simplicity is not surprising,
as it has been shown (Buczko 1987) that the Single—hole state 2p3/2(I'g) remains accidentally

degenerate under <001> stress.

The stress dependence of lines 1 and 2 under <111> uniaxial stress is shown in Fig 5.20.
Line 2 splits into 7 resolvable components. The strong feature I3 splits into a "hot" line
(2.3) and two "cold" lines (2.4 and 2.5). The splitting between the "cold" lines will be
labeled Agp<111> land is clearly non-linear even at moderate stress valuv_es. The separation
between the "hot" line 2.3 and the "cold'v' line 2.5 is equal to the splitting Ags<111> measured
in line 2p’. The weak satellite feature Iz* splits into two components 2.1 and 2.2, and the

separation between 2.1 and 2.3 is approximately equal to Agp<111>. The "cold" feature I>*

also splits into two components (2.6 and 2.7). The splitting between these lines is also

‘about equal t0 A2p<111>- A similar pattern of splittings is observed in line 1. The strong

zero-stress feature I; splits into one "hot" line (1.2) and two "cold" lines (1.3 and 1,4). The
splitting between 1.2 and 1.4 is equal to Ags<111>- The splitting between the "cold” lines 1.3
and 1.4 will be labeled Ajp<111>. No splitting of the "hot" feature I;* can be resolved.

Under <110> stress, line 2 separates into 7 resolvable compohenis (Fig 5.21). The central
feature Ip splits into at least thfec "cold"” lines (2.2, 2.4, and 2.6) and two "hof" lines (2.3
and 2.5). The splitting between "cold" lines 2.4 and 2.6 is equal to Ajs<110>. The
separation between the "hot" line 2.6 and 2.2 is linear with stress. For later reference, this
second separation will be labeled Azp<110>. The separation betwéen the "hot" line 2.3 and
the "cold" line 2.4 is linear and is équal to the séparation between lines 2.5 and 2.6. The
magnitude of this splitting will be labeled Ags<110> The emergencé of the "hot" lines 2.3 and
2.5 indicates é ground-state splitting under <110> stress which was not observed in the 2p'

N

<110> data, possibly due to small signal problems.
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Fig. 5.19 Peak positions of the lines of the P3p series under <001> uniaxial stress.
The notation is the same as in figure 5.16. : ' _
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Fig. 5.20 Peak positions of the lines of the P3p series under <111> uniaxial stress.
The notation is the same as in figure 5.16.
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Fig. 521 ~ Peak positions of the lines of the P3p; series under <110> uniaxial stress.
The notation is the same as in figure 5.16.

Line 1 splits into at least 5 components under <110> stress. The strong feature I; splits
into three resolvable "cold" lines 1.2, 1.3 and 1,5, and a "hot" line 1.4. The separation
between 1.5 and 1.3, and between 1.3 and 1.2 are equal to the separation A15<110>. The

separation between 1.5 and the "hot" line 1.4 is equal t0 Ags<110>.
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5.3.3 Discussion

The stress dependence of the Be0 line series described above shows a set of line splittings
~ common to the lines of the P32 and Py, line series, as well as a set of excited state splittings
which are only observed thé P3p; lines. These additional splittings can be identified as the
splittings of the 2p3/>(I'g) and 2ps5,2(I'g) single-hole effective-mass states which are well

known from previous studies of simple acceptors.

A

State ‘ A1 Ao A<01> b d

| (cmY/MPa) (cml/MPa) (cl/MP2)  €V) (V)
Bey 2P3p(I's) 0.143) ~ 0.13(1) . 0.00(1) 0 -36(2
Be 2PspTy)  0.21(5) 0.22(1) 0.20(1) 1.3(1) 4.0
Al 2P3p(I'g) 0.18(1) 0.16(1) 0.016(8) - 0.10(5) -3.11(22)
Al 2Psp(T’g) 0.15(1) 0.17(1) 0.225 143 2.56(22)

Table 5.3 Line splittings A and deformation-potential constants b and d obtained from
the stress dependence of the P3p line series of the Bej center. Deformation-potential
constants follow the notation of (Chandrasekhar, Fisher et al. 1973) and were derived from
the <001> and <110> stress data. Data for the 2p(I'g) excited states of Al included for
compairison. The values in parentheses denote the uncertainty in the least significant digit.

In table 5.3 I have listed the magnitudes of the linear component of the line splittings Ajp-
and App for each stress orientation. It can be seen that the orientation dependence agrees

with the predicted splitting of I's multiplets (see Appendix 1)

‘A2 2 2 2 .
A10= %001 *%(Aul‘Aom) : : (5.9)
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Deformation potentials for extracted for these states are also of the same order as the
'predicted (Buczko 1987) and measured (Chandrasekhar, Fisher et al. 1973) deformation
‘potentials for the 2p3(I'g) and 2p5/2(F g) effective-mass states. In addition, the non-linear

stress dependence of splittings observed under <111> stress is qualitatively similar to the

nonlinear final-state splitting predicted and measured for the siniple acceptors. The ,

" observation of this set of linear splittings indicate one hole is in a nearly unperturbed 2p
effective-mass statc, suggesting that the two holes 'aré essentially independent in the 1s2p
* configuration. | “

The line splittings common to the Py and P3 series are‘ not anaiogous to line splittings
observed in piezospectroscopy 6f simple acceptors. I will now discuss the origin of these
splittings. It can be shown that these do not arise from a single acceptor or double acceptor

with a large static distortion. This is because the final state splitting Als is mcon51stent with

the orientational sphttmg mechanism observed in the piezospectroscopy of non-cubic

centers (sée Appendix 1). In particular, no final state splitﬁng is observed in the 2p' line

under <111> stress. Only tetrahedral, tet}agonal, or thombic centers fail to show an
orientational splitting under <111> oriented stress. However, the Ay splitting is two-fold
under both <001> and <110> stress, and Ajs<110> = 2A15<001>» Which does not fit any non-
cubic class. As the orientational splitting is not observed, the center is either non-static, that
is free to reorient even at the lowest temperatures measured (2 K), or it is tetrahedral. It can
in addition be shpwn that a dynamic distortion alone canhot account for the éxpeximcntal
results. Upder any distortion or stress (Kanheusefahd Rodriguez 1973), tﬁe two-particle
state composed of two non-interacting holes will split mto three levels, e.g., for <OO)1> stress
{Ac®Ag) = A1, Ag®A7DA7TRAg = A3®A3 and‘ {A7®A7} =IA1 The lowest and highest

energy levels will be sin glet Aj states. Therefore a model with dynamlc distortion and no

hole-hole 1nteract10n contradlcts the observation of ground-state splitting under all

orientations of stress. A static distortion is also ruled out.
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Ad11> Ai0> A«q01>  deformation potential
State . (cm*/MPa) (cm'l/MPa) (cm-l/MPa) (%) :

Be1 1S3,('8) X - 0.122(5) 0.059(5) b=38(2) d=2.6(2)
Be; (15)%(T's) 0.30(1)-x 0.059(5) 0.012(5) C=15@2) B=0.05(3)

Table 5.4 Line splittings and deformation potential constants obtained from the stress

dependence of the P12 and P3p line series of the Bej center. The symmetry character of

the states is predicted from the substitutional double acceptor model discussed in the text.

The proper orientation dependence of the line splittings is obtained for x=0.15. The values

in parentheses denote the uncertainty in the least significant digit. The deformation potential
~constants B and C for a general I's state are defined in Appendix 1.

Reasonable models for the Bej center must take account of the double-acceptor nature of
the defect. I will consider a simple model in which the hole-hole interaction is fully taken
into account in the description of the ( 1s)2 ground state, but may be ignored to first order in
the descﬁption of the 152p excited states. Uniaxial stress will thén split the final states of
lines 1 and 2 into four compbnents each, as the tightly bound 1s (I'g) level and the extended
2p (I'g) levels will each split under stress. The final state splitting observed in the 2p' lines.
(A1) arises from the splitting of the highly localized 1s level dnly. .The (1s5)2 s_tate§ ofa
neutral double acceptor have been discussed in chapter 3. The low_est energy states are
predicted to transform according to the I's, I'3 and I'y representations of T4. The qualitative
stress depehdence of these levels can be obtained from group theory. Projéction of the
three representations into the lowér symmetry groups C3y, D24 and Cpy, which correspond

- to the point group of substitutional defects in the strained crystal under <111>, <001>, and

- <110> stress respectively, shows that the three-fold representation I's may split under any

orientation of stress, while the two-fold representation I'3 may not split under <111> stress.
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Level diagram showing the splitting of (15)2 and 1s2p states of Be10 under
<111> stress. In this diagram dashed arrows indicate transitions which are only allowed
under the E Il F. Dotted - dashed arrows indicate transitions allowed under E perpendicular
to F, and solid arrows indicate transitions allowed under any polarization. The symmetry

~assignments on the left indicate the symmetry of the bound states as predicted by a
substitutional double acceptor model. The product state I'g®I¢' indicates the 1s2p state
1S3(I'8)2P12(I'6). The symmetry assignments on the right side indicate the projection of
these states into representations of the group C3v. The transitions which are labled are

those which are observed i in uniaxial stress experiments.
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Fig. 5.23 Level diagram showing the splitting of (15)2 and 152p states of Be10 under
<001> stress according to the substitutional double acceptor model described in the text.
The notation is the same as in Fig. 5.22.
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‘Fig. 5.24 Level diagram showing the splitting of (15)2 and 1s2p states of Be;0 under
<110> stress according to the substitutional double acceptor model described in the text.
The notation is the same as in Fig. 5.22. It is found that all the 1s2p excited states project
into the products E5®=5 in the group C2v. The Es states are labed u or d depending on
whether that state splits to higher (u) or lower (d) energy. As in Fig. 5.22, labled transitions
indicate those which are experimentally observed. Clearly not all of the transitions allowed
-by symmetry considerations are observed in experiment.
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I} is a singlet which cannot split under any conditions. As a finite gmund-state splitting is
observed under all orientations of stress, only the I's level satisfies the qualitative
requirements. This simple model predicts that the orientation dependence of the ground-
state splitting will match that of a I's level, while the stress induced excited-state splitting
observed in the 2p' data will match that of a I'g level.

The observed level splittihgs are shown in table 5.3. The data are consistent with the
substitutional double acceptdr model if it is. assumed that not all allowed transitions are
- observed in the <111> stress spectra. In particular, the large separation Ajs must be treated
as thé sum of an excited?étate splitting of magnitude x and é. ground-state splitting of
magnitude A5 -x . Proper orientatién dependenéc of the splitﬁngs is obtained fof x=0.15,
while in the absence of such an assumptioh (for x=0), the orientational dependence of the
Ay s splitting does not match predictions for a I's multiplet, and the orientational dependence
of the Ags splitting does not matCh the values predicted for the splitting of a I's level.

“The substitutionalldoublc écéeptor model is outlined in Fig 5.22 for the case of <111>

stress. The ground-state splitting is due to the splitting of a I'5 level, and the splitting of the
deep 1s (I'g ) level associated with the 152p state is also present as an excited-state splitting. .
Further splittings due to the splitting of the exiended 2p states are observed in lines 1 and 2.
As discussed above, it is assumed that only transitions from the ground state to the A4
states, which form the upper branch of the split 1s (T'g) level, are observed, and only
transitions from the initial states of the "hot" lines to the A5 @ Ag states, which form the
lower branch of the split 1s (I'g ) level, are seen. In this case the line splitting defined as
Ags<1'11> is the sum of the ground-state and excited-state splittings. The separation
Ags<111> (30 cm'llMPa) is nearly equal to the sum of the splittings (27 cm-1/ MPa) derived
from <001> and <110> stress data if the ground-state and excited-state splittings. are due the
splitting of a I's and I'g state respectively. Polarization selection rules can also be obtained
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Fig.5.25 Splitting of the Be;0 ground state for <001>, <111> and <110> orientations
of uniaxial stress. The ground-state splitting under <001> and <110> stress are taken
directly from observed line separations. The splitting under <111> stress is derived from
the separation between 2p'.3 - 2p'.2 minus the predicted excited-state splitting, as discussed
in the text. The orientational dependance of the ground-state splitting shown above is
consistent with a ground-state wavefunction which transforms according to the I's
representation of Ty. '

from the model, and the level ordering illustrated in Fig 5.22 produces polarization selection
‘rules which agree with the data. Figs 5.23 and 5.24 illustrate the substitutional 'double,
acceptor model for <001> and <110> uniaxial stress. Once again it must assumed that not
all allowed transitions are observed in my spectra. In barticular, the I's ground state is
ckpectedb to split into three leveis under <110> stress, although only two are observed in the
~ data. If these assumptions are allowed, however, the data are fully consistent with the

model.
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Fig. 5.26 Excited-state splitting observed in each line of the P37 and Py line series of
Be1%in the 152p configuration. The splitting is attributed to the splitting of the deep 1s(I'g)
hole state. The orientational dependence of the splitting is consistent with a I'g level.

o
It must be noted that there is little theoretical justification for the a posteriori assumptions
introduced above. At stress valués sufficiently high that the stress perturbation dominates
over the hole-holc. interaction in the ground state, the selection rule suggested for
interpretation of the <111> data is expected, and transitions will be possible only to a single
branch of the 1s (I'g ) state. However, the experiment apparently does not reach that regime.
In the high-stress limit the ground state should be a singlet A; level. However, the observed
pblarization selection rules are only consistent with a two-fold A3 ground state even at the
highest measured <111> stresses. Transitions from the A3 state should in principle

communicate with both branches of the 1s(['g) state.
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In addition, the simple model developed above does not describe the zero-stress splitting of
the excited states which gives rise to the I* lines. The stress dafa shows that these features
do nof arise from the coupling of the two holes in the 1s2p state. Instead it appears that the
extended 2p state behaves as an unperturbed single-pafticle state. It should be noted that
similar excited state splittings have been observed in the sharp line spectra of Si:Pt
(Kleverman, Olajos et al. 1988). No explanation has been found for theéc level splittings in

that system. Further study is necessary to explain the zero-stress excited-state splitting.

The tetrahedral double-acceptor model discussed above gives a simple framework for
interpreting the sharp-line spectrum of the Be; centér and its stress dependence. Within this
-model, the ground state of the Be; néutral double acceptor at zero stress transforms
according to the I's representation of Tq. The next highest eﬂ:nergyn(l.s)2 state (0.5 meV
above the ground state) is aI'3 state. Other states must lie at least 5 meV above the ground
state as transitioris from higher energy iniﬁal states are not observed even at the highest
iemperatures investigated. This is c’onsistént with the modcl of Giesekus and Falicov
(Giesekus and Falicov 1990) which predicts a separation between the F=1 (I'1) and F=2
(T's®TI'3) states of the order of tens of meV, and a splitting between the I's and I“3‘ states of
order 1 meV. The level ordering (F=2 below F=l) is in agreement with Hund's rule. The
level ordering therefore differs from that observed for the neutral double acceptors Ge:Be,
Ge:Zn and the 78 meV double _accci;tor in GaAs. However, on the analogous coupled hole
system consisting of excitons bound to neutral acceptors in GaAs, the F=2 states havé been

found to form the ground state.
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Chapter 6  The Beryllium Substitutional Pair

6.1 Introduction o »

In this chapter I describe a detailed, high-resolutibn infrared absorption study of the
Ey+145.8 meV berylliﬁm—related center in silicon (Heyman, Haller et al. 1991). The
‘excitation spectrum of this éenter, which I designate Béz, consists of an acceptor effective-
mass line series accompanied by a second weaker series displaced to higher energies by 2
meV. I also present absorption spectra obtained under uniaxial stress. The stress data
show that the center possesses> trigonal point symmetry, and indicate that the two series arise
from the same defect. -I'develop a simple modél of a neutral, trigonal double-acceptor in
which the hole-hole colx'relation effects are included in the description of the ground state,
but are neglected in the treatment of the effective-mass-like excited states. This model fully
explains the experimental results. A preliminary study of the annealing kinetics indicates -
that the center contains more than one Be atom. T suggest that the center is a beryllium pair
in which Be atoms occupy nearest-nclghbor 81 sites. Recent calculauons (Tarnow, Zhang et
al. 1990) indicate that the substitutional pair should be metastable under certain conditions, ‘

and that the lowest energy configuration of this center should be a double acceptor.

6.2 Experimental Results

621 Infrared Red Transmission at Zero Stress

Infrared spéctra of the Si:Be samples prepared for this study show transitions from the
Ey+191.9 meV acceptor level (Bep) as well as from the Ey+145.8 meV acceptor level
designated Be> (see Fig. 5.12). IR transmission measurements at S K show a series of
absorptlon lines in the region 130-150 meV (F1g 6. 1) The spacing and relative intensities

of five strong lines are consistent with transitions from a ground state at Ey + 145.8 meV.
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Fig. 6.1. Sharp-line absorption spectrum of the Bez center. The markers show the
line separations of simple acceptor Rydberg series in silicon. Two overlapping effective
mass series separated by 2.1 meV are seen. A weak feature at 125.4 meV is not related to
the Be) center. : : :
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Fig. 6.2. Breit-Wigner-Fano resonances in the continuum absorption of the Bej

center. Resonances arise from transitions to the quasi-bound states which consist of an
- electronic excitation plus the creation of a zone-center optic phonon. Markers show
positions of the Bez o and B series shifted by hor = 64.4 meV. Strong competing
continuum absorption from the Be; center degrades the signal-to-noise above 200 meV.
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. The spacings and relative intensities of the remaining weaker lines match a second acceptor-

effective-mass series. The energy positions are given in table 6.1. I designate the strong
and weak series o axid B, respectively. The shift between corresponding lines of the two
series varies from 1.9-2.1 meV. The ratios of the intensities of corresponding lines of the o
and B series are approximately 5:1 and are constant in all samples measured. These data
agree with previousrmeasurements of this center.  All of the lines associated with the Be)
center may be recognized in the published spectra of Peale et al. (Peale, Muro et al. 1990),
although they do not refer to or discuss the B series lines. Only the four strongest lines

(Bez 1a, 20, 28, v4a in my notation and Beyy 1, 2, 3, 4 in their notation) were discussed in

. the earliest study by Crouch et al.(Crouch, Robertson et al. 1972).

‘Two series of resonance features are seen the continuum-absorption region of the Bej

: absorptioznvspectnim, shown in 7ﬁguré 6.2. These appear at energies 64.4 meV above the

energies of the Sharp lines. The shift is equal to the energy of the z’ohe-ccnter optical
phonon in silicon. Similar features have been observed (Baron, Young et al. 1983; Watkins
and Fgwlef 1977) for many acceptors in silicon including ’B, Ga, Al, and In and they
éorrespoxid to Breit-Wignef-Fano-tYpe resonances of a discreie state with a continuum.
They arise from a resonance of virtual bound states consisting of the one-optical-phonon
sidebands of the P37 electronic excited states, with the valence band states. The intensities
of the o and B Fano resonance seriesrare a_pproximately equal. Transitions to Rydberg states
associated with the split-off valcnce'band (the P12 series) cannot be measured for either
series. Such transitioné would be obscured by the much stronger absorption lines of the

Bej P3pp series.
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Table 6.1. Ground-to-excited-state spacings for the Bey center. Data for B and Al
acceptors included for comparison.

N

Line no.  Bezo. Be, B B(2) Al(b)

1 13040 - 13261  30.38 54.88
2 134.49 136.46 34.49 58.49
3 ) 138.4 ............ 38.35 . eesesessess K
4 13974 141.84 39.57- 64.08
4A ‘ ’ 39.65 64.96
4B | S 39.88 65.16

a(Skolnick, Eaves et al. 1974).
" b(Onton, Fisher et al. 1967).

Measurements have been made at temperatures between 4 K - 50 K. The relative intensities
of the o and B sg:ries are temperature independent over this range. No new features are seen |
at higher temperatures. This is in agreement with measurements by Peale et al. (Pealé,
Muro et al. 1990) over thé range 1.7 K - 50 K which also show no new features at elevated |
“temperatures. These resﬁlts prove that the two'li'né series do not arise from a splitting of the
ground state of the system. These data also suggest that there is no higher state in the
- ground-state manifold.which may be significantly populated at T< 50 K. To be consistent
with my measurements, the neare#t level from which transitions may be observed must be at

least 5 meV above the ground state.
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Fig. 6.l3. Peak positions as a function of <100> and <111> applied stress. Dashed

lines show line splittings predicted by the trigonal double acceptor model. Splittings of
weak features such as the B series lines are not completely resolved in these measurements.
Under <100> stress, the four-fold degenerate excited state of line 2a splits into two
Kramers doublets. The two-fold excited states of lines 4 and 4A separate but do not split.
Under <111> stress an additional splitting of these lines is observed due to a lowering of the
orientational degeneracy. These results indicate that the Bep center is trigonal.
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In addition, a much weaker line is observed at 125.41 meV which is not correlated with the
intensity of the Be) series. The temperature dependence of the line-width and intensity of
the 125.41 meV feature are similar to the Be, series indicating that this line also arises from

an electronic transition.

6.2.2 Absorption under Uniaxial Stress

Transmission measurements have bécn made for <1 1,1> and <100> stress in the range 0 -
150 MPa. The fesults afc summarized in figure 6.3. The well known splittings of the
acceptor effective-mass excited states aré observed in both the o and P series. The relative
intensities of the stress-split components are temperature independent. This indicates that

the ground state does not split under stress.

The behavior of the accepfor effective-mass states under uniaxial stress is well understood.
The two-fold states which transform like thc Kramers doublets I'¢ or I'7 shift but do not
split. The four-fold I'g states spht into two Kramers doublets under any orientation of
stress. The final states of lines 1 and 2 of the acceptor ‘effecuve-mass series are I'g states.

The final states of lines 4 and 4A are I'q and I'7 states, respectively . The splitt'mg of the I'g

levels under <111> and <100> stress are A<100s = 2b(s11-512)T, and A<q11s = —d—

where the elements sij are the elastic compliance constants of silicon, T is the apphed stress
and b and d are deformation-potentiél constants. The constants b and d are defined for each

level, but are typically close to the valence-band values.

The observed splittings of the o and B line series under <100> stress are given by the stress
dependence of the np aéceptor effective-mass states as determined from piezospectroscopic

measurements of acceptors in silicon. The deformation potential b for the final states of line
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1 and 2 may be determined froni the line splittings. The values are comparable to
/deformation potentials obtained from other acceptors (Chandrasekhar, Fisher et al. 1973)

and‘ from theory (Buczko 1987). Within experimental error, values of b obtained for thg o

and P series are equal. |

The <111> stress results méy be summarized as follows: the stress dependences of the

lines of the a series are smﬂar to predicted splittings of acceptor effective-mass excited
- states under <1 1 1> stress. Deformation potenual values for the final states of lines 1 and 2
calculated from our data are comparable to values obtamed for simple acceptors and to
results of theory. However, there is an additional linear splitting of all lines of 27 meV/GPa.
An exception to this simple description is seen in line 1, in which only 3 of the expected 4

components are seen.

Table 6.2 Summary of the uniaxial-stress data for the Bep center. The constants b, d,

"~ Aj and Aj are defined in the text. Deformation potential constants of B.and Al included for
comparison. Excited states are labeled by the single particle notation. Values in parenthesis
indicate the uncertainty on the least significant digit.

Piezospectroscopic
Deformation Potential Constants ' “Tensor Element
beV) . dEeV) (meV/GPa)

1T’y Iy 1Ty 2Ig- A;r A
Be; OO 0.01) 09008 -2.53(30) 1.57(20) 2(2) 10.2(5)
Be> B 0.03) 0.82(15) e , » 1.58(40) 3(5 13(2)
B® 0.20(15) 161 -2.31(25) 2.64(25) '
Al(@) 0.10(5) : 1.43 -3.11(22) 2.56(22)
Theory®  -0.025 1.09 - -1.84 2.04

3(Chandrasekhar, Fisher et al. 1973)
b(Buczko 1987).
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Measuremehts have been made with light polarized with electric field either pérallel or
| perpendicular to the stress axis. Results are shown in Fig. 6.4. A clear stress-induced

dichroism is observed which is discussed below.

Lines of the B series broaden rapidly with stress, and stress induced splittings are poorly
resolved. However, both the effective-mass-like splitting and the additional splittin g of line
2B are Seén in certain spectra (ﬁgure 6.4). Within the limits of the experimental data, the
pattern and magnitude of the stress-induced splittings of both series are identical. The

deformation potential values obtained from the data are summarized in table 6.2.

6.2.3 Annealing Kinetics

A prcliminary stixdy was made of the formation kinetics of the Bez center. The study
suggests that Bej is a multi-beryllium atom complex, but does not prove the pair model for
the cénter. Five Mples with electrically-active Be concentrations spanning the range 1016 -
1017 cm3 were selected. The samples were annealed together at 800°C and then cooled at
3°C/min to 400°C.‘ The samples were held at 400°C for 5 hours Befbre being quenched into
~ ethylene glycol ai room temperature. High-resolution IR spectroscopy was used to measure
the absorption strcngths of the sharp line seriés of the Be; and Bej centers. " The
éoncentration was assumed to vary linearly with line strength. A power-law dependencé of

the concentrations of the centers was observed
" [Begle [Be )™ ; M=3+03

If it is assumed that only electrically-active beryllium is available for the formation of Be;

. centers, then the only important reaction for formation of a pair is
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2Be;”+2h & Bey”

Two holes are required because we are replacing two double acceptors with one. Using the

‘mass action law (Reif 1965) one can predict that in équilibrium:

[Bes] o [Bey]2[h] 2
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- Fig. 6.5 Concentrations of Be; and Bej in five samples measured using FTIR. The

samples were annealed together as described in the text. A is a constant of order 1 which is
present due to uncertainty in the optical cross section of the sharp-line spectrum of Bej.

The concentration of holes depends 6n whether the material is intrinsic or extrinsic at the
temperature where equilibrium is reached. At sufficiently high temperatures the material
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| will be intrinsic and the hole concentration will be nearly equal in all sémple_s. At lower
temperatures the material will be .extrinsic and the hole concentration will be proportional to
the acceptor concentration, whieh is dominated by the concentration of Be;. Thus one
expects [Besle [Bej] 2 in the intrinsic case, and [Bep]e [Bej] 4in the extrinsic case. This
experiment corresponds to the extrinsic case. The intrinsic-hole coneentration in silicon is
approximately 1016 cm-3 at 400°C, while the extrin;ic-hble concentration in my samples at
400°C should range from 2-1016 - 2.1017 cm-3. The observed power-law concentration
dependence suggests that Be is a complex containing rhbre than one Be gtom. The
disagreement with the simple pair formation model suggests that the system did not reach
thermal equilibrium during the anneél, so that the pair formation was limited by some
intermediate reaction step. It is unlikely that a three-atom or higher-order complex would

possess trigonal symmetry.

6.3 Discussion

© 63.1. Defect symmetry

I have found a new splitting of each of the absorption lines of the Bej center under <111>
stress in addition to the splidtti'ng of the 2p envelope states expected from effective-mass
theory. From these data I infer that the Bez center is trigonal and that the additional splitting
is due to a Iowering of orientational degeneracy (see Appendix 1). If the well-known
splitting of effective-mass I'g excited 'stat'esvis included, the trigonal model explains all of the
stress-induced spﬁtﬁﬁgs observed in my data, and I obtain the pieiospecuoscopic tensof

elements .

A;=2(2) meV/GPa  ; Aj = 10.2(5) meV/GPa.
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Fig. 6.5. Proposed level diagram for the Bey showing the ground state and line 2 excited
state, and allowed electric dipole transitions. Solid vertical lines mark transitions which are
allowed for light polarized parallel to the stress axis. Dotted lines mark transitions which
are allowed for light polarized perpendicular to the stress. The left hand side corresponds to -
the tetrahedral double acceptor. The center shows the influence of a trigonal central cell
distortion. The right hand side shows the effect of an additional <111> uniaxial stress.
This diagram is only appropriate for the class of centers oriented along the stress axis, e.g.
lines 2aia, 20b, 2Ba, and 2Bb. <111> stress reduces the symmetry of the remaining centers

to the low symmetry group Cjp.
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The value of A is obtained from the splitting of 2aa and 2acc (see figure 6.4). The
parameter Aj describes a shift of all lines. It was obtained from the'differencc between the
shift of iine 1o under <1005 stress, and the shift of the 1I'g excited_ state calculated By
Buczko (Buczko 1987). |

A sample in equilibrium af zero stress will have equal pdpulations of centers aligned along
each of the four <111> axes. If there is no re_orientatioh of the centers ﬁnder <l11> stréss,
1/4 of the centers will be aligned along the stress axis and 3/4 will be aligned along the other
equivalent axes. Stress will then split each line into two components, and the relative
intensity.under unpolarized light will be 1:3. This simple case is not always found in reai
systems. At high stress, m1xmg between levels may alter the tfansiﬁ_on probabivlitiesv for the
two groups of centers. In certain systems, stress-induced reorientation/ of defects may

occur. I find the ratio of intensities of lines (20a + 2ab) to (2ac + 2ad) is about 1:2 for T

= 46 MPa under unpolarized light.

: Cénters aligned along the stress axis possess vC3v symmetry. Polarization-selection rules
for electric-dipole transitions at these centers are shown in figure 6.6. It is expected that the
lines 2ab and 2PBa will be absent under light polarized parallel to the stress axis, and 20a
will be absent under light polarized perpendicuiar to the stress axis. Agreement with
‘experiment is reasonable. chcause I used fast concéritrating optics in these nicasurcxhents,
Sdme depolarization of the beam at the sample surface is expected. The symmetry of
centers aligned along the remaining <111> directions is lowered to Cjp, by the stress. The:e

are no polarization-selection rules for transitions from these centers.

6.3.2 Origin of o and P series
I have shown that the piezospectroscopic matrix elements of the o and B series are identical.
These parameters are probes of the defect ixlicroscopic environment and may serve to labela
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defect. I have also found that the ratio of intensities of the two series is constant in all

samples measured. These data strongly suggest that the o and B series arise from the same

center.

Because the relative intensities 6f the two series is temperature independent, the series must
arise from a splitting of the excited states. This splitting reflects an additional degree of
freedom of Be in relation to simple acceptors. This can be seen by noting the prcsencé of
the liné 4 in both series. In simple acceétor systems, the final state of line 4 is a Kramers
doublet which does not splitvin the absence of a magnetic field. Therefore, if}-Bez werea
trigonal simple acceptor, line 4 could not appear in both series. In princiPle this addiﬁohal
excitation may be electronic or vibronic. Phonon sidebands of elecu'onic; transitions have
been observed (Kleverman, Olajos et al. 1988) in the excited-state spectrum of Si:Pt. These
'sidebands involve the excitation of a pseudolocalized Rhonon. However, I feel that it is
unlikely that vibrational modes of the Be complex could produce the 2 meV excjtation
observed. The vibrational mode of substitutional Be (Crouch,' Robertson et al. 1972) is
. appfbximatcly 63.2 meV and is resonant with the optic phonon band. I therefore assume

an electronic origin for the splitting. |

6.3.3 Model
The experimental results may be qualitatively explained by a.trigonal double-acceptor model

if the following reasonable assumptions are made: First, the effecf of the interaction
between the two bound holes must be taken into account in a description of the ground state,
but may be ignored to first approximation in a description of the excited states. Second, the
trigonal distortion of the central-cell does not affect bound holes in‘ p effective mass states.

A level scheme suggested by this model is shown in figure 6.6.

168



The first assumption clearly applies for deep centers because a strohg attractive central-cell
potential increases the ovcrlap between two holes in a (Is)? ground-state éonﬁguration,
whcrgas the overlap between the holes in a 152p excited state decreases with incrcasing
depth. The splitting of the double-acceptor 1s2p state by the exchange interaction has been
treated by Giesekus and Falicov (Giesekus and Falicov 1990). A reasonable upper bound ‘
of about 0.5 meV is obtamed from a scaling of the triplet-singlet splitting of neutral hehum
using the Be20/ ionization energy as the effective Rydberg. The splitting may be much
smaHer in this system due to the effect of the central-cell potential. The zero stress line-
width I measure is about 0.38 meV. The unre_:solved high-energy shoulder of line la may

indicate a breakdown of this assump'tion.‘

I/t.is also reaﬁon_ble tl;at the cemral-ceil distortion will not affect holes in the p-states. While
the central-cell potential strongly perturbs th'e energies of acceptor and donor ground- and
even-parity excited statés, the energy of ihe odd-parity excited states, which have a p - like
(or f - like) envelope ‘function with vanishin g amplitude the impurity site, is, to 'goodv
approximation independent of the central-cell chemistry. The center-under investigation is
behevcd to consist of two Be atoms placed on nelghbonng subsntutmnal sites. In this case,
cemral—cell effects are not short-ranged, because the total acceptor potential must contain
non-’zero quadrupole and higher multipole terms. However, using first-order perturbation
theory, I have estimated the splitting of the 2p state§ due to the quadrupole potential to be of
order 0.04 meV. This is one order of magnitude smaller then the zero-stress line-widths,

and is thus experimentélly unresolvable.

I now consider the conseqténces of the #ssumptions introduced above for the excited states.
In an inde_pendent-holc éppfoxMation for doublc-acceptbr excited states, the proper
symmetry classification for a non-distorted, tetrahedral impuﬁty is given by the irreducible
representations of the point group Tg. The wavefunction of ﬁie hole in the s- state
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transforms according to I'g, the four-fold degenerate double-valued representation. The p-
like states split into two I's components (lines 1 and 2), a I'g (two-fold) and a I'7 (two-fold)
component (lines 4 and 4A). The center studied here has lower symmetry: A trigonally-
distorted substitutional-defect has site symmetry C3y. If the defect is a nearest-neighbor
substitutional-pair the inversion center of the diamond lattice is restored, and the symmetry
is the ‘direct-product group C3,®i = D34 where the group i consists of the unit element and
the inversion. The group Csy has three single-valued representétions A1 (one dimensional),
A3 (one dimensional), and A3 (two-fold). The double-valued representations are A4 (two-.
fold), and a Kramers doublet As/g. I will omit the additional parity quantum number for the
representations of D34, because dipoie transitions connect only states of different parity,

hence only one of the two sets of states is accessible in transitions from the ground state.

The trigonal symmetry of the center. splits the I'g-s state of the Is2p excited state v
configuration into two doublets, A4 and Ass. As discussed above, the two I'g p-states also
split because of the trigonal distortion, but the splitting is unresolvable. At zei‘o stress, all
 the excited states are split due to the s - state splitting. This explains the appearance of the

o and B line series.

A External stress further lowers the site symmetry but the /s - like states cannot split further.
A two-fold degeneracy niust»remain because of time-reversal symmetry. For the same .
reason, the I'g and 1‘7 components of the p-state cannot split, but two components, which are
nearly degenerate at zero stress, may separate. The. only effect that can appear is the
removal of the accidental degeneracy of the A4®As/¢ quartets that correspox;d to the 2p-I'g
states of a tetrahedral acceptor. These split into two Kramers doublets under any orientation
of Su_'ess. As discussed abqve, the special case of <111> stress yields an additional splitting - |

due to a lowering of the orientational degeneracy of the trigonal centers.
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The ground state of a tetrahedral double-acceptor with two non-interacting holes transforms
according to the antisymmetric product {Tg@l"g}. If the hole-hole interaction is igtixored,‘a
trigonal distortion will split this ground state into three states: two nondegenerate stafes
({A4®A4} and {As/c®As6)) and a four-fold state (A4®As;6). In the nondegenerate states,
both holes are in either the lower or higher one-particle states, whereas in the four-fold state,
o_ne-hole appears in each one-particle state. If this non-interacting picture were accurate, the
B series would not abpear: The dipole transition is a 6ne particle s-p transition and the
quantum numbers of the remaining Is -hole femain unchanged. Thus the ground state
would connect only to the o series. However, the independent-hole picture is inappropriate
because a description of the ground-state manifold requires that the Coloumb interaction ,
-between the two holes be considered: The {I'g®I'g} grou’nd siatc of a tetrahedral double
acceptor with interacting holes splits into three distinct levels: I'1, I's, and I's. The
magnitude of the level splittings have been calculated (Giesekus and Falicov 1990) for -
double acceptors in silicon. For a physically reasonable choice of parameters, the splitting
between the I's and I'3 levels is found to be of order 1 meV. The separation between the I's
an@ I'1 levels is expected to be much larger, of the order of 40 meV. A trigonal central-cell-
potenﬁal will split the I's level, leaving\ a nondcgenerafe A1 state, two two-fold A3 states and
another nondegenerate lével which transforms ac_cbrding to A;. Dipole transitions will
connect all of these states to states of fhe o and B series. We see that transitions to the B |
seﬁes. excited states are only allowed by the hole-hole interaction. This description explains
why the B series is much weaker then the o series. In the Fano-resonance series ordihary

selection rules do not apply because of the interaction with the phonon. Here the o and B

 series have roughly equal strength.

From the stress and temperature data I infer that the ground state of the Be center is a A}
singlet state which lies at least 5 meV below the nearest level in the (Is)? manifold. There
are th (1s)2 Ap levels in the model, one originating from the I'y level, and one originatix_lg
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from the splitting of the I's level. I tentatively suggest that the ground state of the system is

the singlet state arising from the I'y level. The separation between this state and the other
?

(Is)? states should be large. However, the splitting of the I's level may be expected to be of

—

the same order as the a-f splitting (2meV). If the singlet state arising from the I's level

were the ground state, it is expected that the nearest A3 level could be populated thermally, in

contradiction with my measurements.

64 Summary |
I have made a study of the Be-related-complex Bep using infrared spectrdst:opy with
uniaxial suesé. ‘For the first time a Fano resonance series and a 2 meV splitting of the
~ excited states is observed. Deformation potentialsv for the excited states are obtained which
are comparable to values measured for other acceptors in silicon. Aciditional splittings may
be explained by a trigonal model with.piczospectroscopic tensor elements Aj = 2(+2)
ch/GPa and Az = 10.2(0.5) meV/GPé.. A model for a trigonally-distorted doublé'
~ acceptor is presented which qualitatively explains the experimental data. A preliminary
annealing study in£¢ates that the Bes center is' indeed a»n‘multi-Be atom defect. My
measurements suppért' the microscopic model for the center of two beryllium atoms on
nearest-neighbor substitutional sites originally -suggested by Crouch et al. (Crouch,
Robertson et al. 1972). | I
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" Chapter 7 Infrared Absorption Study of Zinc in
- Silicon |

7.1 Introduction o
Extensive studies of the zinc impurity in silicon have been conductcd since the first detailed .
electrical study by Fuller and Morin (Fullef and Morin 1957) in the late fifties which
established its double acceptor nature. A number of measurement techniques including Hall
effect (Carlson 1957), transient capacitance and photocapacitance measurcmént_s (Herman
and Sah 1972; Herman and Sah 1973), DLTS and electron and hole capture rates (Wang,
Luke et al. 1984) have been used to determine the position of the two charge states in the
gap to be E;,;I-O.31 eV for Zn% and Ev+0.65 eV for Zn-/--. The optical properties of Si:Zn
were first studied through infrared absorption by Komnilov F(Komilov 1964). Subsequent -
vphotqcapacitancc studies by Herman and Sah (Herman and Sah 19735 were used to
determine the spectral dependance of the photoionization cross sections 6f éno/' and Zn/--.
However, only photoionization procésses were repofted in these works. No structures due

" to discrete transitions were observed.

In this chapter I present high-resolution infraréd—absorptibn spectra of the zinc double-
acceptor in silicon, including the first observations of discrete transitions between thcv
ground and bound-excited states of Zn0 (Merk, Héy‘man et al. 1989; Merk, Heyman et al.
1990). | From these data, the optical-iohizatiqn énergy of Zn0/- has been determined to be Ey
+ 319 meV. As in the case of neutral beryllium and all neutral double accepiors in
germanium, a ground-state splitting is observed. Transitions are observed from three

distinct initial states. The results of recent piezospectroscopic studies will be discussed.

The sharp-line spectra of two additional zinc-related acceptors have also been observed. The
binding energies of these levels are Ey+285 meV and Ey+353 meV. The Ey+285 meV level
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arises from a hydrogen-related complex; it exhibits a large (1.5 meV) isotopic shift in the

binding energy upon substitution of deuterium for hydrogen.

7.2 Experimental Results
7.2.1 Infrared Absorption at Zero Stress ,
Figure 7.1 shows a typical low-temperature infrared-absorption Spectnim taken from a
silicon sample diffused with zinc for 20 hours at 1200°C in a helium ambient._ The spectrum
is dominated by transitions to the valence-band continuum states. A series of narrow
absorption lines arising from discrete electropic transitions is observed near 2500 cm-1.
The energy spacings of these lines and their relative intensiﬁes are similar to the line
spacings and-rclativve intensities of the P3/; line series of group-IH acceptors. The
absorption strength of the discrete transitions is small compared to that of the |
photoionization continuum. ﬂﬁs is due to a shift in oscillator strength from the discrete
transitions to the photoionization processes which occur as the defect grbund state becomes
more localized in real space. The Py, line series and the Fano resonances of the P3p; line
series have not been observed in these samples. Itis suggesied that the signal-to-noise ratio
in these measurements was vinsu'fﬁcient to allow observation of these weak features. The
inset displays the sharp-line series on an expanded séalc. As in the beryllium case, these
lines represent transitions from the (15)2 ground state to the 1snp excited states. The
effective mass-like character of the bound-excited states indicates the very effective
| screening of the nucleus by the hole remaining in the deep s-state, and the small couplihg
between the holes in the 1snp states; In spite of the large gfound—statg—binding energy, the
effective-mass approximation can sti_ll be used to describe the bound excited states. »An
independent study of bound-to-bound transitions at neutral zinc in silicon was performed
simultaneously with ihese measurements (Dﬁmen, Kienle et al. 1989). Results of the two

studies are in excellent agreement.
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Fig.7.1 ~ Absorption spectrum of Si:Zn at T=4.5K. Resolution is 0.5 cm-1. Inset:
Bound-to-bound transitions at Zn0. The spacing and relative intensity of the lines agrees
with corresponding features in the excitation spectra of simple acceptors.
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lines B In Bel Zn0

‘ lin€ positions (meV)

13038 14199 17662  304.01
3449 14579 180.62  307.83
38.35 149.74 18454 311.72
39.57 150.80 185.69  313.10

energy spacing between lines (meV)

Az 411 3.80 4.00 3.82
Az 436 395 = 3.88 3.89
Ay 508.  5.01 507 . 527

H W N =

Table 7.1 Peak positions of the infrared absorption lines of Zn0 and energy spacings
between the lines. Data for B, In and Be included for comparison.

The excitation spectrum of neutral Zn is strongly tempefature dependent (Fig. 7.2) .A;t
elevated temperatures, an absorption band which gl'dws with increasing temperature appears
on the low-énergy side of each line. In the case of the strongest line (line 2) this thermally
activated ("hot") band can be resolved into four components. Table 7.2 presents the results
of thermal activation energy analysis of these components. The observed lines arise from
transitions from at least three initial states. An excited-state splitting is also clearly
observed. | | | '

lines " Ei(meV)  FEp-Ei(meV) AFherma (meV)

2a 305.98 1.85 2.0 (£20%)
2b 30525 2.48 2.1 (£20%)
2 304.98 2.85 3.0 (20%)
2d 304.67 3.16 2.1 (F20%)
Table 7.2 Line positions (E;), energy spacmgs from line 2, and thermal activation

energies (AEhermal) for the four identified components on the low-encrgy side of line 2
(307.83 meV). ,
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Fig.7.2 Temperature dependence of the ZnO sharp-line spectrum. The observation

of 2a-2d at elevated temperatures indicates a split ground state.
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7.2.2 Absorption under Uniaxial Stress
Subsequent to the measurements described above, piezospectroscopic investigations of Zn0 _
were carried out in separate studies bs' Merk and Haller (Merk and Haller ), and by
Kaufmann et al. (Kaufmann, Dormen et al. 1992). The two studies disagree both in their
experimental results and their conclusions. Both were hampered by the experimental
difficulties involved in measuring the complicated stress behavior of the very weak

absorption lines of Zn0.

Both studies find that the ground state of the Zn0 center splits under uniaxial stress. Merk
and Haller report a large 2-fold ground state splitting under <001> stress. They find no
ground-state splitting under <111> stress. The excited state of line 2 is reported to split into
four componerlts under <111> and <001> stress.. No line splittings can be resolved under
<ilO> stress due to experimental difficulties. On the basis of these qualitative results, they
conclude that the ground state of Zn0 at zero stress transforms according to the I'3
representation of Tq. The splitting between the three states in the ground-state manifold at
- zero-stress is assigned to the hole-hole in_tcraction. The level ordering of the (15)2 states

from low to high energy is given as I'3, I's, I';.

Kaufmann ot al. also find a large splitting of the ground state under <001> uniaxial stress.
However, they also claim a smaller ground-state splitting of 12 meV/Gpa under <111>
stress. They report that the excited state of line 2 splits into only two components under
' <001>, <111>, and <110> stress. . The authors find a non-linear dependence of the positions'
of all Zn-related lines on stress under <110> stress. This is extremely unusual, as no such
non-linearities are observed under <111> and <001> stress. No such non-linearity is
observed in the <110> s’t:ress spectra of Merk and Haller. Kaufmann et al. find their data to
be incompatible with rnodels in which hole-hole coupling is the dominant interaction
forming the ground state. Indeed, the observation of a simple 2-fold splitting of the excited
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state of line 2 is inconsistent with a tetrahedral double acceptor model. Rather a 4-fold
splitting should be observed at stress values such that the stress perturbation is larger than
the hole-hole coupling in the 1s2p states. Kaufmann et al. suggest that a Jahn-Teller

distortion ruay be responsible for the splitting of the initial states observed at zero stress.

723 Zn-related Complexes _

A second sharp-line spectrum at higher energies can be observed in slowly cooled sumples.
The mtensxty of this set depends on the cooling rate after high temperature annealing. Itis
observed most strongly in samples cooled slowly at rates of the order of 10°C/mm and

cannot be discerned in samples quenched from h1gh temperature. However, annealing of

quenched samples followed by slow cooling is sufficient to restore the population of these .

centers. This dependence on the cooling rate strongly suggests that this level is due to a :

complex which can be dispersed at high temperatures. Further studies are necessary to
determine the origin of this center. The intensity of the Zno-spect_rum is not noticeably

dependent on the cooling rate following annealing.

In order to investigate the hydrpgen passivation of the zinc centers, the high temperature'Zn

diffusion was carried out m hydrogen and deuterium ambients, and the samples were then

quenched from high temperature. Figure 7.3 shows infrared spectra obtained from such .

samples. A new series of absorption lines is observed near 2130 cmL. The spacirtgs
- between these weak lines match the spacings of the linesl of the P33 series of simple
| acceptors. The ionizution energy extracted from these line positions is Ey+285 meV. The

new centers were not found in samples which were cooled slowly from high temberature,
| nor in samples subjected to a high temperature anneal after the diffusion. Substitution of
ueuterium for hydrogen as the ambient during diffusion produces a second line series,

shifted to higher energies by 12 cm-! with respect to the first. This isotopic shift clearly
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Fig. 7.3 Zinc-related complex observed in samples diffused in hydrogen (H) and
deuterium (D) ambients. An isotopic shift of 12 cm-1 is observed, indicating that the

complex is hydrogen-related. Both the (H) and (D) series appear in the dcuterated sample
due to hydrogcn contamination. .
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indicates that the Ey+285 meV level arises from a hydrogen-related complex. The spectrum
of the deuterated sample also shows the hydrogen-related complex due to hydrogen
~ contamination. Signiﬁcantly, there is no intefmediate species. This,indicate's that only
purely hydrogenated or deuterated complexes exist, and strongly suggests that the center
" contains only one hydrogen atqm. As a working model, I prlopose a substitutional (Zn,H)
model for this center. The magnitude of the isbtopic shift is even larger then the 7.8 cm'1
shift between the ionization énergies of (Be,H) and (Be,D) (Muro and Sievers 1986; Peale,
Muro et al. 1990). In that case, it has been shown that the large isotopic shift is due toa -
coupling between the electronic states and the wavefunction of a bdynamic proton or
deuteron. Further work is necessary to ascertain if this iinc-hydtogen related defect is also

a dynamic hydrogen center.

7.3 Summary .

| The excitation spectrum of the double abcéptor ZnO has been measﬁed, allowing the
‘ionization energy of the transition Zn%- to be determined with high accuracy at Ey+319
meV. The temperature dependence of the sharp-line spectrum reveals a large splitting of
both the ground and excited states. The ground-state manifold consists of at least three
states. Proposed mechanisms ‘for the ground state splitting include the hole-hole coupling

| between the two bound-holes at néutra.l double-acceptor, and a Jahn-Teller distortion.

Recernt piezospectroscopic studies have given inconsistent results.

In addition, the sharp-line spectra of two zinc-related acécptors have been identiﬁed. The
Ev+353 meV level most likely arises from a zinc-related complex. The Ey+285 meV arises
from a zinc-hydrogen related center containing one hydrogen atom. A Subsﬁtuﬁonal (Zn,H)
model is proposed for this defect. The center shows a large shift in binding energy upon

isotopic substitution of deuterium for hydrogen.
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Appendix Al Effects of Uniaxial Stress on the
Energy Levels of Defects in Tetrahedral Crystals.

Uniaxial stress provides a tunable external perturbation which can be used to to determine

the point groups of defects in crystals, and to characterize the symmetry properties of the

energy levels associated with them. A homogeneous strain lowers the symmetry of a
- crystal. The poiﬁt grou;-).of the strained crystal contains those operations common to both
the unstrained crystal and to the strain ellipsoid. The reduction in symmetry of the Tg4
group under uniaxial force F‘ along directions of high crystallographic symmetry are given
in table A.1. | '

Direction of stress, T Site Symmetry
[001]) | " Dy
[110] Cav
[111] | Csv

Table Al.1  Reduction of Tq symmetry under uniaxial stress.

‘The lpwcring of the crystal symmetery results in general in a lifting of degeneracies of
impurity levels. All one-electron states, however, retain a two-fold degeneracy due to time-
reversal symmetry referred té as the Kramers dcgeheraéy. The splitting of impurity levels
can bc obtained qualitatively by projecting the impurity state in the unstrained crystal into
the lower symmetry group of the strained crystal. For example, the I's representation
projects into the Ag @ A7 representations of C3y, while the I'g representation projects into
As- ﬁxperimentally, it is observed that the I's ground state of simple acceptors splits into

two components under <001> stress, while the I'¢ final state of the 2p’ line does not éplit.
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Certain quantitative results can also be obtained purely from the symmetry properties of the
impurity states. One important result is the depehdence of stress-induced splittings and-
shifts of a given level on the orientation of the stress. In the limit of small displacements,

the perturbation potential is a linear function of the strain

H=Hy+H=Ho+Y va€k . (Al
ik .

" The elements of the symmetric second-rank strain tensor are defined -

1 (3U; 9U; |
&=} ACRE AR (A2)

where U(xl,xz,x3) is the d1splacement field. The strain can be determined from the applied

stress through the compliance constants.

€= T( Sun,‘2 + slz(ny2 + nZZ)) o s
(A.3)

8 ;Ts‘mnlnJ (i#j) ,

where T is the applied stress (T<0 for comprcssion), and the n; are the direction cosines of

- the applied force. The perturbing potential can be rewritten as a sum of irreducible terms

H = VI‘@IH + vr,€r, + vrsers s | (A'4)

~ where

vren = %(v,gx + Vyy + V) (Exx + Eyy + €27)
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ViEr, = %(ZVZZ - Vyy - Vxx) (2€2z - Eyy - Exx) +-12—( Vxx - Vyy) (Exx - Eyy)
VrEr = 2( VyzEyz +Vx€ax + VayEay )

Using first-order perturbatioxi theory, the shift and splitting of a set of orbitally degenerate
states due to stress are obtainéd from the eigenvalues of the hamiltonian matrix

’(¢('I’ia) [H] ¢ j(,L)) ,» where ¢(,) is the ith basis function of the orbitally degenerate set
transforming like the représentaﬁon To. The eigenvalues for states transforming like 'y, I'3
and I'5 under stress applied along directions of high crystallographic symmetry are giveTn in
table A.2. The splitting and shift of the double valued répresentations of Tq have 'been
obtained by (Bir and Pikus 1974). 1t is found that I'g and I'7 levels do not split, but
undergo an isotropic shift equal to a(gxx +Eyy + €z7). The cenier of gravity of a I'g
thult_iplet displays the same hydrostatic shift. In addition the level sphts into two doublets
separated by an energy A givenby

82 = 20%((Exx - By + (Byy - B # (€ - B + 40 (e + 2 + E2) L (AS)
where a, b, and d are dcfonhation-potenﬁal consfants which, in principle, may be different

for each defect state. Equation (A.5) may be rewritten in terms of the applied stress as

-

A% = Agor? + 3(A111% - Agos? )K(ng, ny, 1) - (A.6)
where | : | :
Aoor?=2b(s11-s12) T , Ami?= ;%— S44
and

K(ny, ny, n;) = ny? ny2 + ny2 n,2 + n,2 ny2
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Using the above relations, the s;ymmetry properties of an impurity level may be vcxtracted
from the pattern of stress-induced splittings. For a center transforming according to a
specific representation of the tetrahedral group, the shift and splitting of the level under any -

orientation of stress is determined by a small number of deformation-potential constants.

Stress
direction | Y I3 I's -
[001] A A-2B A+2B
S | A+2B A-B
[111] A A A+2C3
: A-C3
[111] A A+B A+ B+O)/2
A-B A+ B-O)2
A-B
%

Table A12  Eigenvalues of 'y, I'3, and I's levels under uniaxial stress. A, B,
and C are three independent deformation-potential constants.

In the piezospectroscopy of _non-é,ubic centers, orientational splittings may occur. Centers
may be distorted along a number of eqilivalcnt axes. Uniaxial stress makes one or more of
these axes inequivalent to the others. Center_s with different orientations shift by different

amounts and thus line splittings are observed.

The piezospectroscopy of noncubic centers in cubic crystals has been treated by A. A.
Kaplyanskii (Kaplyanskii 1964). In the linear approximation; the shift of non-degenerate

levels is given by

A= z Aijoi; ., (A7)

i,j
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where Gj j are the elements of the stress ténsor. The stress tensor is dcfmed by ojj = nin;T,
~ where T is the compressional stress and n; and nj are direction cosines of T relative to the
axis of the center. Thus the elements oij are differem for centers éligned along different
' axes. A similiar expression may be developed in terms of the strain. The number of
independent coefficients Ajj is determined by the symmetry of the center. The symméuic
second-rank tensor formcd from the elements of Ai,j is :equired to transform into itself
under operations which belong to the point group of the defect. The form of the tensor for
difféxent classes of centefs has been determine& by Kaplyanskii (Kaplyanskii 1964).

Fbr example, for centers with trigonal symmetry the energy shift is determined by just two

independent parameters:

',>A=ZA10“+22A20'1,- L ‘ " (A8)

i i

Under <111> stress, centers aligned along the stress axis [111] and those aligned along the
three other <1115 directions shift by different amounts, while under <100> stress all

orientations of trigonal centers are equivalent.

<111>'§tress A - Apamg =§-A2 ,

<100> stress Anny-Amup=0

Therefore lines will split into two components under <111> stress, but remain unsplit by

<100> stress.
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Appendix A.2 Hydrogen-Induced Platelets in
Silicon "

A.2.1 Introduction .
Hydrogen, introduced into single crystal silicon at moderate temperatures (e.g., < 250°C),
can generate extended structural defects (Johnsoﬁ, Ponce et al. 1987). These defects are
planar in shape, are aligned predominantly along {111} crystallographic planes, and involve -
the coordinated formation of Si-H bonds (Johnson, Herring et al. 199 1A). It has reéently _
béen demonstrated that the growth of hydrogen-induced platelets can be controlled
indepen_dcritly of the nucleation prbcess (Johnson, Herring et al. 1991B). In qualitative
‘agreement with classical nucleation theory, platelet generation appears to involve the
precipitation of a two-dimensional silicon hydride phése from a supersaturated solution of
hydrogen in silicon. The remarkable two-dimensionality of platelets, over diameters of
many tens of nanometers, suggests that the growth of the Sl—H phase involves a highly
anisotropic interaction between migrating hydrogen and platelets. While several theoretical
models have been proposed fdr the structufe of platelets, (Deak, Ortiz et al. 1991; Deak and
Snyder 1989; Van de Walle, Denteneer et al. 1989; Zhang and Jackson 1991) expeﬁmcntal
information on the local bonding geometry has not been available. In this appendix I
present results from both infrared absorption and_' Raman scattering studies of the local
vibrational modes that are associated with hydrogen-induced plételgts. The properties of the
local vibrational modes are predominantly determined by the microScopic structure in the
first- and second-ncérest-néighbdr shells around the hydrogen atoms. Therefore, these
measurements provide direct information ori the microscopic structure of the platelets. The
results are used to evaluate the theoretically proposed models. '

A.2.2 Experimental Apparatus

Sample preparation techniques have been described in a previous artic;lé' (Johnson, Herring
et al. 1991B) and will only be summarized here. N-type [100] ﬂbating-zone silicon ([P] =
8-1017 cm-3) samples were hydrogenated by a remote hydrogen plasma at 150°C for 20
minutes followed by 275°C for 60 minutes. This two-step process has been shown by |
'sécondary-ion mass spectroscopy (SIMS) to introduce areal densities of H as high as

.311015 cm-2. Transmission electron microscopy (TEM) reveals a high density of platelets
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oriented al.ongv {1 lvl} planes within 100-200 nm of the sample surface. These samples are

opaque to light of wavelength 2 7 um due to strong free carrier absorption. Therefore,

samples consisting of heavily doped n* epitaxial layers on undoped [100] Czochralski
. silicon substrates were also hydrogenated and studied.

Infrared absorption (IR) spectra were obtained with a Digilab 80-E Fourier transform
spectrometer. Resolution was typically set to 4 cm-1. Higher resolution measurements did
not futher resolve the broad observed structures. A continuous flow helium cryostat allowed
measurements between room temperature and 5 K. A thermal infrared detector (TGS) was
chosen because of its superb linearity, which is useful in observing broad bands.
Absorption spectra were referenced to spectia obtained from control samples cut from the
~ same starting wafers. Control samples were also hydrogenated, and then etched to remove

Ve

approximately 1 pm of material.

Room temperature measurements of the unpolarized Raman scattering were performed in a
backscattering geometry. The focused beam (514.5 nm) from an argon ion laser was
. incident on the sample at 45° to the normal and the scattered light was analyzed with a
three-stage spectrometer and a photomultiplier detector. Polarized Raman spectra were
collected in a pseudo-backscattering geometry with the laser (488 nm) incident at 60° from |
the sample normal. The laser power was 100 mW and the spot size was 10 pm. A single
grating spectrometer and a microchannel plate photomultiplier were used to disperse and
detect the Raman scattered light; a holographic interference notch filter was used to
suppress elastically scattered light. Polarized spectra were corrected for differences in
grating efficiency by calibration with a white light source. The spectral resolution was
4 cmrl. The polarization geometry is defined with respect to the sample surface ([100]): the
X, ¥, and z axes are parallel to [100], [010], and [001], while y' and z' axes are parallel to
[011] and [011]. ' . . -
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Fig. A2.1. Infrared absorption spectra of hydrogénated and deuterated n*+ epi/undoped _Cz
- silicon. A slowly varying background has been subtracted from both spectra. The ratio of
the platelet-related local-vibrational-mode frequencies is approximately equal to the square

root of the ratio of the reduced isotopic masses of hydrogen and deuterium.
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A.2.3 Experimental Results ,
de broad peaks centered at 2065 cm-! and 2125 cm-! (bands I and IIT) are observed in IR

and Raman spectroscopy after plasma hydrogenation (Fig. A2.1, Fig. A2.2a). Additional
unresolved lines may lie between the features. No line narrowing or shift is obsérved _
between 300 K and 5 K. As shown (Fig. A2.1 lower trace), isotopic substitution of
deuterium for hydrogen shifts the peak positions to 1505 cm-! and 1550 cm-! respectively.
The peak positions and isotopic shift are characteristic of Si-H stretching modes.

The IR absorption cross section of the Si-H stretch vibration in ¢-Si:H is known (Fritzsche
1980). From this value, areal densities of Si-H bonds of up to 5-1015 cm-2 are obtained, in
good agreement with total H concentrations in similar samples measured by SIMS. No
other H-related modes are observed between 700 cm1 and 4000 cm1. No distinct H-D
combination modes are observed in samples exposed to a 50% H, 50% D plasma. A
previously reported (Johnson, Ponce et al. 1987) mode at 1960 cm-! was observed in both
hydrogenated and control _samples, and is attributed to a fourth order Si phonon.

I present complementary IR and Raman measurements of the platelet relétcd Si-H stretching
band in the same sample as a function of annealing (Fig. A2.2). The relative intensities of
bands I and III vary with annealing, and two distinct new modes appear at frequencies 2075
cm-! (Ia) and 2095 -l (IIb), in the IR spectra and Raman spectra respectively. Bands I
and III are dominant in athydrogenated samples (Fig. A2.2a). After a 300°C anneal (Fig.

A2.2b), bands Ila and ITb dominate, while band I is diminished and is visible as a shoulder |

on IIa (IR) or IIb (Raman). Bands IIa and IIb are attenuated by a 400°C anneal (Fig.
A2.2c). Band III is not substantially reduced by annealing at temperatures below 450°C

(~60 min). These results are consistent with previous Raman measurements of the influence
of annealing on the platelet LVM (Johnson, Herring et al. 1991B).

" Polarization sensitive Raman spectra of an annealed (400°C) hydrbgenated sample are
shown in (Fig. A2.3). The Si-H stretch band is most intense in the [x(i'z')k] geometry, and
is reduced by >95% in the [x(_z'y')x] geometry. In the notation [a(b,c)d], a (d) refers to the
propagation vector of the incident (scattered) light, while b (c)v refers to the polarization
vector of the incident (scattered) 1ight. The shape of the band does not change with
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polarization. The polarization dependence-of both the Si-H and Si-D LVMs measured in an |
unannealed sample exposed to a 50% H, 50% D plasma were identical. These
measurements establish that all three Raman-active modes (I, ITb, III) obey the same

polarm'mon-selecnon rules.

'A2.4 Discussion - )
The good agreement between hydrogen concentrations determined by IR band intensities
and by SIMS establishes that most of the hydrogen present in the samples is incorporated :
in Si-H bonds. The large, temperature indcpendent bandwidths indicate inhomogeneous -
broadening that is most likely due to a range of platelet sizes. The absence of sharp
hydrogen-related LVMs shows that the areal concentration of any species of IR-active
hydrogen related point defect is below about 1013 cm2. '
The relative intensities of bands I and III depend on the sample history, and vary
independently of bands ITa and IIb. The intensities of Ila and ITb appear correlated. This
indicates that the four bands arise from at least three distinct structures (I, II, and IIT) whose
- populations may be varied independently. Formation of structures I and III is clearly
favored during the hydrogenation process (T<275°C). The reduction in intensity of band I
and increase in ITa and IIb following a 300°C anneal indicate that structure I is metastable
- and suggests a transformation between structures I and II. Bands IIa and IIb are reduced
by an anneal at 400°C. There is no clear evidence of transformations from either structures I
orIlto III. Structure III is the most stable configuration observed.

LVMs probe the environment in the first- and second-nearest-neighbor shells around the

hydrogen atoms. Selection rules for polarized Raman scattering at tetrahedral, trigonal,

orthorhombic and monoclinic centers may be obtained in a straightforward fashion
. (Cardona 1982). My results are consistent only with a fully symnietric (A1) mode at a |

tngonal center. All other modes of a tngona.l center, and modes of lower point group

symmetry, predlct a finite scattering intensity in the [x(z yHx] geometry, and are thus .

inconsistent w1th experiment. The symmetry of a { 111} oriented platelet cannot be higher
than trigonal, (i.e. tetrahedral). The bond-stretchmg vibration of silicon with one hydrogen
saturated bond (Si-H) satisfies the symmetry requirements. ‘
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Fig. A2.2. Raman and infrared measurements of the platelet local vibrational modes in the
same FZ n-Si sample as a function of annealing. (a) After exposure to a hydrogen plasma
for 150°C (20 min.) and 275°C (60 min). (b) An addftional vacuum anneal at 300°C (30
min). (c) An additional vacuum anneal at 400°C (40 min). Distinct IR- and Rar_nan-activc
modes (IIa and IIb) are observable after the 300°C anneal.
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Other reasonable struétures do not: Si-Hj is not trigonal; Si-H3 and VHy4 (vacancy with -
four hydrogen-Saturatéd bonds) both possess non-A; Raxﬁan-activc vibrational modes in
the Si-H bond stretching region. I conclude ﬂlat Si-H is the fundamental building block of
all {111} oriented platelet structures. Trigonal symmetry also indicates that these Si-H
bonds are aligned along the platelet axis. , |

‘The Raman and IR intensities of band I as well as band III vary proportionally with
. annealing, indicating that these two structures (I, III) each have a mode that is both Raman
and IR active. Bands ITa (IR) and IIb (Raman) also track with annealing. This suggests
that there exists a structure (II) which possesses distinct Raman- and IR-active modes.
Only in\\/e:sion symmetric centers may possess a Raman-active A mode and distinct IR-
and Raman-active modes. conclude that stracture 11 is inversion symmetric, with band Ila
(Ib) corresponding to the odd (even) parity vibrational mode. |

Total energy calculations have identified (Deak, Ortiz et al. 1991; Deak and Snyder 1989,

Van de Walle, Denteneer et al. 1989; Zhang and Jackson 1991) five low energy platelet
simctpres: (A) hydrogen molecules located at the interstitial sites between two {111}

. silicon planes; (B) hydrogen saturation of the Si-Si bonds at a (111} plane, forming one Si- |
H bond per atom; (C) removal of one double layer of Si atoms with hydrogen saturation of
the dangling bonds (two per atom); (D) a double layer of metastable interstitial hydrogen
(H2*) pairs; and (E) a hydrogenétcd half-stacking fault defect. An additional model has
been suggested to explain recent high-resolution TEM measurements (Muto, Takeda et al.
1991) of the lattice spacing at platelets: (F) saturation of Si-Si bonds between {111} planes
having three bonds per atom. Finally, the similarity between the platelet Raman signauire
and hydrogen-related stretching modes attributed (Lucovsky, Nemanich et al. 1979) to Si-
Hp (n=1,2,3)_ complexes in a-Si:H has been noted (John_son, Doland et al. 1991C),
suggesting (G) a locally disordered platelet structure containing silicon atdms with one, two
and three hydrogen-saturated bonds.
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Fig. A2.3. Polanzed Raman measurements of hydrogen-mduced platelets in n-type fz
silicon (annealed at 400°C) showing intensity as a function of incident and scattered light

polarization. Polarization geometry is defined with respect to the sample surface ([100]).
Spectra are offset vertically for clarity. '
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IR and Raman observations of Si-H stretching modes are inconsistent with (A), an
interstitial molecular-hydrogen platelet. The polarized-Raman measurements rule out three
additional models. Model (F) consists of Si-H3 groups, which should exhibit an
observable E-symmetry Si-H stretching mode. A disordered hydrogenated layer (G) will
contain orthorhombic Si-H, groups as well as Si-Hj3 groups. In model (B), we may assume
that the H atoms relax away from the Si-Si bond directions, forming a staggered
‘arrangement. SubStantial relaxation of H atoms away from the Si-Si axes will break the
local trigonal symmetry. However, I note that the hydrogen may be dynamic at the
measurement temperature (300 K), and in this case the trigonal symmetry will be restored.

The three remaining proposed structures, the hydrogen-saturated double-vacancy layer (C),
the (D) metastable-dihydrogen-complex double layer (H2*)P, and the half-stacking fault(
platelet (E), are trigonal structures characterized by Si-H bonding. (C) and (D) possess
inversion symmetry, while (E) does not. Calculated vibrational spectra (Zhang and Jacksoni
1991) for models (D) and (E) may be compared with experiment. Thé stretching mode
spectrum of (E) is predicted to consist of two modes separated by approkimately 250 cmjl.
I do not observe such a doublet. It has been noted that the half-stacking fault defect has a
high activation energy for formation. I conclude that (E) is not observed in our

measurements.

- The calculated stretching mode spectrum of (D), the metastable dihydrogen double layer,
also consists of a doublet. However, the mode separation depends strongly on the platelet
diameter. The calculated frequency of the lower energy mode varies over a range of about .
400 cm-! as the platelet diameter changes from O td 100 nm, while the frequency of the
Uppér mode is not altered. Conceivably, this may make the lower energy mc;de toobroadto
be observed. I conclude that models (C) and (D) are consistent with the results of the

measurements.

A.2.5 Summary ¥

I have performed infrared transmission, Raman, and polarization-sensitive Raman
measurements of the LVMs associated with {111} planer h_ydrogen-induced defects in
silicon. The LVM:s provide information about the local symmetry and bonding of hydrogen
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at platelets. Annealing studies indicate that at least three distinct structures exist. Polarized-
Raman measurements indicate that all Raman-active LVMs are fully symmetric vibrations at
trigonal centers, corresponding to bond-stretching mbdes at silicon atoms with one
hydrogen-saturated bond. One structure appears to possess distinct IR- and Raman-active
modes, indicating inversion symmetry. The results are compatible with two proposed
models for the platelets: the metastable-dihydrogen-complex double layer (H2*)P, and a H-
saturated double vacancy layer. A third structure, H saturation of the Si-Si bbnds ata
{111} plane is also consistent with experiment if the'H_ 'atoms are allowed to reorient
between equivalent off-axis positions.
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