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Abstract 

Role of Surface Characteristics in Urban Meteorology and Air Quality 

by 

David Jean Sailor 

Doctor of Philospphy in Mechanical ~ngineering 

University of California at Berkeley 

Professor Van P. Carey, Chair 

Urbanization results in a landscape with significantly modified surface 

characteristics.. The lower values of reflectivity to solar radiation, surface mois­

ture availability, and vegetative cover, along with the higher values of anthropo­

genic heat release and surface roughness combine to result in.higher air tempera­

tures in urban areas relative to their rural counterparts. Through their role in the 

surface energy balance and surface exchange processes, theSe surface characteris­

tics are capable of modifying the local meteorology. The impacts on wind 

speeds, air temperatures, and mixing heights are of particular importance, as 

they have significant implications in terms of urban energy use and air quality. 

This research presents several major improvements to the meteorolOgical 

modeling meth<;>dology for highly heterogeneous terrain. A land-use data base is 

implemented to provide accurate specification of surface characteristic variability 

in simulations of the Los Angeles Basin. Several vegetation parameterizations 

are developed and implemented, and a method for including anthropogenic heat 



) 

release into the model physics is presented. These modeling advancements are 

then used in a series of three-dimensional simulations which were developed to 

investigate the potential meteorological impact of several mitigation strategies. 

Results indicate that application of moderate tree-planting and urban-lightening 

programs in Los Angeles may produce summertime air temperature reductions 

on the order of 4°C with a concomitant reduction in air pollution. The analysis 

also reveals several mechanisms whereby the application of these mitigation 

strategies may potentially increase pollutant concentrations. The pollution and 

energy use consequences ate discussed in detail. 



CHAPTER 1 
Introduction to the Urban Climate 
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The work contained within this dissertation focuses on improving the 

understanding of climatological and pollution effects related to urbanization 

through development and analysis of two-dimensional and three-dimensional 

meteorological simulations. These simulations hiwe been designed to explore 

the impacts of the urban surface structure on meteorology with particular atten­

tion paid to air temperatures, wind speeds, and mixing depths. All meteorologi­

cal effects are then related to potential impacts on urban energy use and air qual­

ity. 

A necessary starting point for this dissertation is to provide the reader with 

a detailed description ofthe urban climate with a clear distinction between urban 

and non-urban climates. This short chapter serves this purpose with an 

emphasis on preparing the reader to appreciate the numerical simulations 

presented in the remainder of the text. 

1. HISTORICAL BACKGROUND 

It is well known that the climate of urban areas is generally quite different 

from the rural surrounds with elevated air temperatures and higher levels of air 

pollutants, including photochemical smog. Researchers have been investigating 

these phenomena for many years and have compiled thousands of publications 

which focus on urban climatology. From a historical perspective there are several 

contributors to the field of urban climatology who deserve to be mentioned here. 
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Among the first to document the climatological impacts of urbanization was 

. Luke Howard (1833) who investigated the temperature differences between 

urban London and its rural surrounds. From 1818 to 1833 Howard published 

several monographs dealing with the climate of the city. Howard, a chemist by 

training, was a pioneering meteorologist and the first to measure and document 

what later became known as the urban heat island. 

Two decades later, a French scientist, Renou (1855) hypothesized that the 

polluted atmosphere of Paris was primarily responsible for the early evening 

temperature elevation within the city relative to the unpolluted rural surrounds. 

In his writings he colorfully describes Paris in terms of respiration of humans 
\ 

and animals and emissions from chimneys, and notes that these factorS clearly· 

must form the cause of the elevated urban temperature in Paris. Renou was one 

of the first to formally link anthropogenic and biogenic emissions to urban air 

temperatures ,and air quality. Today this link is still the subject of much active 

research~ 

The study of the urban climate continued over the next 50 years with a 

number of investigations into urban-rural climate differences. While Renou had 

postulated some causes, true systematic investigation of the causes of climate 

differences remained largely unexplored until early in the twentieth century. 

Wilhelm Schmidt (1927 ·and 1930) was the first to use instrumented motorized 

vehicles as a research tool to investigate the causes of urban rural temperature 

differences. His studies were the precursor to modern-day remotely-sensed 

evaluation of climate through use of high-precision radiometers mounted on air-. 

craft and satellites. 

Landsberg (1981) provides a fairly detailed history of the developments of 

urban climatology which have been summarized above. In addition to 

.-
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Landsberg's book, Atwater (1972), Chandler (1965), Changnon (1976), and Oke 

(1987) also provide cogent descriptions of the urban climate with discussions of 

the· thermodynamic impacts of urbanization on the urban boundary layer. 

Akbari et al. (1988) and Bennet and Saab, (1982) extend these discussions to the 

impacts of urbanization on energy use and air quality . 

. In the past several decades, computers have become a powerful research 

tool in all areas of meteorology. Computational simulation of the urban climate is 

complicated by the high degree of heterogeneity in the urban surface. Improving 

upon the ability of models to accurately represent surface processes in hetero­

geneous regions has, been the subject of numerous research efforts in the last 

several years. Two primary .applications of such research' are in the areas of Gen­

eral Circulation Modeling (GeM) and Urban Climatology. While the present 

work addresses issues in Urban Climatology, it also has implications for subgrid 

scale parameterizations in GCM studies where the problem of heterogeneous 

surface representation is simply on a larger length scale. 

2. THE URBAN FABRIC 

Urban areas are generally comprised of a complex combination of large and 

small structures and surface· coverings woven together to make up what is 

referred to as the urban fabric. Among the most evident urban features are 

residential and commercial buildings, roadways, and parking lots. In the process 

of urbanization, these structures replace natural feature~ such as bare soil and 

vegetation, creating a very different surface. 

The differences in the urban fabric are manifested in terms of modifications 

in the basic surface and substrate characteristics. In terms of the energetics of the 

urban surface, the important characteristics are albedo, moisture availability, 
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vegetative cover, and roughness length. The substrate characteristics of impor­

tance are substrate moisture content, thermal conductivity, thermal diffusivity, 

and density. Each of these parameters plays a role in the heat, moisture, and 

momentum transfer between the surface and the air which flows above the sur-

. face. 

3. CHARACTERIZATION 

It is important to be able to characterize urban areas in terms of their surface 

and substrate characteristics. A typical characterization process consists of the 

following steps. First, a group of land-use categories is defined. Researchers 

generally disaggregate the urban fabric into anywhere from 4 to 20 categories. 

Examples from such a· breakdown are: close-spaced residential housing, city 

core, industrial areas, parks, and forests. For a given region of the country, 

researchers can assign representative values of each of the surface characteristics 

to each land use category. Thus, the surface roughness of parks may be given the 

value of 0.20 m and the roughness of the city core may be aSSigned the' 

significantly higher value of 1.50 m. The second step in the characterization pro­

cess is the acquisition and analysis of images from aircraft or satellites. These 

images along with various local maps can be used to obtain a distribution of land 

use within the city. If the city is then divided into grid cells for a computational 

simulation, the surface characteristics for each grid cell may be evaluated from 

knowledge of the land use distribution and the surface characteristic values asso­

ciated with each land use. The scales of the land use data and computational 

model grid cells are generally quite different with nominal length scales of 0.1 

km and 5.0 km respectively. For this reason, specification of grid cell characteris­

tics from aggregation of land use data is not trivial. This issue will receive 
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significant attention in the following chapters. 

4. URBAN HEAT ISLANDS 

Urban areas generally possess low values of albedo, vegetation cover, and 

moisture availability. These characteristics along with the existence of high lev­

els of anthropogenic heating are generally associated with the phenomenon 

known as the urban heat island (UHI). That is, they explain why urban areas 

generally act as islands of elevated temperatures relative to the natural areas sur­

rounding them. This phenomenon is known to be expanding in direct correlation 

to the rate of urbanization and population growth (Karl et al., 1988; Kukla et al., 

1986). The UHlis actually beneficial in the winter when the heat island effect 

results in less demand for residential and commercial heating. The summertime 

heat island (SHI), on the other hand1 with an intensity often in excess of 2° to 4°C 

in mid-Iat~tude cities, results in an increase of up to 10% in the demand for air 

conditioning electricity (Akbari et al., 1990). This elevated load generally occurs 

in the late afternoon hours, corresponding to the peak summer electric utility 

,load. The result is that utilities are forced to expand their use of the more expen-

sive forms of electricity generation to meet the augmented peak load. Akbari et 

al. (1990) demonstrated the relationship between air temperature and electric 

utility load for southern California. They showed an increase in the 4 pm utility 

load of more than 2% per degree Celsius (see Figure 1.1). This corresponds to 

more than $50,000 per hour per degree Celsius in terms of energy cost for the 

L.A. basin! Temperature is also important in the photochemical reactions 

responsible for smog, typically measured in terms of ozone (0 3) concentration. 

The importance of temperature in the generation of photochemical smog is illus­

trated in Figure 1.2. This figure reveals a strong correlation between ozone 

\ 
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concentration and air temperature. The dashed line in this figure indicates that 

in 1985 L.A. only exceeded the National Ambient Air Quality Standard (NAAQS) 

for ozone of 12 parts per hundred-million (pphm) on days for which the max­

imum temperature exceeded 22°C. In addition, the concentration of ozon~ 

appears to increase by approximately 0.75 pphm per degree C increase in max­

imum air temperature. This correlation results from a number of factors includ­

ing the temperature-dependence of the photochemical reaction mechanism. 

5. EMISSIONS 

In -addition to surface modifications, urban-dwellers are responsible for 

large emissions of heat, moisture, and various pollutants into the atmosphere. 

Automobiles are a common example of urban pollution generators. As gasoline 

is consumed by an autom6tiveengine, a large amount of heat is released. Also, 

these engines result in hydrocarbons, oxides of nitrogen, and other pollutants 

which issue out of the exhaust pipe. Another source of urban heat release is 

waste heat from electricity. 

In addition to the anthropogenic emissions from vehicles, factories, commer­

cial buildings, and residential buildings, the urban airshed must contend with 

emissions from nearby biogenic sources. Specifically, vegetation is responsible 

for humidifying the air through evapotranspiration, and polluting the environ­

ment through biogenic emission of hydrocarbons such as monoterpenes and 

isoprene. At the same time, vegetation acts as a sink for carbon dioxide which it 

uses in photosynthesis, a sink in the surface energy balance due to the latent heat 

transfer associated with evapotranspiration, and a sink for particulate pollution 
I 

matter. While biogenic emissions are generally an order of magnitude smaller 

than the emissions from anthropogenic sources, their reactivity is generally much 
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higher. In fact, the atmospheric lifetime for biogenically-emitted isoprene and 

monoterpenes is generally measured in hours, whereas the atmospheric lifetimes 

of automotive emissions such as benzene, toluene and propene are measured in 

days or months (Atkinson~ 1988; Winer et al., 1992). The net result is that, in 

heavily vegetated regions, the emissions from biogenic and anthropogenic 

sources are equally important. Chameides et al. (1988) showed that in Atlanta, 

biogenic emissions alone were sufficiently high to cause predicted levels of ozone 

above the National Ambient Air Quality Standards limit of 12pphin ozone. 

Biogenic and anthropogenic emissions form the precursor base for the gen­

eration of photochemical smog~ The rate at which smog is formed from its pre­

cursors is directly linked to air temperature via the rate constants for the 

numerous chemical reactions involved. It is also important to note that the 

biogenic emission rate for hydrocarbons is a positive function of temperature. 

For isoprene and the monoterpenes, there is roughly a 10% increase in biogenic 

emissions for a single degree Celsius increase in air temperature in the range of 

30°C (Guenther, 1991). In the case of isoprene, Guenther showed that there is 

actually a peak emission at a temperature of roughly 35°C at which point, 

increasing temperature results in decreasing emissions. Here then is another 

positive feedback mechanism between the SHI and the production of photo­

chemical smog . 

6. PHOTOCHEMICAL SMOG 
/ 

The typical atmosphere is composed primarily of a handful of gases. Chief 

among these is molecular Nitrogen, N 2 which, at sea-level, occupies 78% of the 

atmosphere by volume. Oxygen, O 2 is the next most abundant gas at roughly 

21 %. These two fairly innocuous gases combine to account for 99% of the typical 
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atmosphere at sea-level. Argon, Ar accounts for most of the remaining 1% of the 

atmosphere. It is the very small remaining fraction of additional gases which are 

responsible for the phenomenon known as photochemical smog. These gases 

along with phptolysis reactions, produce ozone, 0 3 which is the standard meas­

ure of photochemical smog. The mechanism responsibl~ ()r generating ozone is 

quite complex, but may be understood through a brief ·discussion of the chemical 

reactions which are most Significant. The most important inorganic reactions in 

the ozone chain are as follows: 

N0 2 +hv -+ NO + 0, (1.1) 

where hv is the energy associated with one photon of light. First, radiant energy 

(sunlight) breaks up nitrous oxide producing nitric oxide and releasing the oxy­

gen radical. This oxygen radical may then become a part of any of several addi­

tional reactions, the most important being the combination with molecular oxy­

gen to produce ozone, 

(1.2) 

where M is a catalyst such as N 2. As ozone is produced by (1.2), it reacts with 

NO breaking down into molecular oxygen again:·· 

(1.3) 

A similar reaction Occurs with NO 2. These reactions are primarily responsible 

for the formation of 0 3. At the same time, however, other photolysis reactions 

such as the photolysis of nitrous acid are providing additional free radicals. Also 

of immense importance in the photochemical reaction chain are reactions involv­

ing hydrocarbons, water vapor, and carbon monoxide. These additional reac­

tions result in the production of additional radicals and they restock the supply 

of N0 2 which is a key ingredient in the production of 03. 
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Each of the chemical reactions discussed above occur at rates which are 

dependent upon concentrations of the reactants and given rate constants. In 

turn, many of the rate constants depend strongly on air temperature; they have 

'high activation energy. 

There are a number of important links, then, between urban meteorology 

and photochemical smog. First, temperature affects smog formation in two 

ways; the rate constants are heavily dependent upon temperature, and the emis­

sions of pollutants have been shown to increase with temperature. This increase 

in anthropogenic and biogenic emissions will enhanc~ the concentrations of pho­

tochemical precursors, resulting in higher levels of smog. Second, mixing height 

is intimately tied to precursor concentration levels. The higher the boundary 

layer, the more the surface emissions are diffused, resulting in lower concentra­

tions and reduced smog levels. 

7. MITIGATION 

The urban climate is responsible for many negative effects. Human comfort 

is adversely affected through elevated temperatures, increased humidity, and 

higher levels of pollutants. Also, the demand for electricity for air conditioning 

has been shown to be strongly affected by air temperatures. In fact, the summer­

time peak electricity load for utilities in mid-latitude' climates generally 

corresponds closely to the time of the peak air temperatures. The increase in elec­

tricity demand resulting from the SHI further increases urban air temperatures. 

In addition, the resulting power plant emissions further pollute the environment. 

One plausible benefit of the SHI in terms of pollution is that since the SHI gen­

erates a large-scale circulation, the atmospheric reactants and the existing photo­

chemical smog are more thoroughly dispersed and ventilated away from the city. 
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There are several methods by which human activities may counteract the 

effects of urbanization. While most cities are relatively devoid of vegetation, 

some urban areas are now implementing· massive tree-planting programs in an 

attempt to beautify the city, cool the air, and sequester CO2 (McPherson, 1992). 

Benefits of tree planting programs have been evaluated in numerous studies 

(Akbari et al. 1992; Buffington, 1979; Laechelt and Williams 1976; Parker 1982; 

. and Parker 1989). Another method which has yet to become as widely accepted 

is the notion of co~ling the city by increasing the urban reflectivity to solar radia­

tion, or albedo. In the first method, energy is converted into latent heat through 

evapotranspiration, while in the latter method an increased percentage of radiant 

energy is simply reflected from the urban surface back through the atmosphere 

. and into space. 

The potential benefits of SHI mitigation schemes need to be further 

evaluated. In general, these programs can be costly to initiate. While vegetation 

schemes may cost on the order of $10 per tree to implement, the costs in terms of 

required maintenance and watering may be significantly higher. Albedo aug­

mentation schemes, on the other hand, may be relatively cheap, since they may 

be implemented according to normal maintenance schedules with only a slight 

incremental cost As an example, repaving with a lighter color aggregate or 

choosing a lighter color material for a scheduled re-roofing adds little or no cost. 

Much of the cost of these mitigation programs, therefore will be associated with 

management overhead. It is therefore important to be able to show that the sav­

ings of such programs will be w.orth the cost of implementation. While the direct 

effects of mitigation schemes will be reduced air temperatures and lowered lev­

els of photochemical smog, the savings will ultimately need to be evaluated in 

terms of reduced energy consumption and reduced health risks. Preliminary 



l' 

11 

estimates of such measures indicate that they are quite economical. Akbari et al. 

(1990) estimate that the cost of conserved energy to implement these schemes is 

between 0.2 and 1.0 cents per kWh. This compares with a baseline consumer cost 

of 8 to 10 cents per kWh used. 

In addition, there are other issues such as global warming trends which 

should be investigated in terms of their potential impact on urban comfort, 

energy use, and pollution. Finally, urban planners need to be able to predict the 

impacts of further urbanization including the production of factories and other 

emitters of anthropogenic heat,moisture, and pollution. For these reasons, 

meteorological modeling is both a useful and necessary tool in guiding urban 

policy. 

As will be pointed out in this dissertation, the current state of urban 

meteorological modeling lacks the sophistication to deal with many of the prob­

lems just discussed. Improvements are needed in the area of urban surface char­

acterizations, including the ability to model highly heterogeneous terrain, inchl­

sion of anthropogenic heat release, and parameterization of partially vegetated 

domains. The results of the meteorological simulations presented in: this disser­

tationform a basis for improved modeling of the urban climate. The goal of this 

r~search is to improve the understanding of the relationship between surface 

characteristics and the urban climate, and improve upon the ability to predict the 

effect of human activity on urban meteorology and air pollution. 
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CHAPTER 2 
Review of Urban Meteorological Modeling 

1. URBAN ENERGY BALANCE 

In order to present a meaningful discussion of the problems associated with 

modeling urban climates, it is necessary to first present a short discussion of the 

urban energy balance and consider how the various urban surface parameters 

affect this balance. By describing each term in the energy balance equation and 

providing hypothetical but realistic estimates for its magnitude, one can qualita­

tively understand the importance of modeling the different aspects of the urban 

environment. The following discussion will focus on summertime mid-latitude 

urban and suburban climates. 

1.1. Energy equation 

For an individual surface such as abuilding wall or bare soil, the following 

simple energy balance applies at any instant in time: 

(2.1) 

where as and aL are absorptivities for short- and long-wave radiation, Qs is the 

short-wave radiant flux, QL ~ and QL t are the downward and upward long­

wave radiative fluxes, QH is the sensible heat flux, QE is the latent heat flux, and 

Qc is conductive heat flux into the substrate (ground). 

Each term of the energy balance depends on many factors and varies over 

the course of a given day. Typical summertime diurnal profiles of these energy 
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flux terms are presented for an urban surface in Figure 2.1. The corresponding 

profiles for a rural surface are given in Figure 2.2. The data for these figures are 

take~ from Oke (1987), and represent the average of 30 summertime days in 1983 

for Vancouver B.C. (49°N). In these figures heat flux toward the surface is shown 

as positive. Thus, evaporation is d.epicted as a negative flux. The net radiative 

flux is the largest term reaching 500 W rri-2 at mid-day. This term represents the 

sum of the absorbed incident radiation less the emitted long-wave radiation. For 

the urban profiles, the sensible heat flux is the next largest term, followed by the 

latent flux. In the rural case of Figure 2.2, however, the latent heat flux is more 

significant than the sensible flux. These differences in flux profiles are clearly 

related to the difference in moisture availability and vegetative cover between 

urban and rural land uses. In addition, the level of anthropogenic heating in a 

rural area is shown to be essentially zero, whereas the anthropogenic heating 

term in urban areas can reach a significant level, ofteI;l exceeding 50 W m -2 in the 

urban core. For suburban residential zones, which are of primary interest in this 

research, the corresponding level of anthropogenic heating is, generally in the 

range of 1 to10 W m-2. A detailed discussion of the energy terms is presented in 

the following sections. 

RADIATION 

Solar radiation incident on the earth's outer atmosphere is attenuated and 

scattered as it passes through the gases and particulates which make up the 

atmosphere. The "solar constant" is 1357 W m -2 above the atmosphere. ,After 

atmospheric attenuation, and accounting for solar zenith angle, the total sum­

mertime solar radiation reaching the mid-latitude surface of the earth at solar 

noon is generally less than 1100 W m-2. During the winter months and on over­

cast days, the peak daily solar insolation is obviously much smaller. The sum of 
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the direct and diffuse solar radiation incident on a unit area surface is Qs. Simi­

larly, a given surface is also irradiated with long-wave radiation from the local 

surroundings and the sky, QL ~. The surface also emits long-wave radiation as a 

function of its temperature, QL t = £oT4. Computationally, this term is often 

solved as the residual when each other term in (2.1) is evaluated. 

Reflectivity is the radiative characteristic which determines how much of 

this incident radiation is reflected by a surface. Reflectivity is a function of the 

surface involved and the wavelength of the incoming radiation. The total 

reflectivity of a surface integrated over the short-wavelength regime (0.2 J.lm to 

4.0 Ilm) of special importance to meteorologists, is called the albedo, and will be 

referred to in this text by the symbol Ps, or equivalently (I - as). 

A2 

[P(A) dQi{A) 

·(22) Ps A2 

[dQi{A) 

where Qi (A) is the incident hemispherical spectral energy intercepted by the sur­

face, and p{A) is the hemispherical spectral reflectivity of the surface. The limits 

of integration (AI and 1..2) need to encompass the significant energy content por­

tion of the solar spectrum. Generally, limits of 0.2 to 4.0 Ilm are suitable. 

Long-wave emitted radiation is associated with surface temperatures in the 

general range of 300 K. Noting Wien's displacement . law {AT)max = 2898 J.lmK I 

this corresponds to wavelengths centered around 101lm. The reflectivity of a sur­

face with respect to long-wave radiation is typically assumed to follow the gen­

eralization of Kirchoff's law; aL = EV where EL is the emissivity of the surface at 

temperatures corresponding to long-wave radiative emission. For most surfaces, 
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the absorptivity with respect to long-wave radiation is typically quite large, on 

the order of 0.95 to 0.98. Metallic surfaces, however, often exhibit relatively low 

values of aL' on the order of 0.20 to 0.30. As will be discussed later, the control 

of these. radiative properties, Ps and EL .presents a significant opportunity for 

urban planners to affect the surface energy balance. 

ANTHROPOGENIC HEATING 

Anthropogenic heating, historically referred to as furnace heat, is typically 

given the symbol QF' Some researchers include QF in their representation of the 

surface energy balance (2.1). Although QF is more appropriately included in a 

discussion of the volumetric energy balance of the near-surface air, it is briefly 

presented here for convenience. Some examples of anthropogenic heat sources 

are automobiles (and other combustion sources), appliances, air conditioners, 

and power plants. This is a difficult term to model accurately since it is depen­

dent upon daily human activities that vary on diurnal, seaso~al, and cultural 

schedules. While diurnal and seasonal variations of anthropogenic release activi­

ties may be expected to follow periodic and predictable patterns, the effect of cul­

tural and societal factors is difficult to predict. Consider, for instanc~, the 

impacts that holidays and weekends have on energy consumption schedules. 

One solution to such difficulties is to present very generalized profiles which are 

representative of typical scenarios. Anthropogenic heat release schedules for 

urban and residential sites have been developed by Taha et al. (1992). Figure 2.3 

illustrates the relative importance that QF can have in the urban energy balance. 
\. 

This figure contrasts the summertime anthropogenic heat release ·for an urban 

area with that for a rural area. Whereas Qf is insignificant in rural areas, it can 

play an important role in the urban energy balance, where it may have a peak 
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value as high as 50 W m -2 for the urban core. Depending upon the city and time 

of year the peak value may be much larger. 

SENSIBLE HEAT FLUX 

Convection is the process whereby heat is conducted from a surface to the 

adjacent air molecules and then diffused arld advected away from the sUrface. 

The instantaneous magnitude of convective heat loss (or gain) is called the sensi­

ble heat flux, QH. The magnitude of this term depends upon wind velocities, the 

air-surface temperature difference, and surface roughness characteristics. The 

typical parameterization is given as: 

(2.3) 

Here, p and Cpare the density and specific heat capacity of air; U· is the friction 

velocity, a function of wind speeds and su~face roughness; and e· is related to 

the driving temperature difference. between the surface and the air. In the day-
; 

time, when the su;face' is warmer than the adjacent air, this heat flux is away 

from the surface (positive). At night, the sign of this term is generally negative 

because of the high rate of surface radiative cooling. 

LATENT HEAT FLUX 

The energy required to evaporate water is known as the latent heat of eva­

poration. Numerically it has the value of 2260 Joules per gram of water. The 

energy balance of a moist surface differs from that of a dry surface in that the 

latent heat term is Significant. Vegetation also serves as a vehicle for latent heat 

transfer, acting as a pump, extracting subsurface moisture via the roots and tran­

spiring this moisture via the leaves. The combined effect of evaporation and 

transpiration is known as evapotranspiration. While evapotranspiration yields a 

.. 
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negative latent heating term, surface condensation results in a' positive value. 

Meteorologists refer to the ratio of sensible to latent heat flux as the Bowen RatiO. 

Latent heat flux from a bare surface is generally parameterized in a similar 

fashion to the sensible flux term: 

(2.4) 

Here, Q" is ,related to the driving humidity difference between the air adjoining 

the surface and the first modeled layer of air, and Le is the latent heat of evapori­

zation for water. 

SURFACE HEAT FLUX 

The incident radiant energy which is not partitioned into sensible or latent 

heat flux, or reradiated as long-wave flux, enters the surface as a conductive sur­

face or ground flux, Qc. During the day this flux is typically into the substrate 

which stores the energy according to its thermal capacity. At night, this stored 

energy is released through convection and long-wave radiation. This flux when 

integrated over a diurnal period is approximately zero. Models typically solve 

for the surface heat flux by evaluating the substrate temperature profile based on 

the one-dimensional heat diffusion equation subject to time-varying Dirichlet 

boundary conditions: 

aT 
at 

1.2. Accuracy of modeling terms 

k ,a2T 
----
pCp az 2 

(2.5) 

Each of the energy flux terms just' described plays an important role in the 

urban s~rface energy balance. This energy balance determines the surface tem­

perature which ~n turn is intimately related to air temperature. In general these 

" 
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terms are highly interdependent and are modeled by a complex system of equa-

tions. 

In order to obtain a qualitative understanding of the importance of accu­

rately modeling each term in the surface energy balance, consider a typical mid­

latitude city at noon on a hot summer day. Suppose that the relative contribu-

- tions of each of the energy terms are exactly as given in Table 2.1. Consider the 

requirement that we wish to model this energy balance accurately enough to 

predict surface temperature to within one degree Celsius. By rearranging (2.1) 

and noting that the outgoing long-wave radiative flux is given by QL t..: £L crTg
4, 

one may solve for the surface temperature as: 

For the hypothetical energy balances in Table 2.1 the computed surface tem­

peratures are ~6° and 34° C for the rural an~ urban cases, respectively. This table 

presents the allowable percent errors in the parameterization of each energy term 

which by itself' would result in a one-degree error in the instantaneous calcula­

tion 'of the surface temperature. These values are calculated from a straight- -­

forward differentiation of (2.6). For surface temperatures on the order of 30°C 
, 

and surface emissivities around 0.95, QL iis 450 W 1m 2. A one degree change in 

surface temperature corresponds to roughly a 6 W 1m 2 change in QL i. Thus, an 

error of 6 W 1m 2 in calculating any energy term in (2.2) will result in a surface 

temperature error of roughly 1°C. 



Table 2.1: Acceptable Errors for 1°C Change 
in Calculated Ground Temperature 

Term in Ruralt Acceptable Urbant Acceptable 
Eqn.1 Error (%) Error (%) 

Qs (Wlm 2) 800 0.9 760 1.0 

QLHWlm2) 350 1.8 365 1.8 
Qr(W/m2) , 

-
305 2.0 158 4.0 

QH(Wlm2) 150 4.0 240 2.6 
QF (Wlm 2) 0 - ,/ 30 20 

Qc(W 1m 2) 80 7.5 148 4.2 

as 0.20 0.9 0.14 0.9 

£ or (ad 0.98 i.3 0.98 1.3 

QL t(W/m2) 445 -- 495 --

t Energy balance cases are hypothetical, based partially on fi~res presented by Oke (1987). 
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Clearly, the larger the energy flux term, the more accuracy is required in 
, 

modeling it. Thus, the first step toward accurately modeling an urban climate is 

the accurate calculation of the largest energy term, the incoming solar radiation. 

Given the time of day, time of year, and latitude, the short-wave energy incident 

on the earth's outer atmosphere is relatively simple to compute with accuracy. 

The most difficult problem in evaluating the short-wave ra4iation term involves 

knowing the extent of atmospheric attenuation and scattering, which in tum 

requires accura~e knowledge of the atmospheric profiles of pollutant concentra­

tionsand water vapor as well as cloud cover. The accurate evaluation of the sur­

face absorptivity of this short-wave radiation, as is also important. The model­

ing of latent, sensible~ and incoming long-wave heat fluxes are next in order of 

importance. In cases of moist or heavily vegetated surfaces, however, the latent 

heat flux termrnay be of primary importance. The modeling accuracy of the sur­

face flux and' anthropogenic heat flux is seen to be of secondary importance. It 

should be pOinted out. that the above analysis neglects the interdependence of the 
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energy flux terms. In reality, if one term is consistently underestimated, the 

other energy terms will adjust over the course of. the day and the resulting error 

in surface temperature prediction may be smaller than predicted by the above 

analysis. 

1.3. The Urban Fabric (albedo and vegetation) 

Each of the energy terms is strongly influenced by the thermal, radiative, 

and geometric characteristics of the urban surface~ What follows is a discussion 

of these characteristics and the potential to modify them through urban planning 

and large scale implementation of heat island mitigation measures. Specifically, 

the focus is on albedo and vegetative cover of urban surfaces. 

The urban fabric itself is a source of great variability of albedo, and thus has 

high potential for significant albedo modification. A parking lot paved with stan­

dard asphalt, for instance, may have an albedo as low ~s 0.05 (as =0.95), whereas 

a concrete sidewalk will have an albedo of roughly 0.30 (as =0.70). Surfaces that 

are visibly light in color tend to have higher albedos, because the energy content 

of the visible spectrum is about half of the total energy content of the solar spec­

trum. So, use of light-colored surfaces and paints can Significantly increase the 

albedo of a building or entire urban region. Researchers have predicted that 

moderate increases in the overall albedo of a city can significantly reduce urban 

temperatures, and consequently can lower consumption of energy and reduce air 
.~.-.... 

pollution. Specifically, Taha et al. (1988) using one-dimensional c1imatemodels 
. . 

estimated that increasing Sacramentois albedo from 0.25 to DAD would be possi­

ble and could lower peak urban summertime temperatures by as much as 4° C. 

Recent measurements in White Sands New Mexico have indicated a similar rela-

tionship between naturally occurring albedo variations and measured ambient 
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air temperatures (Rosenfeld et al. 1993). 

In estimating albedo, it is important to note its variation as a function of 

solar zenith angle. Furthermore, the effective albedo of rough surfaces (Le. an 

urban or SUburban neighborhood) d~pendsl upon the view factors of the various 

individual surfaces. As an example, consider a simplified city made up of high 

albedo buildings and low albedo streets. The effective albedo is essentially an 

area-averaged albedo when the zenith angle is nearly zero (ie. the sun is directly 

overhead). As the zenith angle increases away from zero the albedo of the build­

ing surfaces plays an increasingly important role in determining the effective 

albedo. In addition, multiple reflections of incident radiation are common in 

cities where energy reflected by one surface may be intercepted and reflected by 

several additional surfaces before escaping the urban canopy. This effect is 

demonstrated in Figure 2.4. Consider the case where the albedo of each surface 

in this figure is 0.20. c For Ray 1 and Ray 3, each of which undergo a single 

reflection, the effective albedo is simply the albedo of the individual surface 

(0.20). In the case of Ray 2, however, the effective albedo is 0.20 x 0.20 x 0.20, ot 

0.008. Clearly, then, the· geometric roughness and surface to surface radiation· 

view factors of a city result in an effective albedo which is less than the simple 

area-averaged albedo of individual surfaces. in addition, it is clear that this 

effective albedo is also a function of the solar zenith angle. This example illus­

trates the importance of taking the geometry into account when assessing the 
. , 

radiative balance oia city. 

There are two primary methods of· specifying· surface albedo in urban 

meteorolOgical studies. Often, researchers will obtain land-use data, assign a 

given albedo to each category of land use, and simply compute the appropriate 

area-average. In this case, the potential for multiple reflection and absorption of 
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radiant energy is not accounted for and the resulting predicted albedo values 

may be .artificially high. In the preferred situation, albedo values are derived 

from satellite or aircraft radiometry .. Since this method involves actual measure-

. ment of reflected radiation, it can be expected to produce more realistic estimates 

of albedo for urban areas. At the same time, however, remotely-sensed estima­

tion of surface albedo requires a detailed understanding of the radiative charac­

teristics of the intervening atmosphere and is therefore subject to atmospheric 

correction errors. 

Many researchers have targeted urban albedo as an important variable 

through which the urban microclimate may be selectively altered to reduce the 

magnitude of the impacts of the urban heat island. A number of studies have 

used computer models to simulate the change in building energy use resulting , 

from changes in exterior building color (Gnggs et al. , 1989; Conner, 1985; Reagan 

and Acklam, 19"79). Results from the simulations of Taha et al. (1988), for 

instance, estimate a 0.6% and 0.4% savings in cooling energy per 0.01 increment 

in albedo for a poorly insulated housea.n~ a well insulated house, respectively. 

these studies, however, generally focus on the ability of localized albedo 

modifications to affect the surface energy balance of a building wall or roof. This 

is referred to as the "direct" effect of albedo modification. There is another 

impact which may be of equal significance. Air temperatures are linked to the 

surface temperature through convective heat transfer (sensible heating) and 

through the absorption of long-wave radiation by several gaseous constituents in 

the atmosphere: namely, water vapor and carbon dioxide- the greenhouse gases . 
.. , 

Thus, the local modification of albedo may indirectly result in a city-wide air 

temperature impact. 
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Another urban design feature which has significance from a climatological 

perspective is vegetation. First, shading by trees has a direct impact on the 

building energy balance. In addition, through evapotranspiration, vegetation is 

able to dissipate much of the incident energy as latent heat. This effect not only 

has a direct effect on the air adjacent to the vegetation, but can have an indirect 

impact on buildings throughout the city as the cooled· air is advected by local 

winds. The effect of a single tree at distances far removed from its location is 

difficult to quantify. AnalYSis of such indirect effects will be important, however, 

in the determination of the effectiveness of heat island mitigation measures. 

2. CURRENT STATE OF URBAN CLIMATE MODELS 

Many investigators have used mathematical models to analyze the effects of 

urbanization on climate: Several comprehensive reviews of such models are 

available (Pielke, 1984; Oke, 1974, 1979). Pielke's book is useful as it not only 

gives background information on general mesoscale modeling.but also contains 

an appendix with detailed information on existing climate models. Oke (1979) 

reviewed a great number of these models and introduced two classifications 

which distinguish the models based on the scale of their vertical domain. Oke 

defined "canopy-layer models" as those models which focu~ on that portion of 

the city that is roughly below the building roof height. Models which focus pri­

marily on the region of the atmosphere above building roof height, but within 

the first couple of kilometers from the surface where the effects of the surface 

friction are felt, are called "boundary-layer models." An additional category, 

"surface-layer models," is sometimes used when discussing urban climate model­

ing. Surface-layer models do not resolve individual buildings, nor do they 

extend to the top of the domain of influence of the surface. Instead, they 
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approximate transfer processes in the surface layer where surface frictional 

. forces dominate the flow regime and where turbulent fluxes of energy are 

roughly constant with height. Many boundary-layer models contain surface­

layer models within them to form a lower boundary condition. The distinction 

between surface-layer and boundary-layer models is that the latter predict 

atmospheric variables above the surface-layer as well as within it. 

The four basic layers of interest to urban climate modelers are graphically 

depicted in Figure 2.5. The substrate is typically modeled as a thin layer on the 

order of a meter thick. When it is included in a model, substrate temperature 

and moisture content are calculated by numerical solution of the diffusion equa­

tions. The canopy layer extends to the top of the urban roughness elements. 

\ This is the most difficult layer to parameterize as it includes a very complex 

arrangement of geometric, radiative, and thermal factors. The surface layer, 

extending up to roughly 100 meters is the layer in which the effects of the surface 

roughness are directly manifested through turbulent interactions. Above the 

surface layer is the mixed layer which exten~~ 1000 meters upward. In this layer 

the atmospheric variables are well-mixed. 

Each class of models has applications in urban climate modeling, but each 

also has serious limitations. The goal of the following discussion is to provide 

background on the current state of these models and to point out the strengths, 

limitations, and applications of each as it applies to studies of the urban climate. 

For a more detailed discussion of these classifications, and for additional exam­

pIes of specific models the reader is referred to Pielke (1984), Bornstein P984, 

1989) and Oke (1974, 1979). A summary of the key points of .the present discus­

sion is provided in Table 2.2. 
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Table 2.2: Comparison of the Various Classes of Climate Models 

FEATURES 

Domain 

Equations Modeled 

Input 

Output 

Remarks 

Canopy-Layer Models 

Urb,~.n canyon extending from substrate to building 

height, sometimes extending up to 10 building 

heights. 

Energy balance of urban surfaces. Occasionally the 

momentum energy humidity and scalar transport 

equations are solved on a finite difference grid 

(Sievers 1986 for example). 

Typical input variables include month, latitude, 

elevation, hourly profiles of temperature, relative 

humidity, wind speed, pressure, atmospheric dust, 

and canyon geometry. Some models incorporate 

anthropogenic' heat schedules. Typically atmos­

pheric variables at the top of the canyon are 

required. , 

Surface energy fluxes and surface temperatures. 

For models.( which solve the equations of motion 

(Sievers 1986) the atmospheric variables at grid 

locations are provided. 

Requires accurate specification of fixed atmos­

pheric variables at top of model. This disallows 

any interaction between the canopy layer and the 

upper atmosphere. 



Table 2.2: Continued 

FEATURES 

Domain 

Equations Modeled 

Input 

Output 

Remarks 
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Surface-Layer Models 

Substrate up to top of surface layer, typically on 

the order of 100 meters. 

Energy balance at effective surface, and typically 

the momentum energy humidity and scalar tran­

sport equations are solved in 1, 2, or 3-D formula­

tions .. 

Typical input variables include month, latitude, 

atmospheric variables at the top of the model, sub­

strate thermal properties, surface roughness, 

albedo, anthropogenic heat, and plant canopy 

input. 

Temperature and energy fluxes at effective surface, 

temperature profile within the substrate; and 

: profile of atmospheric variables at grid locations. 

Vertical spacing between grid points in the lower 

portion of the atmosphere is typically between 10 

and 50 meters, and· time steps are on the order of 

several minutes. 

Grid spacings are large, requiring averaging of sur­

face parameters and atmospheric variables. Com­

putational speed limits the resolution and duration 

of 3-D schemes. 

.. 
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Table 2.2: Concluded 

FEATURES Boundary-Layer Models 

Domain Substrate up to top of nlixed layer. Model top is 

often variable, sometimes extending up to several 

kilometers. 

Equations Modeled In addition to the standard transport equations, a 

predictor for mixing height is often incorporated. 

Input Similar to surface ... layer model input. 

Output Similar to surface-layer model input. 

Remarks Due to large grid spacing the details· of the urban 

surface are lost. As with the surface-layer models, 

computational speed limits the resolution and 

duration of 3-D schemes. 

2.1. Canopy-Layer Models 

Canopy-layer models (eLM's) describe phenomena that exist below the roof 

height, although they sometimes extend to several building heights. The study of 

the urban canyon is a prime example of the application of a canopy-layer model. 
, 

Most CLM's do not predict ambient atmospheric ~ariables. Instead, they typi-

cally use a set of energy-balance equations-similar to (2.1) and (2.2) for various 

surfaces within the canopy to predict surface temperatures and surface fluxes. 

Bulk atmospheric properties, such as air temperature and wind speeds are often 

assumed or provided by field measurements. The energy-balance equations 

include net short-wave and long-wave radiation inputs to the surface and, in 

some cases, an input contribution from anthropogenic heat sources. Heat is 
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dissipated· by long-wave radiation, conduction to buildings and street surfaces, 

and turbulent diffusion of sensible and latent heat. 

A few eLM's do predict ambient variables, using finite-difference solutions 

to fluid transport equations for a turbulent atmosphere. The equations solved 

generally involve a series of approximations to and averagffig of the following 

transport equations for mass, momentum, energy, and specific humidity. 

The conservation of mass equation is given by 

(2.7a) 

where Uj is the velocity in the Xj direction. Variations in density have been . 

. ignored in this equation. The three momentum equations (i= 1,2,3) are given by 

aUj aUj 1 a a [ aUj ] -+u·- .. __ ...!!L_ g. +- KM-
at } ax· p ax· I ax· ax· 

} I } } 

(2.7b) 

where p is pressure, gj is gravitational acceleration (gj.O for i = 1 or 2), p is den­

sity, and KM is the turbulent exchange coefficient for momentum~ The Bous­

sinesq approximation is often applied to the vertical momentum equation. This 

assumption states that the vertical pressure gradient is hydrostatic, and replaces 

the dependence of this equation on density variations with a dependence upon 

temperature variations. The energy equation is given by 

(2.7c) 

where e is temperature, Qe is the energy source term, Cp is constant pressure 

specific heat, and KH is the thermal conductivity. The specific humidity obeys an 
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equation similar in form to the energy equation: 

.E:L + u·~ = Qq + _a_[Kv~l 
at J ax· p ax· ax· J 0 J J 

(2.7d) 

where q is the specific humidity, Qq is the vapor source term, and K~ is the dif­

fusion coefficient for vapor. 

Additional scalar equations are sometimes specified to describe the tran­

sport of various pollutants. In fact, one popular use of eLM's is for the analysis 

of pollution dispersion in and around urban canyons. Models that solve the 

transport equations rely on specified boundary conditions to link them with con­

ditions above the canopy. Existing eLM's do not interactively link the canopy to 

the rest of tJ:te planetary boundary layer. In general eLM's require boundary 

conditions which are determined at the local and mesoscale level. Thus even: 

those models that predict atmospheric variables cannot simulate effects resulting 
. , 

from the local and mesoscale dispersion due to surface modifications made 

throughout a city. 

Terjung and Louie (1974) modeled urban absorption of short-wave and 

long-wave radiation and the dissipation of that input via re-radiation, conduc­

tion, convection, and evaporation. Their model was the. first detailed three­

dimensional eLM. Given temporal, geographical, and climatic input da~a, the 

Terjung model predicts the following hourly output for streets, walls, !oofiops, 

and lawns: absorbed. diffuse, direct, and terrain-reflected shott-wave radiation; 

total incident and emitted long-wave radiation; convection; conduction; evapora­

tion; and surface temperatures. AQthropogenic heating is not included. The 

model also fails to predict air temperatures, humidity, or wind speed, and there­

fore, disallows feedback between surface heating and air temperature. 



32 

Terjung and O'Rourke (1980) described a similar model, which has the 

added capability of modeling vegetated canopies. Their algorithm uses the heat 

balance equation of a leaf to construct an aggregated description of a multi-tiered 

canopy. 

Arnfield (1982) presented a two-dimensional model for computing the net 

radiative parameters of an urban street canyon. In contrast to the model of Ter­

jung and Louie, the Arnfield model can be used to investigate the effects of spa­

tial variations in building materials because it allows radiative parameters of 

individual surfaces to be varied explicitly. 

Sievers and Zdunkowski (1986) presented a model that predicts ambient 

variables in a two-dimensional urban canyon. The top of the model is well above 

the canopy layer, roughly at ten building heights. This model uses a stream­

function vorticity. method to solve the momentum equations and predicts tur­

bulent exchange coefficients with a mixing length formula. The energy budget of 

the canopy is described by a heat transport equation that accounts for anthropo­

genic sources. 

In studying the urban heat island and its effect on building energy use, it is 

the urban canopy which is of primary importance. Specifically, evaluation of 

temperature, humidity, and the wind field in the lowest ten meters is necessary. 

In this respect, CLM's appear to be useful in the study of heat islands. The prin­

cipal drawback of CLM' s~ however, is that since their vertical extent terminates 

at several building heights, accurate ambient boundary conditions must be 

specified at this height. In the past, researchers have used local climate data to 

provide these boundary conditions as a.function of time of day. The conditions 

within the canopy are then detetmined as a function of specified upper boundary 

conditions. This scheme is satisfactory if the upper boundary is known. In heat 
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island studies, however, the ambient variables above the canopy, being linked to 

the surface characteristics, will change as the surface characteristics are altered. 

Thus, the fact that CLM's do not allow feedback between the urban canopy and 

the upper boundary layer seriously limits their applications to heat island stu­

dies . 

. Another difficulty in applying CLM's is the need to accurately specify the 

surface properties, especially the surface roughness. Surface roughness is inti­

mately involved in determining atmospheric turbulence and local wind profiles 

in the vertical domain of interest. Surface features can be responsible for 

significant changes not only in wind speed, but also in wind direction through 

th~ effects of local channeling. Using a CLM to model the climate over an entire 

city requires detailed specification of urban geometry. This can be a very tedious 

task, especially in studies of large urban areas. 

2.2. Surface-Layer Models 

Above the canopy layer, where flow is strongly influenced by the geometry 

of surface features, there is another region called the turbulent surface layer, or 

surface boundary layer. Most surface-layer models solve transport equations 

similar to equations (2.7a-d) in the layer extending from the surface to an upper 

boundary which typically ranges from 30 to 100 meters over an urban surface. 

As the horizontal extent of the domain becomes larger an additional term enters 

the horizontal momentum equation. This term is the Coriolis term which arises 

. from the rotation of the earth. The horizontal momentum equations become: 

au 1 au 1 1 ~ a [ au l] _. -+u---= -- +- KM -- +u2f at } ox- p aXl ax- ax-) } } 

(2.8a) 

and 
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aU2 aU2 1 a11 a [ aU2] --+u---= __ -=.L.-+_ KM -- -uJ 
at J ax- p aX2 ax- ax-J. J J 

(2.8b) . 

Equation (2.8a) is the east-west momentum equation, the "I-direction", and (2.8b) 

is the north-south or "2-direction" equation. In both equations, f = 20 sin<\> is the 

Coriolis parameter, a function of the latitude, <\>. The rotational frequency of the· 

earth is 0 = ~ hour-I. 

Outcalt (1972a,1972b) developed a one-dimensional surface-layer model 

(SLM), expanding primarily on the work of Myrup (1969) and Lettau (1969). The 

model is particularly notable for its simplicity, but retains elements typical of 

many SLM's. The model predicts surface heat fluxes and surface temperatures 

by iteratively solving a surface energy balance equation. It includes only one 

atmospheric layer, a turbulent surface layer, across which heat and moisture are 

assumed to turbulently diffuse. Within this layer, the turbulent heat fluxes are 

calculated using a formulation for the exchange coefficients appropriate for the 

surface layer in a neutral atmosphere. Outcalt added an empirical correction fac­

tor to account for the effect of non-neutral stability on the exchange· coefficients. 

2.3. Boundary-Layer Models 

Boundary-layer models (BLM's) focus on the atmosphere above the canopy 

layer. Their vertical extent may be as high as several kilometers depending upon 

wind speed, surface roughness, and surface heating. Some BLM's extend to the 

top of the troposphere (9-10 km). Like SLM's, BLM's typically solve transport 

equations similar to (2.7) and (2.8) with various additional assumptions. In con­

trast to the CLM's, many existing BLM's provide dynamic feedback between the 

urban surface and the boundary layer. BLM's may also include predictions of 
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the mixing height, which critically affects atmospheric variables in the boundary 

layer. 

Carlson and Borland (1978) produced a one-dimensional BLM. This model 

is used primarily to simulate surface fluxes and surface temperature, but it also 

uses Monin-Obukhov similarity theory to estimate wind velocity, air tempera­

ture, and specific humidity at various heights. In the original model, surface 

fluxes were assumed to originate from a ba~e soil. More recently, however, Carl­

son et al . (1989) modified the model to include the effects of a vegetated surface. 

The model uses the Monteith resistance formulation (Monteith, 1975) to calculate 

the turbulent fluxes. 

Bornstein et aI. (1987) extended the two-dimensional vorticity-~ode BLM of 

Bomstein n975) to three dimensions by using a vector stream function. The 

model simulates time-varying,· three-dimensional distributions of velocity, tem­

perature, and sub-saturation moisture in the atmospheric boundary layer. The 

. model uses the hydrostatic formulation which assumes horizontal length scales 

in the boundary layer are large compared to vertical length scales. This assump-: 

tion simplifies the calculation of vertical velocities and reduces the amount of 

numerical computation, but also limits the horizontal resolution of the moder In 

Bomstein's three-dimensional model, 1.5 kilometers is about the minimum hor­

izontal grid cell dimension. Anthropogenic heat flux is included in the model, 

and is allowed to vary spatially and on a diurnal cycle. 

There are a number of operational BLMswhich have been used for a wide­

range of applications. While these applications are too numerous to elucidate 

here, they include: evaluation of mountain and sea-breeze flows; the parameteri­

zation of mesoscale processes for inclusion in General Circulation Models 

(GCM); evaluation of global warming 'impacts on hydrology and vegetation; 
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impact of deforestation on regional climate; and study of air pollution formation 

and transport. Two of the models which are currently seeing prominent usage 

are the Penn State/NCAR mesoscale model (PSUMM) and the Colorado State 

University Regional Atmospheric Modeling System (RAMS). 

Surface.,.la~er models and boundary-layer models share similar advantages 

and disadvantages with regard to modeling the urban clini.ate. SLM's and 

BLM's both have the advantage over CLM's that they span a much larger 

dOJIlain, and allow feedback between the surface and the atmosphere. The larg­

est drawback of these models is their difficulty in resolving surface characteris­

tics. Since they have such a large domain, computational limitations require 

node spac~ngs on the order of kilometers. In addition, the hydrostatic assump­

tion applied in many of these primitive equation models further restricts the 

minimum node spacing. The hydrostatic assumption is generally assumed to be 

valid for horizontal grid spacings greater than 2 to 5 km. Thus, the resulting out­

put is really an integrated average over a volume of air on the order of a cubic 

kilometer. 

3. VALIDATION AND COMPARISON OF MODELS 

There are two primary methods of validating urban climate models. First, 

one can compare model predictions with existing clini.atological data. This is 

often d¥ficult, as appropriate data are quite limited. Even when these data are 

available, essential concurrent information such as surface properties is often 

lacking. In addition, a model which performs well under one set of initial condi­

tions may be prone to large errors when applied to a different geographic loca­

tion, or under differing synoptic conditions. Two examples of massive climato­

logical data collection experiments are Metromex (Changnon, 1981) and the 
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Stadtklima Bayern experiment (Brimdl et al. 1985). In the Metromex experiment, 

data were collected for the St. Louis area in the early 1970's. The Stadtklima Bay­

ern experiment consisted of continuous recordings of diurnal variations in tem­

perature and humidity at 18 sites in the Munich area over a three and a half year 

period, beginning in July 1981. Eichorn et al. (1988) used the Munich data to vali­

date their three-dimensional urban climate modeL They found that temperature 

and humidity were well modeled in rural areas around Munich. When they 

compared model results for the downtown areas of Munich to measurements, 

however, they found modeled temperature profiles that deviated from the meas­

ured profiles by as much as 4°C. Similarly, humidity calculations for downtown 

areas of Munich deviated from actual measurements by up to 15%. Whereas the 

downtown temperature calculations were consistently higher than measured 

data, the relative humidity was overestimated in the daytime but underestimated 

in the mornings and evenings. It is likely that inadequacies' in specification of 

surface characteristics were responsible for the discrepancies between model 

predictions and ambient measurements. 

Although many models have proven useful in studying climate above 

homogeneous (rural) terrain, it is difficult to find an urban climate model, that 

has proven itself to be accurate over urban canopies. Ross and Oke (1988) tested 

the performance of three urban energy balance models versus measurements for 

, a suburb of Vancouver B.C. The models they investigated were those developed 

by Myrup (Myrup, 1969), Carlson (Carlson and Boland, 1978), and Atwater 

(Atwater, 1972). Ross and Oke were able t~ show that, although these models 

produced diurnal heat flux profiles' which had the same characteristic shape as 

the measurements, they often deviated from the measurements by a substantial 

amount. They conclude that the inability of the models to handle the role of 
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water availability and its impact on evapotranspiration is the principle problem. 

Based upon the earlier discussion of the urban energy balance, it should be noted 

that inaccuracy in evaluating this balance may, by itself, result in unacceptable 

errors. 

A second method of validating climatological models is to compare them to 

existing well-documented and trusted models; . models which have been previ­

ously tested against empirical data. Once a model has been applied to various 

meteorological situations and has compared favorably with measured data, it 

may thus serve as a benchmark for validation of other models. It should be 

noted, however, that each new application of a model may expose previously 

undiscovered weaknesses resulting from model assumptions or parameteriza­

tions. 

4. CLIMATE MODELS AND BUILDING ENERGY USE 

It has been mentioned that energy use is one area in which temperature 

change due to urbanization is of gre~t importance. In particular, energy use in 

the buildings sector has been the focus of much recent work. In order to under­

stand how local c~ate modification due to changes in urban characteristics 

influences building energy use researchers must first have a means of evaluating 

building energy use. Computer codes have been written that take as basic input 

building parameters, occupant schedules, and external climate variables, and 

that produce building energy use schedules. In addition to solar radiation data, 

the necessary climate variables include air temperature, specific humidity, wind 

speed, and wind direction, all evaluated within the height of the urban canopy. 

While climate can vary substantially within a city, and indeed from one side of a 

building to another, for present purposes it is desirable to predict volume· 
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averages at discrete steps in time. The average in the vertical dimension should 

be taken over the distance from the ground to roughly 10 meters. The scale for 

the horizontal averaging will depend on whether one is attempting a site 

analysis or an urban scale analysis. At the site scale an averaging area of 100 to 

1000 square meters is appropriate since the nominal length scales of buildings 

are 10 to 50 meters. At the urban scale, however, the averaging area should be 

much larger, on the order of 10 square kilometers. Simulations of building 

energy also require a moderate degree of temporal analysis; hourly averages of 

climate variables are typically desirable. 

4.1. Previous studies 

Previous attempts to analyze building energy use and to quantify the impact 

of local climate change have been limited.· Huang et al. (1987) and Taha et al. 

(1988) used the building energy program OOE-2.1C (DOE-2) to study the impact 

of heat islands on energy use. OOE-2 is a public-domain program that simulates 

the hourly energy performance of a building, incorporating information on its 

climate, type of building envelope, equipment use, and occupant schedules (U.S. 

Dept. of Commerce, 1980; Birdsall et al., 1985). For its climate input, ooE-2 uses 

hourly weather tapes that are available from a number of sources, including the 

U.S. National Oceanic and Atmospheric Administration (NOAA). The weather 

data, either from a local airport or from a Typical Meteorological Year (TMY) 

data tape for an airport at a nearby city, are taken to be representative of condi­

tions around the modeled building. 

In the studies of Huang et al. (1987) and Taha et al. (1988), the output data of 

a climate model were used in place of the standard airport data. This approach 

is simple and useful. The primary drawback of this method, however, is that 
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since it ignores locally measured weather data it overlooks the possibility of 

discrepancies between the measured and simulated micro-meteorological vari­

ables. 

This approach may be improved upon in the following way. First, base case 

urban landscape scenarios should be developed. A climate model is then used to 

predict diurnal temperature profiles. Similarly, test cases corresponding to 

albedo and vegetation modifications need to be developed and used in conjunc­

tion with a climate model to predict diurnal temperature profiles for these test 

cases. The hourly temperature differences between the base case and the test 

cases will then be calculated. Finally, the original weather data are modified by . 

subtracting these temperature differences from the original temperature data. 

The modified tape data are then used in building energy studies to predict the 

impact of vegetation and albedo modifications; 

This approach is useful since it makes the problem tractable. Urifortunately 

it also has several drawbacks which bring into question the "accuracy of its pred­

ictions. First of all, it is clear that the climate at a nearby airport may not be 

representative of the climate within an urban center. It is also important to note 

that modifications to the weather data are made discretely. The resulting data 

tape, therefore, represents a compromise between measured and simulated data. 

4.2. A possible future approach 

Due to the above-mentioned constraints, it appears that modeling the effec­

tiveness of heat island mitigation measures will require the development of new 

and very accurate urban climate models. These models will have to overcome 

the many obstacles pointed out previously. 
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Rather than developing a completely new set of urban climate models it 

may be feasible to combine several existing models in such· a way that their 

beneficial aspects are exploited. One of the more promising methods is the co~­

bining of existing eLM's and BLM's. A BLM could be given approximate area­

averages of urban surface variables as a lower boundary condition. Running the 

BLM for a 24-hour period would generate predictions of climate variables at dis­

tinct grid points. The· analysis could then proceed by using this climate data at a 

specific height, say 50 meters, as an upper boundary condition to a canopy-layer 

model with a much finer grid. The eLM could take this information and a more 

detailed specification of the lower boundary urban surface, and be run for the 

same 24-hour period. The resulting climate information within the urban canopy 

would be a more ·accurate estimate than is currently. available through applica­

tion of a single model alone. A possible refinement could be obtained through 

the following iterative process. Since both the BLM and eLM would predict sur­

face temperatures for the same 24-hour period, it is reasonable to compare the 

two surface temperature profiles; This would be accomplished by aggregating 

the fine grid eLM surface temperatures into representative averages for the BLM 

grid cells. If there is a significant difference between the surface temperature 

profiles, the BLM could be run again with a modified lower boundary condition . 

. This modification could consist of an alteration of the integrated average of sur­

face properties used by the BLM as a lower boundary condition to make the sur­

face temperature results from the two models more consistent. Another, more 

straightforward approach would be to simply impose the. resulting eLM surface 

temperature field as a lower boundary condition for the BLM. The BLM could be 

run a second time and the predicted 50 m meteorological variables would once 

again be used as upper boundary conditions for an improved eLM run. This 
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process would then be repeated until the predicted surface temperature fields 

converge. A flowchart of the above proposal is given in Figure 2.6. 

The results of such a method should be a fairly accurate representation of 

the climate within the urban canopy. As described earlier, these climate vari­

ables can then be used by another computer code such as OOE-2 to predict build­

ing energy use. This method may also be useful in high-resolution evaluation of 

the impacts of urban mitigation measures. After an urban site has been chosen 

for study, a comprehensive set of mitigation scenarios could then be developed 

and analyzed. Because of the great variability among cities, this analysis will be 

required for any urban area considering heat island mitigation measures. The 

results from such studies will be instrumental in determining urban energy pol-
I 

5. SUMMARY 

The current state of urban climate modeling is only marginally useful for 

application to urban heat island studies. Simple calculations show that the .. 
parameterizations of the urban energy balance terms must be extremely accurate 

in order to get reasonable predictions of at.nbient variables. The complex interac­

tions of the urban surface parameters with the urban microclimate make simple 

estimation techniques unreliable. An effective way to get a measure of the effec­

tiveness of urban heat island mitigation measures is to develop rigorous and 

accurate parameterizations for the urban fabric which in turn are used as boun­

dary .conditions for high resolution or nested numerical models: Specifically, the 

combination of a canopy-layer model and a boundary-layer model is suggested 

as prOviding great potential for success in the attempt to accurately model the 

urban climate. 

• 
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Clearly, there is much work to be completed before accurate simulations of 

urban climates can be accomplished and applied to the study of the impact of 

heat island mitigation measures on urban energy use and air quality. At this 

point, the capabilities of the numerical models appear to be satisfactory. -It is the 

parameterizations of the urban surface and the specification of boundary condi-

. tiOI1-S that are insufficient. Unique approaches such as the iterative scheme out­

lined above must be thoroughly investigated, so that accurate prediction of 

urban temperatures becomes possible. 
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(solid line); latent flux (circle); sensible flux (square); ground flux 
(diamond); and anthropogenic flux (triangle). After Oke, 1987. 

24 

'\ 

~ 
U1 



-E . 
0" 
~ 
~ 
>< 
::J 
u:: 
ca 
Q) 

:c 

40 "'"' 

30 

20 

10 

o 
o 4 8 12 16 20 

lime (LSl) 
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CHAPTER 3 
Surface Characteristic Sensitivity Experiments 

1. INTRODUCTION 

Researchers agree that albedo, surface moisture availability, substrate pro-· 

perties, and anthropogenic heating are among the most important factors in pro­

ducing urban heat islands. In addition, cities often experience unacceptable lev­

els of photochemical smog. This problem is exacerbated in locations character­

ized by large anthropogenic emissions of smog precursors and enclosed by geo­

graphical features forming a basin. Very few attempts have been made, how­

ever, to systematically evaluate the relationship between each surface charac­

teristic and the local meteorology and air quality. This chapter and the following 

chapters present results from a study whose goal was to evaluate the potential of 

surface modifications to cool the Los Angeles Basin, save energy, and reduce 

photochemical smog. 

Prior to conducting full three-dimensional meteorological simulations and 

the corresponding photochemical smog simulations, it is useful to isolate each 

surface characteristic and thoroughly examine its role in a developing 

mesometeorological coastal,flow. This comprehensive series of two-dimensional 

simulations was used to guide the development of three-dimensional simulation 

cases described later. In addition, the insight gained from the analysis of this 

sensitivity study aids in the interpretation of meteorological results from the 

more complicated three-dimensional simulations. The end results of this 

research include: (1) an expanded understanding of the role that urbanization 
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plays in affecting meteorology and air quality, and (2) the extent to which urban 

planners and policy makers can hope to mitigate the problems resulting from 

urbanization through surface modification strategies. 

2. METHODOLOGY 

A modified two-dimensional version of the Colorado State University 

Mesoscale Model (CSUMM) has been employed in this study. The CSUMM is a 

. hydrostatic, incompressible, primitive-equation mesoscale meteorological model 

designed for simulation of airflows generated by differential surface heating and 

terrain irregularities. This model was originally developed by Pielke at Colorado 

State University (Mahrer and Pielke, 1977). Over the past two decades the 

CSUMM has been validated and applied in numerous situations. For a detailed 

description of the CSUMM see Mahrer and Pielke (1977,1978) and Arritt (1985). 

In its original form the CSUMM does not allow for grid-specific values of surface 

characteristics. This shortcoming was remedied by modifying the code to work 

with arrays of the surface characteristics and read these arrays from specified 

data files. 

The output from the meteorologi,cal model is useful in several ways. First, it 

can directly indicate the impact of surface characteristics on meteorological vari­

ables such as temperature and wind speed. Secondly, the behavior of variables 

such as temperature, vertical wind speed, and planetary boundary-layer (PBL) 

height can serve as indicators of pollutant transport and diffusion. Finally, the 

hourly output from the meteorological model can be used as input to a photo­

chemical model to yield quantitative predictions of the effect of surface 

modifications on pollutant levels. 
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In this study the CSUMM was used to investigate the effects of surface 
. 

modifications on the following: penetration and depth of the sea breeze; magni-

tude of the maximum horizontal and vertical components of wind velocity; low­

level potential temperature; surface temperature; and effective mixing height. 

The potential temperature is a commonly-used meteorological variable defuled 

as the temperature which would be attained by a parcel of dry air if it were 

brought adiabatically to a pressure of 100 kPa. The sea-breeze front is defined in 

this study as being at the location of peak positive vertical wind speed. For 

simulations in which an inland circulation is generated there are often several 

local maxima of vertical wind speed. In these cases the maxima nearest the coast 

is associated with the sea-breeze front. 

The computational domain consisted of 64 east-west grid cells, and 22 verti­

cal grid cells. The horizontal grid spacing was 5 kIn. Vertical grid spacing was 

variable ranging from 25 m near the surface to 1000 m at the top of the domain 

which is at 9 kIn (approximately the tropopause). The time step was 60 seconds. 

There was a fixed boundary between an ocean covering 16 grid cells located on 

the western side of the domain, and land covering the remaining 48 grid cells of 

the domain. The computational grid is illustrated in Figure 3.1. All simulations 

commenced at 0300 Local Standard Time (LST) and continued until 1800 LST. 

The general approach of these two-dimensional experiments was to deter­

mine the model's sensitivity to variations in several parameters at three horizon­

tal scales of interest. These scales are domain-wide, subregional, and local. In all 

of the simulations the term inland is used to refer to a location well inland of the 

coast, and the term near ocean refers to the land surface grid points directly adja­

cent to the ocean. The exact locations of the various modification schemes are as 

follows: domain-wide (DW) modifications cover all land grid cells (cells 17-64); 
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subregional near-ocean (SNO) modifications cover grid cells 17-24; subregional 

inland (SI) modifications cover grid cells 46-53; and localized inland (LI) 

modifications cover grid cells 49 and 50. 

Previous studies have used various versions of the CSUMM code to investi­

gate urban meteorology and sea-breeze flows (A vissar and Pielke 1989; Kessler et 

al. 1985). In these studies, however, only very limited sensitivity studies were 

conducted. Kessler et al. (1985), for instance, were interested in the effects of a 

sandbar on sea-breeze circulations The sandbar was composed of regions of 

sand, clay-loam, loamy sand, dry sa~d, and loam. For this reason, they investi­

gated the impact of substrate properties on the model performance. 

Schultz and Warner (1982) investigated summertime circulations and pollu­

tant ventilation in the Los Angeles Basin using a two-dimensional primitive­

equation model similar to CSUMM. They present a detailed analysis of six 

experiments which were developed to isolate factors such as initial sounding 

profiles, surface characteristics, topography, and sea-breeze effects. Schultz and 

Warner did not attempt to disaggregate the surface characteristics in any way, 

however, concluding only that "correct specification of the land surface charac­

teristics is ... important to the quality of the (meteorological) simulation(s)." 

The two-dimensional simulations presented here represent the most 

thorough sensitivity study to date. More than twenty simulations were per­

formed in an effort to isolate and identify the impacts of various surface charac­

teristics on the development of a coastal meteorological flow. In particular, the 

sensitivity of the model to albedo, surface roughness, moisture availability, sub­

strate properties, and anthropogenic heating was investigated. In addition to 

investigating domain-wide surface modifications, coastal and inland 

modifications ranging from 10 to 40 km in horizontal extent were studied. 
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3. BASE CASE 

In order to have a point of reference for the sensitivity analysis, a base case 

simulation was defiried. Topography can significantly influence mesoscale circu­

lations. Equally important is the impact of large-scale forcing of the geostrophic 

wind which can be quite variable, and in many cases can playa dominant role in 

the local meteorology. This geostrophic wind is the flow which results from 

large..;scale pressure variations across the mesoscale domain .. To isolate the 
( 

effects of the parameters in the sensitivity tests, the large-scale geostrophic wind 

was set to a minimal level (constant at 10 cm s-l), and topography was defined as 

flat. The initial wind direction under such calm conditions is irrelevant and set 

to 0 degrees (from the North). 

The initial sounding profile is given in Table 3.1. The potential temperature 

and specific humidity profiles correspond to a reasonable pre-dawn stable situa­

tion in the L.A. basin. The surface temperature initial condition is 292 K. 

Table 3.1: Initial pre-dawn domain-wide sounding andgeostrophic wind profile 

Altitude Potential Specific Altitude Potential Specific 
(m) Temperature (K) Humidity (m) Temperature (K) Humidity 

5 292.0 0.0130 1200 313.5 0.0050 

30 292.1 0.0130 1500 315.8 0.0050 

100 292.2 0.0130 2000 316.6 0.0048 

200 292.6 0.0126 2600 316.9 0.0045 

300 293.8 0.0118 ·3200 318.2 0.0030 

400 296.0 0.0108 4000 320.3 0,0020 

SOO 299.3 0.0092 5000 323.7 0.0015 

600 301.3 0.0082 6000 327.0 0.0008 

700 304.8 0.0074 7000 330.0 0.0005 

800 307.5 . 0.0060 BOOO 333.0 0.0005 

1000 310.5 0.0050 9000 334.5 0.0005 

\ 
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The substrate properties used for this base case are considered to be typical 

of moderately dry substrate. The thermal diffusivity, density, and specific heat 

capacity a~e 0.0028 cm2 s-l, 1.6 g cm-3, and 0.21 cal g-l 1("1, respectively . 

These simulations were intended to explore the response of the Los Angeles 

basin under typical summertime conditions. Therefore the Julian Day of the 

simulation was 221 (August 8), and the latitude was 34°. In addition, the default 

values of albedo, surface roughness, and ~he surface wetness parameter were 

0.18, 0.75 m, and 0.10, respectively. 

4. PARAMETRIC ANALYSIS 

The sensitivity of t~e model to a wide range of parametric variations was 

investigated. Domain-wide, subregional, and localized modifications for albedo, 

surface roughness, moisture availability, substrate properties, and anthropogenic 

heating were investigated. 

4.1. Sensitivity to Surface Characteristics 

The two-dimensional version of the CSUMM code was modified to accept 

input files for each of the variable surface characteristics. All of the sensitivity 

cases were conducted by supplying the appropriate set of i~put data files. 

The procedures for conducting sensitivity tests of albedo, surface roughness, 

and moisture availability were similar. For each of these parameters six test 

cases were developed. The first three cases explored the impact of v,!-rying the 

domain-wide value of the parameter. The last three cases consisted of one large 

area of a single value of the parameter, and a second localized patch of a 

significantly different value. In this way, the domain-wide implications of loCal­

ized surface characteristic modifications were investigated. 
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The investigation of model sensitivity to substrate properties could have 

involved a complex set of experiments. The task was simplified by defining one 

set of suJ;>strate properties to represent an urbanized area, and another set to 

represent a non-urban (rural) area. For rural areas, the values of thermal dif­

fusivity, density, and specific heat were given as 0.0026 cm2 s-l, 1.60 g cm-3, and 

0.240 cal g-l 1("1. For urban areas the corresponding values were 0.0070, 1.55, 

and q.305. All of these values were based on data from Hjelmfelt (1982). 

In the case of substrate properties only three test cases were defined. Two of 

these cases investigatep subregional modifications near the ocean, and the third 

was designed to determine the impact of a localized inland urban region in rural 

surroundings. 

4.2. Sensitivity to Anthropogenic Heating 

Anthropogenic heating can be quite significant within an urban core. In 

particular, large cities often have summertime anthropogenic heating values on . 

the order of 50 W m-2 (Holser and Landsberg 1977). The corresponding magni­

tude in rural and suburban areas is only about a tenth as large. 

The magnitude of anthropogenic heating varies on a diurnal and annual 

basis. In the past many researchers have neglected anthropogenic heating alto­

gether, while others, ignoring the diurnal variation, have used a single value for 

anthropogenic heating based on average annual energy consumption. One of the 

better representations of anthropogenic heating can be found in a study of the 

meteorology of the Tokyo bay area by Kimura and Takahashi (1991). Kimura 

used the diurnal variation in electric power to generate a profile for anthropo­

genic heat release. One drawback of the Tokyo study, however, is that it used 

annual values of energy use, ignoring seasonal variations. Researchers have 
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shown that magnitudes often vary seasonally by 50% or more. As an example, 

Kalma and Newcombe (1976) estimate that the peak anthropogenic heat release 

for Sydney Australia on a typical winter day is about 80 W m-2, but less than 65 

W m-2 for a summer day .. 
, 

Taha et al. (1992) developed summertime and wintertime prototypical diur-

nal profiles for anthropogenic heating in a hypothetiCal city. These profiles take 

into account a number of factors including energy use in the transportation sec­

tor and variations in electric power demand. In this study, a Fourier series 

representation pet) of their summertime profile function was used as a dimen­

sionless scaling factor: 

(3.1) 

where, 

Ao = 0.557, Al == -0.227, A2 == -0.006, A3 = -0.084, 

and, 

B 1 = -0.384, B 2 == +0.016, B 3 = -0.012. 

In (3.1), t is time in hours. This profile is shown in Figure 3.2. For each case a 

value of Qfmax was then specified to represent the maximum value of anthropo­

genic heating. For a given time of day, this value is multiplied by the diurnal 

profile function to obtain an energy flux which is then added to the first vertical 

layer to augment the air temperature in this layer according to the equation: 

T + - TQfmax '" P '" ~t 
1 1 + pCpL (3.2) 

In this equation, p is the density of air, Cp is the specific heat of air, L,is the depth 

ofthe first air layer (25 m), and At is the time step (60 s). 
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Domain-wide values of Qfmax from 15 to 45 W m-1 were investigated. In 

the localized and subregional cases, the domain-wide values of Qfmax are 0 with 

the exception of patches of Qfmax = 45 W m -1. In the peak., with Qfmax = 45, 

(3.2) indicates that the air temperature in the lowest level will increase at a rate of 

:L.5°C per hour. 

5. RESULTS 

Although, the model can produce results at any specified time interval 

throughout the day, the focus of this analysis is such that conclusions can be 

developed from a simplified set of output data. The meteorological consequences 

of surface characteristics in the morning are important since the development of 

the sea-breeze front and the daytime growth of the boundary layer play impor­

tant roles in the mixing and dispersion of precursors of photochemical smog. 

The afternoon meteorological impacts of surface characteristics are also of partic­

ular importance in this study since peak ozone concentrations are typically 

observed during the afternoon when temperature-dependent equilibrium equa­

tion rate constants are high and incident solar radiation is still large. A study of 

meteorological simulations at these times also provides insight into the develop­

ment of elevated summertime urban air temperatures which generate increased 

demand for air conditioning, resulting in elevated levels of anthropogenic heat 

release. In this analysis, results of the model simulations are presented for both 
/ 

the morning (1000 LST results) and the afternoon (1400 LST results). Due to the 

large anthropogenic heating in the late afternoon results from these cases at 1800 

LST are also presented. 

In the following discussion, reference to "low-level" air temperatures is used 

to indicate air temperatures which the model predicts for the first level which is 

.. 

.. 
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at a nominal height of 17.5 m. 

The base case results are discussed in some detail and plots of morning and 

afternoon results are presented. Results of the albedo simulation cases are 

describeci in similar detail to reveal the general patterns present in the simula­

tions. The results for the remaining cases are described in less detail. 
, 

The simulations have been separated iilto two categories: domain-wide 

cases, and localized modification cases. The base case results are summerized in 

detail in the section On domain-wide modifications. 

5.1. Domain-Wide Cases 

The results from the domain-wide modifications (and the-base case) all have 

similar patterns. Since the sea breeze develops over a homogeneous land sur­

face, each of the meteorological variables approaches an asymptotic limit far 

inland from the ocean interface. While air and surface temperatures and PBL 

heights rise from low values over the ocean to high asymptotic limits inland, hor­

izontal and vertical velocities have low values at both ends of the computational 

domain, but reach peak values near the location of the sea-breeze front. 

BASE CASE 

The base case was developed as a reference for comparing the results of sub­

sequent cases. This section discusses the fundamental characteristics of. the 

morning and afternoon meteorological results for this simulation. 

As the sun rises in the morning and heats the surface a sea breeze is gen­

erated due' to the differential heating between the sea and land surfaces. The 

sea-breeze front moves· steadily inland over-the course of the day, bringing with 

it the associated mixing and advective transport of pollutants. Since the 
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background geostrophic wind speed is set to a small value and a flat topographi­

cal profile is specified, all simulated large wind speeds result· from differential 

surface heating. The location where these wind speed values start to decline is 

indicative of the sea-breeze front. For the purposes of this analysis the sea-breeze 

front is defined as being located at the point where the positive vertical wind 

speed is a maximum. 

Figure 3.3 shows the development of the horizontal and vertical velocity 

profiles. The horizontal velocity profile in Figure 3.3a is a cross-section taken at 

an altitude of 65 m. The vertical velocity profile in Figure 3.3b is a cross-section 

taken at an altitude of 350 m. These cross-section heights were chosen somewhat 

arbitrarily to depict the general character of the individual velocity components. 

All subsequent plots of the velocity component profiles use the same cross­

section heights. By 1000 LST the sea breeze has penetrated only 5 km inland. The 

peak positive wind speeds are located very near the land-water interface and are 

3.98 m s-l and 4.4 cm s-l r~spectively for the horizontal (U) and vertical (W) 

components. The peak horizontal velocity is locat~4 at the ocean-land interface 

both in the morning and in the afternoon. In the afternoon, however, a second 

maxima, corresponding to the .sea-breeze front, is evident roughly 20 km inland. 

The peak vertical velocity, however, travels with the sea-breeze front being 

located 35 km inland in the afternoon. 

Both the morning and afternoon simulated planetary boundary layer 

heights over the ocean portion of the domain are only 30 m. In the morning the 

PBL height increases to an "asymptotic" inland value of roughly 600 m, while in 

the afternoon, this height has increased to 954 m. 

The development of the near-surface (17.5 m) air temperature for this base 

case is shown in Figure 3.4. The morning air temperature above the ocean 
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portion of the domain is relatively constant at 18.8°C. Starting at the land-sea 

interface this temperature increa~s asymptotically toward a value of 25.9°C 

which it reaches 25 km inland. The air temperature is then constant at this level 

throughout the remainder of the horizontal domain. The afternoon air tempera­

ture profile is similar with the same value over the ocean, but an asymptotic 

value which has increased by 6.3° to a value of 32.2°C which is not reached until 

90 km inland. The value of the air temperature over the ocean does not change 

from morning to afternoon because it is strongly influenced by the ocean surface 

temperature which is specified as a constant boundary condition. 

The s~face (ground) temperature profile develops in a similar fashion. The 

morning ocean surface temperature has a constant boundary condition value of 

18.1°C. The first land grid point surface temperature is 26.0°C. The surface tem­

perature increases asymptotically toward a value of 28.8°C which it reaches 20 

km inland. The surface temperature is then relatively constant at this level 

throughout the remainder of the horizontal domain. The afternoon surface tem­

perature profile is similar with the same boundary condition ocean temperature 

of 18.1°C. The first land grid point in the afternoon has actually cooled down 

slightly to 25.6°C. This may be a result of the intensification of wind speeds in 

the developing sea breeze. The asymptotic value, however,. has increased by 8.8° 

to 34.4 0C. This value is not reached until roughly 65 km inland. 
( 

DOMAIN-WIDE ALBEDO 

This section describes results for the domain-wide albedo sensitivity cases. 

The domain-wide albedo was increased from 10% to 30%, and then to 50%. This 

albedo increase lowered wind speeds and significantly restricted the develop­

ment of the sea-breeze. Specifically, increasing albedo from 10% to 50% resulted 

in a decrease of roughly 30% in the horizontal wind speed peaks and of 45% in 
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the vertical wind speed peaks. The corresponding effect on the sea-breeze front 

was a. decrease in its penetration from 40 km inland to only 30 km inland. Furth­

ermore, the growth of the PBL was significantly hampered by increasing albedo. 

In the afternoon, the high-albedo case resulted in a PBL height of 690 m which is 

28% lower than the PBL height for the low-albedo case (965 m). 

The low-level (17.5m) air temperatures and the surface temperatures follow 

the typical profile, starting at a low constant value over the ocean and increasing 

to an asymptotic value inland. It is interesting to note that albedo modifications 

had only slightly more impact on the surface temperatures than on the air tem­

peratures. Increasing albedo from 10% to 30% resulted in afternoon surface and 

air temperature depressions of 2.8. and 2.4 °C, respectively. Further increasing 

albedo from 30% to 50% resulted in additional surface and air temperature 

depressions of 3.3 and 2.8°C. It is, perhaps, surprising that the surface and air 

temperature impacts of albedo modifications are of the same order of magnitude. 

Generally, one would expect the surface temperature impact to be much larger, 

since the albedo directly affects. the energy balance of the surface, but has only a 

secondary impact on the air. These results imply that the modeled heat transfer 

betwt:en the surface and the air is quite high, resulting in only small temperature 

gradients. This could be a result of the relatively high surface roughness in the 

areas of interest. Although such an increase in domain-wide albedo would 

prove difficult to accomplish in practice, the results from the more reasonable 

range of 10% to 30% still indicate a significant impact. 

--- DOMAIN-WIDE ROUGHNESS 

The following results reveal the effect of increasing the domain-wide surface 

roughness from a value of 0.10 m to a value of 1.00 m and then to 1.50 m. These 

simulation cases had virtually no impact on themornirlg circulation patterns. In 



63 

, the afternoon, however, a very slight decrease in wind speeds and PBL heights 

was observed to occur with increased surface roughness. This is accompanied 

by a slight retarding of the sea breeze penetration. If the forcing geostrophic 

wind were increased, the surface roughness parameter would be expected to 

playa more significant role. 

The morning air temperature is relatively insensitive to changes in rough­

ness whereas the afternoon air temperature decreased by 0.3°e when the rough-

. ness was increased from 0.10 to 1.00 m,and by an additionall.O°C when rough­

ness was further increased to 1.50 m. The impact of surface roughness on sur­

face temperatures is seen to be even more significant. Increasing roughness from 

0.10 to 1.00 m resulted in a surface temperature drop of 3.7°C in the morning and 

4.4°e in the'afternoon. Further increasing roughness from 1.00 to 1.50 m resulted 

in an additional temperature drop of OAoC in the morning ahd 0.6°e in the after­

,noon. Thus, the surface temperature was most affected by an increase in surface 

roughness from a very low value of 0.10 m to a moderate value of 1.00 m. On the 

other hand, air temperature was not affected significantly by this modification 

range, but was quite sensitive to an increase in roughness from a moderate value 

of 1.00 m to a high value of 1.50 m. These results suggest that in the low rough­

ness range, sensible heat transfer from the surface to the low-level air is slightly 

overshadowed by vertical transport of energy out of the low-level air. In the 

higher roughness range, however, the additional extraction of sensible heat from 

the surface is significantly smaller than the additional vertical transport of energy, 

out of the low-level air. 
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DOMAIN-WIDE MOISTURE AVAILABILITY 

The PBL heights are quite sensitive to domain-wide moisture availability. 

Increasing the moisture availability from 0.05 to 0.20 and then to 0.50 resulted in 

an afternoon decrease in the PBL height from 1100 to 772 to 682 m. The 

corresponding decreases in peak horizontal wind speeds were 18% and 31%. 

The vertical wind speed was even more sensitive to changes in moisture availa­

bility, decreasing from 7.8 cm s-l by 35% and 57% for this series of modifications. 

The surface temperature was found to be very sensitive to moisture availa­

bility. Increasing moisture availability from 0.05 to 0.20 resulted in a surface 

temperature depression of 6.2 °C at 1400 LST. Further increasing moisture avai­

lability from 0.20 to 0.50 depressed the surface temperature by an additional 3.1 

°C. We found that air temperatures were nearly as sensitive to moisture availa­

bility. Specifically, increasing domain-wide moisture availability from 0.05 to 

0.20, and then to 0.50 lowered air temperatures by 5.0 °C and 7.7 °C, respectively. 

DOMAIN-WIDE ANTHROPOGENIC HEATING 

For the following simulations the domain-wide anthropogenic heating 

profiles followed the form illustrated in Figure 3.2. The peak of this profile was 

designated as 15, 30, and 45 W m -2 for the three domain-wide anthropogenic 
• 

heating simulations. The development of the sea breeze was surprisingly insen­

sitive to' the level of imposed anthropogenic heating. In fact, compared with the 

base case, the most significant impact on the sea breeze occurred in the morning 

when~the specification of a 45 W m-2 peak heating, profile resulted in an increase 

of roughly 10% in both the PBL height and the peak vertical velocity. The 

corresponding impact on peak horizontal velocities was virtually undetectable, a 

decrease of roughly 2%. This could be simply within the range of computational 

.. 
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error. In contrast to this result, in the afternoon and in the evening, the PBL 

height and wind speeds for these cases were nearly identical to those of the base 

case. These results are unexpect~d since the anthropogenic heating term follows 

a diurnal profile which peaks late in the day (between 1300 and 1700 LST) and is 

only at about 40% of its peak at 1000 LST. 

Each 15 W m -2 increase in the nominal value of the anthropoge~c heating 

profile resulted in a 0.2°e increase in air and surface temperatures both in the 

morning and in the afternoon. In the everung (6:00 p.m.), however, the air and 

surface temperatures increased by 0.5 and 0.3°e respectively for each 15 W m-2 

increase in anthropogenic heating. 

Thus anthropogenic heating has minimal impact on the development of the 

daytime sea breeze and only a moderate impact on evening air !emperatures. 

The slight increase- in morning PBL height has positive air quality implications 

while the small increases in air temperatures may counteract this effect. These 

results suggest that an.thropogenic heating does not playa dominant role in the 

daytime formation of photochemical smog. The increase in evening air tempera­

tures may, however, be responsible for a significant increase in the demand for 

air conditioning electricity. 

5.2. Localized Modifications 

The localized modification cases produced distinctly different results rela­

tive to the domain-wide cases. In the near-ocean cases, the region over which the 

meteorological variables approached their asymptotic limit was extended. In the 

inland ,cases, pronounced temperature and PBL height depressions were often 

. produced over the location of the mociification. The horizontal extent of these 

depressions generally corresponded to the length of the modification zone. In 
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addition, these cases also produced significant impacts on the magnitudes of the 

local winds. 

LOCALIZED ALBEDO 

The localized and subregional albedo cases investigated the impact of small 

scale (either inland or near the ocean) albedo modifications. In the subregional 

near-ocean (SNO) albedo modification case the land surface grid points nearest 

the ocean had a high albedo of 50% and the rest of the land surface had a low 

albedo of 10%. Figure 3.5 demonstrates the development of the horizontal and 

vertical velocity profiles for the SNO case. While the wind speeds in this case are 

generally lower than those from the base case, the penetration of the sea-breeze 

front appears to be significantly enhanced as a result of the near-ocean albedo 

modification.' In the afternoon the sea-breeze front is located 70 kIn inland for 

the SNO case, but only 40 kIn inland for the base case. 

The impacts of subregional inland (SI) and localized inland (LI) regions of 
. 

high albedo were also investigated. In' both cases, the albedo modification suc-

ceeded in producing its own circulation pattern. These circulation patterns are 

clearly visible in velocity component profile plots. Figure 3.6 shows the after­

noon horizontal and vertical velocity components across the simulation domain 

for the SI case. While not as large as the sea breeze, the circulation generated by 

the surface modification is quite distinct and extensive. The resulting circulation 

resembles a fluid jet impinging downwards upon the modification zone, with 

flow vertically toward and hOrizontally away from this zone. 

Figure 3.7 contains the corresponding plots for the modification of the LI 

case. Even though this modification is only 10 kIn in extent, its impact on both 

velocity fields extends roughly 25 kIn in both directions. The generated 

• 
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circulation of the LI case has a horizontal velocity profile which is similar to that 

of the 51 case, but with about half the magnitude. The vertical velocity profile, 

however, shows a very interesting result. The generated circulation of the LI 

case has a peak downward velocity of 5.1 em s-l compared with only 3.7 for the 

51 case, indicating that the localized albedo modification had more of an impact 

on vertical flow than the subregional modification. Thus, regions of highly vari­

able albedo may hold the potential for increased vertical mixing and improved 

air quality due to the interactions between circulations generated by neighboring, 

differentially heated surfaces. 

In adqition to the impact on wind speeds, all three modifications resulted in 

substantial depressions in the PBL height. The near-ocean albedo modification 

produced a pronounced morning impact on the PBL height. This 50 km long 

modification resulted in a 50 km long depression of the PBL height from the 

asymptotic value of 670 m to a reduced value of only 490 m. It took roughly 15 

km on either side of the modification for the PBL height to change from the 

asymptotic value to the depression value. In the afternoon this depression was 

smoothed out somewhat, but was still very pronounced. When the same albedo 
j 

modification was implemented inland (51 case) the resulting impact on the PBL 

height was similar. In the morning the PBL dipped 180 m and in the everting it 

was reduced by 385 m. The LI case, having a very localized modification, 

resulted in a very localized impact on the PBL. In the morning the result was a . 

dip of 110 m in the PBL height, whereas in the evening this depression had a 

magnitude of 230 m . 

5ince the modification of the 5NO case was located in the region where the 

boundary layer grows rapidly it is difficult to determine the extent of the PBL 

depression in this case. This problem occurs in many of the profiles for each of 
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the near-ocean modification cases. 

The air temperature impact of the localized albedo modifications is demon­

strated in Figure 3.8. The total extent over which the surface modification had a 

measurable impact on air and surface temperatures is larger than the 

corresponding area of PBL impact. In the afternoon, for example, the inland 

modification of the SI case had an impact on the air temperature 25 krn upstream 

and 30 kmdownstream of the modification zone. 

Since the albedo directly affects the surface energy balance, and only has a 

secondary impact on air. temperatures, it was expected that the impact of these . 
inland albedo modifications on the surface temperatures would be stronger than 

the impact on air temperatures. The fact that these results are of the same magni­

tude is surprising. This inconsistency may point to an inadequacy in the model, 

or may be indicative of the complex physical interactions between the hetero­

geneous surface and the local meteorology. 

LOCAUZED ROUGHNESS 

In the subregional near-ocean (SNO) roughness case the land surface grid 

points nearest the ocean were given a relatively high roughness length of 1.50 m 

while the remainder of the land surface had a low roughness value of 0.10 m. 

The morning and afternoon wind vector profiles for this case are not substan­

tially different from those of the base case. 

The impacts of subregional and localized inland regions of high roughness 

were also investigated. The results indicate that the inland roughness 

. modifications had very little impact on wind speeds in the morning and pro­

duced moderate increases (less than 10%) in the level of local winds in the after-

noon. 

... 
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The impact of the inland modifications on air temperatures was negligible in 

the morning and of only moderate importance in the afternoon. The impact on 

surface temperatures, however, was quite large both in the morning and the 

afternoon. Specifically, the SI case resulted in morning and afternoon surface 

temperature depressions of 4.3 and 4.9°C respectively. The Llcase produced 

surface temperature depressions which were almost as large: 4.2°C in the morn­

ing, and 4.5°C in the afternoon. 

LOCALIZED MOISTURE AVAILABILITY 

The localized moisture availability modifications resulted in strong surface­

generated circulation patterns. The subregional inland case tested a 40 km long 

region of 0.50 moisture availability in an otherwise dry (0.05) land domain. The 

localized inland case was similar except that the .high moisture region spanned 

only 10 km. The large extent of the modification in the SI case was responsible 

for larger horizontal velocities than those induced by the LI case. On the other 

hand, the LI case generated a stronger vertical circulation. Similar to the results 

of the· albedo cases, these simulations imply that areas of limited extent, but 

highly variable moisture content can produce significant vertical circulations 

which will result in enhanced vertical mixing. 

The subregional modification resulted in larger air and surface temperature 

depressions than the local modification. In the SI case the morning air and sur­

face temperature depressions were 4.0 and 5.9°C, while the corresponding 

depressions for the LI case were only 2.6 and 4.8°C. This trend continued into 

the afternoon wh~n the SI case air and surface temperature depressions were 7.0 

and 8.7°C relative to 4.0 and 6.4 °C for the LI case. So, the impact of the moisture 

modifications on surface temperatures was only slightly larger than the impact 

on air temperatures. 
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LOCALIZED SUBSTRATE PROPERTIES 

As discussed previously two types of substrate were defined, urban and 

rural. One SNO case specified that the near-ocean grid cells were composed of 

urban substrate while the remaining cells were composed of rural substrate. 

Another SNO case reversed this scenario. The LI case specified a localized 

region inland which was composed of urban substrate while the remaining cells 

contained rural substrate. 

The peak wind speeds and the development of the sea breeze are very simi­

lar for the two SNO cases in the morning. In the afternoon there is a noticeable, 

but small difference between these two cases. 

In the first SNO case the PBL begins its growth over urban substrate. In the 

other SNO case the PBL begins its growth over rural substrate. The growth of 

the PBL in the morning for these two cases is nearly identical with the second 

case growing at a slightly faster rate and reaching an asymptotic peak of a 

slightly lower value. In the afternoon the PBL for the second case initially grows 

at a slower rate and reaches a lower asymptotic PBL height than that for the first 

case. 

The LI case investigated the impact of a localized inland region of urban 

substrate properties surrounded by rural substrate properties. The impact of this 

region on wind speeds was only slight. A small region of very slow downward 

flow was produced over the urban region. In addition, this region produced a 

. very slight dip in the PBL from an asymptotic value of 600 m to a value of 593 m. 

The near-ocean substrate modifications had a surprising _ impact on the 

asymptotic values of both surface and air temperatures. In the afternoon, the 

first SNO case (urban near the ocean) resulted in asymptotic surface and air tem­

peratureswhich were roughly 0.6°C higher than for the second SNO case (rural 

• 
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. near the ocean). Although the temperature differences between these two cases 

are not large they are significant considering thar they occur in a region well­

removed from the modifications and in the preSence of a wind field that is only 

slightly affected by the modifications. 

The urban substrate region in the LI case is responsible for a slight dip in 

both the surface and air temperature profiles. The air temperature decreases by 

roughly 0.2°C in this region both in the morning and the afternoon. The surface 

temperature decreases by 0.4°C in this region in the morning and by O.5°C in the 

afternoon. 

LOCALIZED ANTHROPOGENIC HEATING 

In contrast to the localized surface .characteristic cases, the localized and 

subregional anthropogenic heating cases resulted in elevations of PBL height and 

temperatures rather than depressions. As was the case in the domain-wide 

anthropogenic heating cases, the 51 and LI anthropogenic heating cases had 

, negligible impact on the afternoon meteorological variables. In the morning, 

however, the PBL height increased over the. modification zones. For the ~I case, 

the PBL height grew to 673 m relative to' 606 m for the base case. The 

corresponding PBL height for the LI case ~as 645,m. 

Similar 'to the domain-wide cases, the air and surface temperatures were 

only slightly affected by the subregional and local anthropogenic heating 

modifications. The resulting temperature elevations were on the ordeJ of 0.1 or 

0.2°C both in the morning and the afternoon. In the evening (1800 LST) these 

temperature elevations were only slightly larger, in the range of 0.3 to O.5°C. 
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6. SUMMARY OF SENSITIVITY RESULTS 

The results of these two-dimensional simulations have indicated the scope 

and relative importance of the effects of various surface characteristics on local 

meteorology. These results can be aggregated into five distinct categories: 

albedo; surface roughness; substrate moisture; substrate properties; and anthro­

pogenic heating. Domain-wide modifications of these properties resulted in 

domain-wide variations of temperature, PBL heights, and wind speeds. The 

localized modifications generally had impacts of similar magnitude relative to 

the domain-wide modifications, but their horizontal extents were limited by the 

extent of the surface modification. 

The siplulationsshow that surface albedo has a significant impact on both 

afternoon temperatures and local winds. Increasing domain-wide albedo from 

10% to 50% resulted in reductions of 30%,50%, and 28% in horizontal peak wind 

speeds, vertical peak wind speeds, and PBL heights ·respectively. The 

corresponding impact on surface and air temperatures was also large, reaching . 

6.1 and 5.2°C respectively in the afternoon. 

The sensitivity to roughness variations was less substantial. Increasing 

domain-wide surface roughness from 0.10 to 1.50 m had virtually no impact on 

peak wind speeds or PBL heights. In the morning the impact of roughness on air 

temperatures was insignificant, but the impact on surface temperature reached 

4.2°C. In the afternoon, however, these two roughness cases resulted in a reduc-. 

tion of surface and air temperatures by up to 5.0 and 1.3°C respectively. Thus, 

we conclude that the impact of surface roughness is essentially limited to surface 

temperatures. 

The moisture availability sensitivity cases demonstrated the most significant 

impact on meteorology. Increasing domain-wide moisture availability from 0.05 
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to 0.50 resulted in reductions of 31 %, 57%, and 38% in horizontal peak wind 

speeds, . vertical peak wind speeds, and PBL heights, respectively. The 

corresponding impact on surface and air temperatures was also large. For th~ 

likely range of moisture availability values (0.05 to 0.20) the air and surface tem­

perature sensitivities were 3.3 and 4.1°C per 0.1 change in surface moisture. 

The impact of substrate properties on the local meteorology appears to be 

insignificant. The urban substrate case resulted in peak horizontal wind speeds, 

peak vertical wind speeds and PBL heights which were only slightly different 

from the rural substrate case. Interestingly, the wind speeds were slightly higher 

for the rural substrate case, but the PBLheights were slightly higher for the 

urban substrate case. This result is unique since for each of the other sensitivity 

parameter~, high wind speeds were paired with high PBL heights. The urban 

substrate case also resUlted in surfate and air temperatures which were no more 

than 0.7°C higher than the rural substrate case. It shoUld be pOinted out, how­

ever, that these minimal simulated meteorological impacts resUlting from sub­

strate property differences may be on the same order as the computational accu-
. . 

racy of the model, and may simply represent erroneous fluctuations associated 

with computational convergence. 

The addition of moderate levels of anthropogenic heating had relatively lit­

tle impact on the developing sea breeze. Anthropogenic heating also had virtu­

ally no impact on surface or air temperatures in the morning and afternoon. In 

the evening, however, the addition of a reasonable level of anthropogenic heat­

ing increased the low-level air temperature by 1.5°C. 

The inland modifications demonstrated the ability to generate their own cir­

culations independent. of the sea breeze. In particular, the inland albedo 

modification cases resUlted in a relatively strong flow near the region of albedo 
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contrast. In addition, a large depression in PBL height was observed over the 

high-albedo regions. In general, such a· PBL depression might be expected to 

have a negative impact on air quality since it would be representative of lower 

levels of atmospheric mixing. These simulations also resulted in air and surface 

temperature depressions, however, which should have a positive impact on air 

qualitY by lowering the photochemical rate constants, thus slowirig the produc­

tion of photochemical smog. These opposing results were also observed to be 

significant in the moisture availability cases. 

Thus the surface characteristics which were investigated in this study have 

been shown to affect local meteorology in a complex manner. In order to deter­

mine the net effect of these surface characteristics on air quality photochemical 

simulations are necessary. In addition, full three-dimensional meteorolOgical 

simulations are needed to explore the significance of topographical variations. 

.. 
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CHAPTER 4 
Accurate Representation of the Urban Surface 

1. DATA REQUIREMENTS 

In meteorological modeling studies, detailed surface characterizations are 

desirable since it is the heterogeneity of the surface which is responsible for 

many aspects of mesoscale circulations. At the very least, these models require a 

single domain-wide value for each of the surface characteristic parameters; 

albedo, roughness, moisture· availability, vegetative fraction, substrate density, 

substrate specific heat capacity, and substrate thermal conductivity. Until 

recently, it has been common for researchers to specify domain-wide values of 

these parameters, neglecting their spatial variability. The two dimensional sensi­

tivity study presented in the previous chapter has demonstrated the significant 

impact that variable surface characteristics can have on mesoscale meteorology. 

Other two-dimensional studies have reinforced the belief that accurate surface 

characterization is of utmost importance in simulating highly heterogeneous 

regions, ego cities. There has been some recent work which suggests that the 

impact in three dimensions is somewhat reduced. Specifically, Ulrickson (1992) 

showed that use of variable surface characteristic data instead of domain-wide 
. \ 

values resulted in only minimal impact on the local winds, even very near the 

surface. It is important to note, however, that Ulrickson's study did not address 

the impact in terms of air temperatures, which is one major focus in the present 

work. 
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There are several issues that need to be investigated in the context of surface 

characterization. First of all, the method of obtaining the surface characterization 

can follow either of two approaches; inference from land-use data, and direct cal­

culation from pleasured data. The second issue is that of scale. It is possible, for 

example to estimate moisture availability on any number of length scales ranging 

from the grid cell dimensions down to a region which is only a fraction of the 

size of the grid cell. Once a characteristic scale is chosen, the important problem 

is determination of how to include these data in a gridded representation of the 

domain surface. These issues are the focus of the following sections. 

2. LAND USE DATABASES 

There are several types of land use databases available to researchers. One 

such database is the United States Geological Survey Land Use and Development 

Area (LUDA) maps. These maps contain SO-m resolution for 26 categories of 

land coverage. Since these maps were developed to provide detailed surface 

data for the entire United States, the land use categories are quite broad, and a 

given mesoscale domain can only be divided into a small number of these 

categories. A major drawback of LUDA maps for use in urban climatology stu­

dies is the limited number of categories devoted to urbanized areas. 

Urban climate researchers have developed several improved land coverage 

categorizations for use in urban settings. One notable characterization is that 

generated by Hjelmfelt et al. (1982). Hjelmfelt's study used 12 categories to 

describe the complex urban terrain of the St. Louis metropolitan area. Valley 

Research Corporation generated a similar database utilizing 23 categories to 

describe the land use in the greater Los Angeles Basin (Horie et·al. 1990). 

,." 

.' 

.. 
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By themselves, land-Use databases are not useful for meteorological model­

ing purposes, since they offer information regarding only land use composition. 

In order to make these data useful some assumptions must be made. It is plausi­

ble to assume that regions containing similar land use patterns have similar su~­

face characteristics. In order to generate surface characteristic data from land-
. 

use maps one can assume that there is a single value of each characteristic associ-

ated with each land use category. Aggregated values of each surface characteris­

tic in a grid cell are derived by taking the area-weighted average of the land-use 

values. Table 4.1 summarizes the land-use categories from the Valley Research 

Corporation study and the associated surface characteristic values which have 

been obtained through a review of the existing literature. The range of albedo 

values presented in this table are from a low of 0.12 in recent industrial areas to a 

high value of 0.20 for various undeveloped categories. The corresponding 

extremes in roughness length are 0.05 m for desert and 1.25 m for city core. 
, 

While some references suggest that this is a conservative estimate for the rough-

ness of the city core, many hydrostatic models (including the CSUMM) have 

difficulty with large roughness elements. For moisture availability the extreme 

values are from a dry value of 0.01 for the desert up to a value of 0.35 for agricul­

tural areas. This table also includes a list of peak daily values of anthropogenic 

heating and vegetative fraction associated with each land use. While the surface 

characteristics have been compiled from a large list of sources, the anthropogenic 

and vegetative fraction values were developed as plausible first-order estimates 

for the various land-use categories. The peak anthropogenic heating of 75-80 W 

m-2 for city cores and industrial regions is within the bounds of what other 

researchers have estimated for highly industrial cities (Oke 1987; Kimura and 

Takahashi 1991). The urban and rural vegetative fraction ranges from 0 to 75% 



which is reasonable based on.data from previous studies (Akbarl et al. 1992). 

Table 4.1: Land-Use Categories and Surface Characteristics t 

Land Use Albedo Roughness Moisture Anthropogenic Vegetative 

Length(m) Availability HeatWm-2 Fraction 

Close-set houses 0.16· 0.35 0.05 20.0 0.05 

Open-set houses 0.15 0.30 0.10 15.0 0.25 

Close-set apartments 0.16 0.40 0.03 20.0 0.05 
Open-set apartments 0.15 0.35 0.05 20.0 0.10 

Admin/Cultural 0.15 0.40 0.03 45.0 0.05 
City core 0.14 1.25 0.03 75.0 0.00 
Recent Commercial 0.14 0.50 0.05 50.0 0.00 

Old Commercial 0.14 0.50 0.03 60.0 0.00 
Old Industrial 0.14 0.60 0.03 75.0 0.00 
Recent Industrial 0.12 0.60 0.05 80.0 0.00 
Freeway / infra. 0.14 0.10

1 

0.01 50.0 0.00 
Open areas(parks) 0.20 0.15 0.30 2.0 050 
Wooded areas 0.20 0.30 0.20 0.0 0.50 

Desert suburban 0.20 0.10 0.03 5.0 0.00 
Agricultural 0.20 0.10 0.35 0.0 0.75 
Grasslands 0.20 0.05 0.20 0.0 0.00 

Sagebrush 0.15 0;10 0.03 0.0 0.00 
Chamise Chaparral 0.15 0.10 0.20 0.0 0.25 
Chaparral 0.15 0.10 0.20 0.0 0.25 

Woodlands 0.20 0.85 0.15 0.0 0.25 

Pinyon pine/Juniper 0.20 0.85 0.15 0.0 050 
Forests 0.18 1.00 0.20 0.0 0.50 -

Desert 0.15 0.05 0.01 0.0 0.00 

t Based on data from Oke (1987), Sellers (1965), Threlkeld (1%2), Kung et al. (1964), 
Taha et al. (1992), Wechsler and Glaser (1966), Stewart (1971), Monteith and SzeicZ 
(1961), Hjelmfelt (1982), Seaman et al. (1989), and Monteith (1973). 

.. 
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Table 4.2 lists the corresponding val pes of substrate properties. The ranges for 

each of these parameters are more confined than those for the surface charac­

teristics. Density ranges from a nunimum of 1.50 to a maximum of 2:40 g cm-3, 

diffusivity ranges from 0.0028 to 0.0057 cm2s -1, and specific heat ranges from 
. -1 -1 

0.92 to 1.84 J g K . In each case, the total range does not much exceed a factor 

of 2. 

Table 4.2: Land-Use Categories and Substrate Characteristics t. 

Land Use Density Diffusivity Specific Heat 

gcm-3 cm2s-1 J g-lI("l 

Oose-set houses 1.50 0.0028 1.00 

Open-set houses 1.60 0.0031 1.67 
Oose-set apartments 1.50 0.0030 0.92 
Open-set apartments 1.60 0.0036 1.46 
Admin/Cultural 1.60 ·0.0021 1.26 
City core 1.60 0.0026 1.00 
Recent Commercial 1.60 0.0042 1.26 
Old Commercial 1.60 0.0042 1.26 
Old Industrial 1.60 0.0052 1.00 
Recent Industrial 1.60 0.0052 1.00 

Freeway /inira. 1.60 0.0052 1.00 
Open areas (parks) 2.40 0.0047 1.84 
Wooded areas 2.00 0.0057 1.46 

Desert suburban 2.00 0.0050 1.26 
. Agricultural 2.40 0.0038 1.84 
Grasslands 2.00 0.0050 1.67 

Sagebrush 2.00 0.0050 1.26 
Chamise Chaparral 2.20 0.0026 1.46 
Chaparral 2.20 0.0026 1.46 
Woodlands 2.00 0.0057 1.46 
Pinyon pine/Juniper 2.00 0.0057 1.46 
Forests 2.00 0.0057 1.46 

Desert 2.00 0.0050 1.26 

t Based on data from Oke (1987), Sellers (1965), Threlkeld (1962), Kung et al. (1964), 
Taha et al. (1992),'Wechsler and Glaser (1966), Stewart (1971), Monteith and Szeicz 
(1961), Hjelmfelt (1982), Seaman et al. (1989), and Monteith (1973). 
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Surface characterizations made using an urban terrain zone data base and 

an assumed relationship between land-use and surface characteristics may be 

faulty for the following reason. Many of the values found in the literature were 

obtained for areas in the mid-western United States, and may not be appropriate 

for use in southern California, with its distinct architectural differences. In addi­

tion, this method assumes that all areas of the same terrain zone type are identi­

cal in terms of the various surface characteristics. Clearly this is an 

oversimplification. For instance, the city core of Los Angeles probably has a 

much higher roughness value and lower moisture value than the city core of 

Long Beach. Similarly, each terrain zone type will have varying properties 

throughout the domain in question. In many cases this variation may· prove 

difficult to evaluate. As will be discussed below, satellite remote-sensed data 

offer a partial solution to these problems. 

3. REMOTELY-SENSED RADIOMETRY DATA 

While land use data provide a noted improvement over the simple use of 

domain-wide surface characteristics, the accuracy of the land-use method is 

suspect for reasons outlined above. An area of research which appears to be 

quite promising with respect to improving surface characterization involves the 

use of remotely-sensed radiometric images from aircraft and satellite sensors. 

The general approach is that, with a knowledge of the incoming solar spectrum 

and the intervening atmosphere, researchers can estimate certain surface charac­

teristics through analysis of the radiation sensed by high-altitude platforms. 

Useful radiometric data are available from a number of sources. NASA flies 

ER-2 (U2) and C-130 aircraft which obtain Thematic Mapper Simulator (TMS) 

data. In addition, there are the satellite-based instruments such as the Advanced 
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Very High Resolution Radiometer (AVHRR) and Thematic Mapper (TM). Each 

of these platforms provides measurements in a variety of wavelength b~ds. 

Various methods have been devised over the years to use these data to evaluate 

surface moisture availability, albedo, and vegetative cover. These methods will 

be outlined briefly in the following sections. 

3.1. Albedo 

Remotely sensed satellite data may be used in conjunction with a model for 

atmospheric attenuation to determine the albedo of a "given area with a fair 

amount of accuracy (Brest and Goward 1987). The A VHRR satellite instrument 

provides radiance counts for a number of wavelength channels spanning the 

sPectrum of solar radiation. One can obtain a very good analytic estimate of the 

incoming solar radiation at the outer edge of the earth's atmosphere. In addition, 

programs have been developed to estimate the transmission of solar radiation 

through the atmosphere. The satellite data allow estimation of the amount of 

solar radiation which is reflected from the surface of the earth and transmitted 

through the atmosphere. Using this information and the calculated" incoming 

solar radiation, an accurate representation of the albedo of an area can be 

developed. The whole process can be calibrated and validated by analyzing 

large areas of well-known albedo such as the ocean surface or deserts. The reso­

lution of the A VHRR data is on the order of 1 km which indicates that this 

approach may be easily applied to the scale of 5 km, which is typical in mesos­

cale studies. 
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3.2. Vegetation 

Radiometer data are also useful in determination of healthy vegetation. A 

distinct characteristic of healthy vegetation is that it reflects very significant 

amounts of near;..infrared radiation. It is therefore possible to develop a method 

whereby a single satellite image will provide an index representing the fraction 

of healthy vegetation coverage in each grid cell. Forster (1983), Goward et al. 

(1985), and Honjo and Takakura (1986) are among the growing field of research­

ers who have successfully obtained vegetative cover from radiometric data. 

While this method does not produce information on vegetation height, leaf area 

index, and a number of other important parameters, it may be sufficient for use 

in a simple parameterization, producing a rough estimate of the impact of vege­

tation on urban meteorology. 

3.3. Surface Moisture Availability 

Methods of using remote sensing to infer surface moisture availability have 

also been under development for several decades. Schmugge (1978) was among 

the first to propose and successfully carry out such analysis. These analyses gen­

erally rely on the highly negative correlation between surface temperature and 

surface moisture availability. Through analysis of the long-wave channels of 

radiometric data one can predict surface temperature and then infer moisture 

availability differences. In addition, the reflectivity of soil is generally a strong 

function of moisture content and may be used to generate an estimate of surface 

moisture availability, provided some information regarding soil type is available. 
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4. SURFACE CHARACfERISTIC PARAMETERIZATION 

The land-use and satellite methods for obtaini:ng surface characteristic data 
/ 

are useful, but not complete. There are two remaining issues regarding the 

application of these data for use in meteorological models . 

4.1. The Issue of Scale 

'In many modeling efforts the nominal length scales of the available surface 

characteristic data are much finer than the scales of the model grid cells. The 

problem of how to parameterize these. high-resolution surface data for use in 
" 

lower resolution computational grids is an important issue currently receiving a 

great deal of research attention. This is particularly true in the case of General 

Circulation Models (GCMs) with grid cell length scales on the order of 200 km 

(Doran et al., 1992; Avissar and Pielke, i989). 

Consider a model grid cell encompassing an area A, which is subdivided 

into a finite number of subregions Ai' Suppose that values of a surface parame­

ter CPi corresponding to each one of these subregions are known. An average 

value ~ for the area A is reqwred which adequately represents the subgrid scale 

variations in cp. The obvious first choice is to simply use algebraic area averaging: 

~= i[cpoAo] 
i=l 1 1 

(AA, 4.1) 

It can be shown that this method is appropriate for albedo and moisture availa­

bility, resulting in a conservation of latent and sensible fluxes across the grid cell. 

The result for surface roughness, however, is quite different (Taylor, 1987). 

There are several reaSonable approaches for averaging of surface roughness. The 

surface roughness, Zo arises froin the empirical definition of the friction velocity, 

U": 
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(4.2) 

In this relation U is the measured horizontal velocity, U" is the friction velocity, 

ko is the von Karman constant (0.4); Z is the distance from the surface, Zd is the 

displacement height; and Zo is the empirically-derived roughness length. -In 

practice, measurements of U at varying values of Z are uSed to evaluate the dis­

placement height and friction velocity. If one wishes to define a grid cell value of 

velocity which represents the area average of the velocity of each subregion the 

result is: 

(4.3) 

This assumes that the displacement height and the friction velocity are indepen­

dent of i. Then, defining Zo based on the following desired relationship, 

(4.4) 

and equating relation (4.3) to (4.4) one obtains the requirement that 

(GA, 4.5) 

This method yields a grid-averaged roughness length scale which corresponds to 

an algebraic average of the friction velocity over the grid, and has been in fairly 

common use for several decades (Kung, 1963; Vihma and Savijarvi, 1991). The 

physical basis for this method of averaging, however, is somewhat uncertain 

since the empirical definition of roughness length has been developed over homo­

geneous terrain .. 



, 

• 

93 

An improved averaging technique for roughness length may be developed 

by considering conserved quantities. For instance, integrated energy flux is a 

conserved quantity. The algebraic sum of area-integrated energy flux (Watts) 

from each constituent subregion in a domain is precisely equal to the total flux 

from that domain. Starting with this approach then, the usual expression for sen­

sible heat flux is: 

(4.6) 

Here p is the density of the substrate, Cp is the specific heat capacity, U" is the 

, friction velocity, and e" is the "flux temperature" which is representative of the 

driving temperature difference between the surface and the air. The term.U· e· 
in the above equation is generally prescribed based on empirical data. Within 

any model implementation, this relationship has a'different functional form gen­

erally depending upon the value of the gradient Richarson number Ri. The 

Richardson number represents the ratio between buoyant and shear production 

of turbulent kinetic energy and is given by the relationship: 

(4.7) 

The functional form for U· e" used by Pielke in the CSUMM depends upon 

stability. When the RichardSon number is negative (daytime), the expression is: 

,.,._ [ k ]2 [U+1J[ep-T1J[-9.4RiJ,,- (4.8) 
U, e - 1.35 Ln(Z/Zo) , k 2 

' 1 + 5.3 Ln (Z /Zo) [9.4 "Z/Zo J . 

H the analysis is restricted to the case in which. each of the variables which 

appear in (4.8) 'is constant~cross t!:te domain with the exception of Zo one may 
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write (4.8) as: 

(4.9) 

This expression may be analyzed at the extreme values of the functions. If, for 

instance, f 2«1 then, 

1 (4.10) 
[ Ln [ Z /Zo J] 2 . 

In the opposite case, when f 2»1 the appropriate expression becomes, 

u" e" DC ...JZo/Z . (4.11) 

These two limiting cases rely only on the value of Z /Zo' The function f 2 can 

be estimated by polynomial expansion of the logarithmic term. The result is that 

f 2 varie~ as Z/Zo 3/2. Thus, (4.10) is the limiting case for small Z/Zo, or relatively 

large roughness length. Equation (4.11) is the opposite case. The expression for 

U" e" used in the positive Richardson number case (evening, stable hours) is of 

the following form: 

.. " u e DC 
1 (4.12) 

Each of these three expressions (4.10), (4.11), and (4.12) can now be used to 

develop an averaging. method for Zo' Using the concept of conserved sensible 

heat flux over the grid, the general relationship is: 

(4.13) 

But since p and c" are assumed constant, this relationship reduces to the require­

ment that U" e", evaluated using the grid-averaged roughness length is equal to 
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the linear area average of U· e· in each subregion, 

(4.14) 

The resulting expressions for each of the three cases above (4.10,4.11, and 4,12) 

can then be solved for Zo. Equations 4.10 and 4.12 yield similar results. Applica­

tion of (4.14) to (4.10) yields: 

Zo = Z ,where 
exp(~) [ 

n A. ]-112 

~= l: 1 • 

i=1 (Ln Z.)2 
Zo (I) 

(FA1, 4.15) 

This result is equivalent to that used by Wieringa (1986) and van Dop (1983). 

Wieringa generated this relation by calculating grid-square averages of the local 

drag coefficients. This results in the assumption that wind speeds are constant 

from one homogeneous subregion to the next. Similarly, when (4.14) is applied 

to (4.12) the result is: 

Zo = Z where ~ = exp(ll) , 
l: 1. 

[ 

n A· 

i=1 Ln Z 
Zo(i) r (FA2, 4.16) 

This result is equivalent to one developed by Andre and Blondin (1986). The 

result for (4.11) is much simpler expression: 

(FA3, 4.17) 

Five possible expressions for averaging Zo (i) have been presented. Researchers 

have developed other expressions based on varying theoretical assumptions. In 

addition to .analytic approaches, the use of mesoscale modeling to develop 

roughness pararneterizations based on predicted wind profiles has shown some 
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promise (Vihma and Savijarvi, 1991). Three of the expressions presented here 

were based on the conservative heat flux method, with differing assumptions 

regarding atmospheric stability and variables within the heat flux parameteriza­

tion. These three schemes are given by (4.15), (4.16), and (4.17). These methods 

will be referred to as Flux Average 1,2, and 3 (FAl, FA2, FA3). The simple Alge­

braic Average (AA) of (4.1) and the Geometric Average (GA) of (4.5) are the other 

two methods. 

In order to test the potential differences in Zo produced by each method, the 

following investigation was conducted .. First, it was assumed that in a given 

region, the roughness values for each subregion (Zo (i» are uniformly distributed 

between a maximum, Zmax = l.5m and a minimum, Zmin = 0.03m. If a region is. 

composed ofl}~ subregions, n samples were uniformly extracted from the distri­

bution and each of the averaging techniques was applied to this concocted high­

resolution data set. This process was repeated 10,000 times with different ran­

dom seeds to obtain an ensemble average for each method. The resulting grid­

averaged roughness values are plotted in Figure 4.1. This figure illustrates the 

significance of choice of averaging method.. Each averaging method results in a 

prediction of Zo which asymptotically approaches a constant value as the 

number of subregions is increased. Based on the sampling range of 0.03 to 1.5 m, 

the simple algebr~ic averaging scheme, AA is expected to yield an average of 

0.765 m. This is precisely the asymptotic value shown for AA in this figure (± 

0.07 %). Each of the flux averaging schemes resulted in a predicted roughness 

value of 0.68 to 0.71 m, which is about 10% lower than the AA value. The rough­

ness prediction from the GA scheme was 0.60 m, which is 22% lower than the 

AA value of 0.765 m. This large range of predicted roughness values indicates 

that the choice of averaging technique can yield significant variations in 

• 
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roughness values to be used in rilodeling a particular region. Which method is 

best? This can be a very difficult question to answer. Since heat and momentum 

transport correlatio~ are derived for hom~eneous terrain, there is no obvious 

averaging technique for heterogeneous terrain. The conservation-based averag­

ing schemes have a strong physical basis, and are therefore recommended. Each 

of the flux average schemes was developed subject to Some constraints. For this 

reason, FA1,FA2, and FA3 are each valid only under particular meteorological 

conditions (daytime, evening, low wind speed days, etc.). Since each of these 

schemes yields a similar'result, however, it is reasonable to simply take the 

scheme which yields the middle value and use it without discretion. For this rea­

sOn, FA3 (4.17) is the recommended choice, especially if one is most concerned 

with accurate prediction of the surface heat fluxes and low-level air tempera­

tures. F A3 also happens to be the simplest expression of the three flux averages. 

If, on the other hand, accurate predictIon of wind fields is ,more important it is 

suggested that the geometric average of (4.5) be used. 

In either case, the discrepancy between the simple algebraic average and 

either of the other methods is relatively small when viewed in light of the 

model's mild sensitivity to surface roughness. Furthermore, if one uses the 

averaging techniques just presented with (4.2) to back out a vertical velocity 

profile for each approach, it can be' shown that a constant velocity offset will 

.. Z 
arise. This offset is equal to ~ (Ln ( Z 0 '~ » where method i is being compared 

o o,J 

with method j. For the extreme comparison of the Algebraic Average and the 

Geometric Average, with a nominal friction velocity of 1 m s-1, this offset' 

between the velocity profiles is equal to 0.58 m s -1. 
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The assumptions made in various aspects of this analysis dictate that the 

results be viewed as preliminary. In going from (4.8) to (4.9)it was assumed that 

bulk velocity, temperature, and Richardson number are all independent of loca­

tion in the domain. While this is clearly in error, it was necessary so that the 

effect of variable surface roughness could·be isolated. In actuality, air·tempera­

ture in a S km grid cell commonly varies by as much as 3° to Soc. In the hetero­

geneous· urban canopy the wind profiles and Richardson number may also vary 

wildly within a single grid cell. It is important to improve the fundamental 

understanding of subgrid scale aggregation of surface characteristics when 

developing parameterizations for heterogeneous terrain. Using existing parame­

terizations, however, it is unclear whether the different averaging methods will 

have much impact on simulated air flows. This is an area which requires further 

study. For the present research the simple algebraic average has been employed 

since the implications of the other averaging techniques are not yet fully under­

stood. 

4.2. Parameterizing Vegetation 

Most vegetation parameterizations for use in meteorological models are 

complex requiring a great deal of information on vegetation characteristics in the 

computational domain. A typical parameterization method involves using an 

electrical analogy, where the latent and sensible heat fluxes from vegetated cano­

pies are evaluated as functions of driving potentials and flux resistance terms. 

For each type of vegetation present, the modeler must specify terms which 

represent the resistance of that particular species to sensible and latent heat 

transfer. As an example, a typical implementation of the Taconet and Vidal­

Madjar (1986) scheme requires specification of the inter-leaf airspace resistance 

," 
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for sensible heat flux (rat), soil surface-canopy resistance for latent heat flux from 

the ground (rag), and the leaf resistance to latent heat flux, r" Furthermore, 
, I. 

parameterizations require that the model track leaf surface temperatures and 

evaluate the saturation vapor pressure at the leaf temperature. In addition, the 

density and distribution of vegetation are specified in terms of Leaf Area Index 

(LAI), Mean Vegetation Height (MVH), and, in cases of partial vegetative cover, 

the fraction of vegetated area, f. These parameters are used in the partitioning of 

latent and sensible fluxes as well as in the calculation of radiative exchange. 

While some existing meteorological models explicitly incorporate a vegeta­

tion parameterization, others do not. At the present time there is a need for a 

simple method whereby models without a vegetation parameterization can be 

used to quickly assess the impact of vegetative modifications on the local 

meteorology in a particular application. Such a method is outlined below,but is 

only designed to capture first order effects and should be used only to provide 

preliminary assessments of vegetative impacts. 

Inimplementing a vegetation parameterization, it is useful to first identify 

and understand the proposed application. In the present, case, it was assumed 

that the current model, which has no explicit vegetation parameterization, yields 

a satisfa,ctory representation of the meteorology in the computational domain. 

Since the potential meteorological and air-quality impacts of tree-planting pro­

grams are the primary concern, this study addresses the result of adding a given 

amount of urban vegetatio;n to selected grid cells. It is reasonable to represent 

the tree-planting program as consisting of identical typical trees. Thus, many 

vegetative parameters are assumed constant for any vegetation in the domain. 

The only variable which must be introduced to the existing CSUMM model is the 

fractional vegetative cover, f, which ranges from 0.0 to 1.0 . . 
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The parameterization which is proposed here is an attempt to represent the 

impacts of vegetation through modification of the existing input parameters to 

the CSUMM. A model which includes an explicit vegetation parameterization 

may be thought of as an (n+ l)-parameter model. The CSUMM, on the other 

hand, is an n:"'parameter model, lacking the vegetative fraction f as an input vari­

able. The goal here is to represent f through modification in some or all of the 

available n parameters. 

The first step in representing vegetation in the underparameterized mpdel is 

to identify the parameters which will be. modified to account for changes in f. 

The choice of parameters should rely upon some physical basis. 

The addition of vegetation directly modifies the surface albedo and rough­

ness values. In addition, vegetation acts as a pump which extracts water from 

the root zone of the substrate layer and evaporates it from leaf surfaces. Thus 

vegetation acts similarly to surface moisture. Vegetation has a two-fold impact 

on sensible' heat flux. First, since the addition of vegetation increases the latent 

heat flux, the surface is cooler, resulting in alower driving force for sensible heat 

flux. On the other hand, the addition of vegetation increases the sensible heat 

transfer rate coefficient because of the heat transfer augmentation effects of the 

large area of leaf surfaces in the wind field. 

The two-dimensional simulations discussed in Chapter 3 indicate that small 

surface roughness modifications have little impact on local meteorology, The 

application of any vegetation modification scheme would likely involve the 

planting of trees which are 2 to 4 m in height in neighborhoods that already have 

a surface roughness parameter influenced by structures which are of the same 

general dimensions. After years of growth, the impact of trees on local surface 

roughness may be important, but,in the early stages of a tree planting program 
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the direct impact on· roughness length is expect~d to be small, and the resulting 

impact on meteorology should be negligible. Thus, roughness is not included in 

this parameterization. 

Measurement studies have shown that the albedo of vegetation is generally 

around 0.20. Thus, any addition of vegetation to a grid cell should be accom­

panied by an area-weighted change in the albedo of that grid cell. Since the 

albedo of the residential terrain types, as defined for the UTZ data base, were in 
, 

the range of 0.15 to 0.18, a vegetation modification scheme will generally result in 

a small increase in the albedo of the modified cells. For vegetation schemes 

which increase the areal vegetative coverage by 15· percentage points'i the 

corresponding increase in albedo will be on the order of 1 percent. While ~s 

impact is small, it is easily included directly into the model input and does not 

need to be included in this parameterization. The appropriate modification to the 

albedo resulting from the addition of a given fractional cover of vegetation is 

given by: 

p's(i,j) = Ps(i,j) + f * [0.20-ps(i,j) J, (4.18) 

where p and p's (i,j) are the original and modified values of albedo for grid cell 

(i,j). 

The two-dimensional simulations revealed that substrate properties play 

only a minor role in the surface energy balance. They also have very little rela- . 

tionship to the changes in heat transfer processes resulting from vegetation. For 

these reasons, substrate properties are also excluded in the development of this 

simplified parameterization. 

The latent heat flux resulting from surface moistur~ and from vegetation are 

very similar processes. They are generally both represented in terms of a 
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potential for evaporation, and a resistance (or network of resistances) to this flux. 

In order to capture the impact of vegetation in terms of latent heat flux it is there­

fore necessary to include moisture availability, m, in this parameterization. 

STATISTICAL PARAMETERIZATION (SP) 

The moisture availability has been identified as the single parameter to be 

used in representing vegetation in this new parameterization. Specifically, it is 

proposed \ that the value of moisture availability be modified in order for the 

model results to represent the impacts of a proposed vegetation augmentation. 

As a starting point, an existing one-dimensional meteorological model 

which has a complete vegetation parameterization within it was obtained. The 

model is that of Carlson (1989) which includes a vegetation parameterization 

similar to Taconet and Vidal-Madjar (1986). The Carlson model allows input 

specification of numerous vegetative parameters. For the purposes of this 

simplified parameterization, however, the only vegetation variable of interest 

was the fractional vegetative cover f. The primary input parameters for the 

Carlson model then are the albedo Ps, the moisture availability m, surface 

roughness r, the substrate properties, and the fractional vegetation, f. The 

CSUMM model to which a vegetation capability was to be added, allows 

specification of the same input parameters with the exception of f. The goal, 

was to use the (n+ 1)-parameter Carlson model to develop a suitable parameteri-

~ zation such that an n-parameter model captures the physics of the missing vege­

tation parameter through a suitable augmentation of the effective moisture value. 

To quantify the error of this parameterization a generalized diagnostic vari­

able was defined for each simulation. A value of m' was defined such that this 

error was minimized. Since, the primary impact of vegetation is on the surface 

... 
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latent heat flux, a natural diagnostic variable would be a daily average or peak 

value of the latent heat flux term. Another useful diagnostic variable might be 

developed from the sensible heatflux or the near surface air temperature. The 

Carlson model generates output of surface fluxes and air temperature at any 

specified time interval. To develop appropriate diagnqstic variables from these 

v~riables temporal averages were computed. The choice for any variable D ,is 

the following daytime average: 

A 1 16 [ J D = - L D 1f2(Ti ) 
14 i=10 

(4.19) 

The temporal average in this equation represents a discrete average of the vari­

able from 10:00 a.m. to 4:00 p.m. This term is evaluated using fourteen half-, 
hourly data values (D 1f2 ). There are three reasons for this choice of averaging 

technique. ,First, fluxes within this ,time frame have been demonstrated to be 

essentially linear functions of f, which simplifies tbe statistical modeling. 

Second, it is important to accurately represent vegetation during the hours of the 

day during which air temperatures and photochemical smog are greatest. Third, 

the Carlson model, as is the case with many models is less reliable during the 

evening cu:td early morning hours. 

The general' approach was to conduct numerous simulations with the Carl­

son model. The results were then fitted with a statistical model, 6 (m,f). Due to 

the linearity observed in flux-parameter plots, a?d the desired simplicity of the ' 

parameterization, the model was chosen to be only linearly dependent upon each 

parameter. In the case of vegetative fraction, the relationship was allowed to be 

quadratic. The statistical model of the diagnostic variable was defined as fol­

lows: 

(4.20)' 
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When this statistical model was applied to the case with modified values of m , 

and with / set equal to zero, the following expression for a model excluding 

explicit parameterization of vegetative fraction / was obtained. 

(4.21) 

By relating m' to m, a two parameter statistical model can be collapsed into a sin­

gle parameter model, which can then be used as an implicit parameterization of 

. vegetation for the CSUMM. It is reasonable to express the relationship between 

the primed variable and the original variable as: 

m' = m + om (/ ) . (4.22) 

Now, relating meteorological predictions for the underparameterized model to 

the predictions of the fully parameterized version, the error in terms of'r5 is 

given by: 

(4.23) 

To minimize the error in this parameterization, e is set to zero resulting in an 

equation for the functional form of Om : 

B C om = _2/+_1/2. 
B1 Bl 

(4.24) 

This expression represents the "effective" augmentation to be applied to the 

moisture availability to represent the effect of increasing vegetative cover. 

In the original attempt to develop this parameterization, the statistical 

model was allowed to be a higher order polynomial function of m and /. When 

the error expression was set to zero the result was a polynomial function of om . 
If the model was more than a quadratic function of m, then om would need to be 

solved for through a numerical minimization algorithm for each choice of (m,/). 

.. 
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This defeats the original goal of simplicity. In the case where the model was a 

quadratic function of m the result was a quadratic expression for Bm. While this 

expression can be explicitly evaluated, the roots may be complex under some cir­

cumstances, and the same numerical minimization algorithm is required, since a 

real root may not exist. For these reasons, the statistical model could be no more 

than a linear function of m . 

Since the statistical model requires evaluation of 4 constants, a sufficient 

number of simulations was required so that each constant could be evaluated. 

Reasonable ranges of m and f were defined: 0.01 < m < 0.30; and 0.00 < f< 0.80. 

Each range was then divided into 25 equal segments and numerical simulations 

were conducted for each of the resulting 625 pairs of (m ,f). Applying the above 

procedure to each of 4 diagnostic variables, .625 datum points were obtained, 

each of which had an associated value of the parameters (m ,f) and each diag­

nostic variable (Ii ,E ,e? ,T). These diagnostic variables correspond to the tem­

poral averages of the sensible heat flux, latent heat flux, sum of sensible and 

latent heat fluxes, and the near surface air temperature, respectively. Figure 4.2a 

demonstrates the positive correlation between Ii and f. The slope of the best 

linear fit through these computational datum points is -80.9. Figure 4.2b shows 

that the corresponding slope for Ii vs. m is -252.1. By dividing these two slopes 

the first (primary) term in (4.25) is found to be Bm :::: 0.32f. In other words, an 

increase of vegetation by 10 percentage points can be modeled by an augmenta­

tion of the moisture availability by 0.032. This result is dependent, however, 

upon the choice of diagnostic variable for' the analysis. Figure 4.3 shows the 

corresponding relationship for the latent heat flux diagnostic variable. Table 4.3 

lists the results of applying the statistical model to each of the four diagnostic 

variables previously defined. 
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Table 4.3: Statistical Model Parameterization Results 

Diagnostic Al Bl B2 C1 am= 
Variable 

11 277.63 -252.14 -80.87 -5.00 0.32""1 + 0.020*/ 2 

E 134.95 507.50 171.91 6.86 0.34""1 + 0.014*/~ 
Q 41258 

, 
0.36*1 + 0.007*/ 2 255.36 91.04 1.86 

f 28.% -4.97 . -1.02 -0.45 0.21 *1 + 0.091*/ 2 

Note that in each case, the quadratic term is very small and may be neglected. 

Based on these results it appears that a good simple parameterization for vegeta­

tion is to represent each 10% increase in vegetation by an increase of 0.034 in 

moisture availability. At the same time, however, the albedo should also be 
, 

modified according to (4.18). These two modifications represent perhaps the 

simplest method by which the first order implications of vegetation 

modifications may be included in a meteorological model. It is not suggested 

here that this procedure can replace a full vegetation parameterization. Instead, 

it may be used as a diagnostic tool in determining the general implications of 

vegetation modifications in situations where an implicit vegetation parameteriza­

tion is either not available, or difficult to implement effectively. It should also be 

emphasized that this parameterization was developed using simulations of a 

typical summer day at a specific latitude of 34° N, and may be of only marginal 

applicability in significantly different situations. 

BULK LAYER PARAMETERIZATION 

T~ evaluate the performance of the above simple statistical parameteriza­

tion, a slightly modified version of the bulk-layer parameterization (BLP) dis-. 

cussed by Avissar and Pielke (1989) was implemented. The parameterization 

was originally developed by Avissar and Mahrer (1988), and validated against 

measured data. In the BLP, the surface is assumed to consist of two layers, a 

... 
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vegetation layer and a soil layer. ,The energy balance for the vegetation layer is 

written as 

(4.25) 

where RNv is the net radiant flux on the canopy, Ev is the latent flux from the 

vegetation, and Hv is the sensible flux from the canopy. The energy balance for 

the soil layer contains one additional term: 

(4.26) 

, Here, SG is the ground heat flux term. In the BLP, Avissar defined the "flux tem­

perature", which was a weighted average between the vegetation temperature 

and the ground surface temperature. In a similar fashion a weighted value for 

surface specific humidity was defined. The global values of latent and sensible 

heat flux were then evaluated based on these weighted temperature and humi­

dity values. The same weighting function was then used to partition this global 

flux between the vegetation and the ground. The weighting function w~ 

defined as follows: 

cr' _ 2LAI crt 
t - 1 + 2LAIcrt ' (4.27) , 

where crt is the fraction of surface covered by vegetation (also referred to as f) 

and LAI is the leaf area index (single surface area of leaves divided by the area 

covered by vegetation). 

The radiative terms were evaluated separately, based on the equations for 

reradiation within the canopy. These equations rely upon crt rather than cr't to 

partition radiative exchange. In the present study it was found that for values of 

crt less than 0.10 the predicted vegetative temperature takes on unrealistically 

low values (below 280 K). Since the predictions of the ground temperatures 
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remain physical, the resulting prediction of the weighted surface temperature 

was within reason. The explanation for this result is that, the partitioning of 

latent and sensible heat fluxes between the ground and vegetation is based on 

eff while the radiative partitioning is based on of. As an example, when LAI= 3 

and or = 0.10, the value of eft is 0.375. This results in 38% of the latent and sen-· 

sible flux coming from the vegetation, but only (on the order of) 1,0% of the radia­

tive flux coming into the vegetation canopy. This imbalance in energy flux 

results in a substantial cooling of the vegetation. Since the flux temperature and 

humidity are also weighted by eff , the sensible and latent fluxes respond slowly 

to the lowered vegetation temperature. Avissar and Pielke (1989} only presented 

vegetation temperature profiles for values of Of ranging from 0.25 to 1.00. Thus, 

it is unclear whether they would have encountered the same difficulty. In order 

. to subtend this problem, eff in Avissar's scheme has been replaced with of. 

The present scheme contains one more significant modification to the Avis­

sar BLP method. A vissar defined the dimensionless relative stomatal resistance 

(4.28) 

where dsm and dsM are the minimum and maximum stomatal conductance. Each 

of the f i functions represent the influence of some environmental factor. The 

functionality of f R represents the impact of solar radiation and was the only fac­

tor directly incorporated in this model. Each of the other factors affecting stoma­

tal conductance was assumed to be constant, amounting to a multiplicative factor 

of 0.70. This value was chosen such that the model was capable of approximat­

ing test results found in Avissar and Pielke (1989). 

.. 
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COMPARISON OF VEGETATION PARAMETERIZATIONS 

Avissar and Pielke (1989) conducted a number of benchmark simulations 

with their bulk layer parameterization (BLP) and what they considered an 

improved Subgrid-scale Surface Forcing Parameterization (SSFP). The SSFP 

divided heterogeneous grid cells into n subregions of homogeneous content. 

Within each subregion, the BLP was used to predict surface fluxes. The grid cell 

fluxes were then determined by an area-weighted averaging of each' of the n 

subregions. 

The benchmark simulations developed by Avissar are used'here to compare 

the simple statistical parameterization and the current implementation of the 

BLP with the parameterization of Avissar. These simUlations were conducted for 

a dry clay-loam soil at a latitude of 37°N on July 15. Each simulation is initial- , 

ized at 0600 LST and !uns for at least 12 hours. ,The initial temperature of the 

surface is 300K and the low level humidity is uniform (up to 1 km height) with a 

value of 10.0 g kg-1. For complete details of the initial conditions of the simula­

tions, see Avissar and Pielke (1989). 

The peak values of sensible and latent heat flux are given in Figure 4.4. In 

terms of sensible heat flux predictions the current implementation of the BLP is 

more accurate than the statistical parameterization (SP). It is interesting to note, 

however, that for latent heat flux predictions the SP is superior, especially for 

low values of modeled vegetative cover. The BLP, having a basis in plant phy­

siology, and having been previously validated in monitoring studies is con­

sidered to be superior in general, and was permanently incorporated in the 

CSUMM for use in future simulations. 

\ 
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5. ANTHROPOGENIC HEATING 

In an attempt to include anthropogenic heating in models of the urban cli­

mate some researchers (Carlson 1990) suggest adding Qf to the surface energy 

balance. In reality, however, only a very small fraction of Qf goes directly into 

the substrate. The majority of Qf enters into the first several meters of air (eg. 

exhaust cars and machinery; heat exchange by air conditioners and heat pumps; 

and waste heat from other uses of electricity). 

A simple 4-air layer energy balance model (SIMPLE) was developed to 

investigate the importance of accurate parameterization of Q f' SIMPLE assumes 

perfect mixing within each of the four air layers. The air layers are 5, 25, 50, and 

500 meters high. Heat transfer coefficients between each of the air layers and 

between the surface and the first air layer are specified. Transmittances for each 

air layer and additional parameters are specified as necessary. At each time step, 

the surface energy balance is evaluated followed by evaluation of the energy 

transfer to each of the air levels. The plausibility of results from SIMPLE were 

validated using data from a monitoring experiment in Sacramento California 

(Sailor et al. 1992). 

In order to investigate the impact of the choice of partitioning of Q f on tem­

perature predictions SIMPLE was run in two contrasting modes. In th~ first 

mode all Qf enters the substrate directly. In the second mode all Qf enters the 5 

meter high air level directly. The results of these two cases are presented in Fig­

ure 4.5. It is evident that while the partitioning of a moderate level of Qf has a 

negligible impact on the surface temperature, it may be responsible for as much 

as a half degree Celsius error in near-surface air temperature predictions. As this 

figure illustrates, the partitioning of Qf into the air instead of the soil resul~ in a 

half degree Celsius increase in air temperature and only a very minimal decrease 
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in soil surface temperature. A better method, is to estimate the fraction of 

anthropogenic heat that enters the substrate directly, add this fraction to the radi­

ative bc~.1anceat the surface, and add the remaining anthropogenic heat directly 

to the air. Because the fraction of Qf which enters the substrate directly is very 

small, a reasonable approach is to simply model Q f as a heat source term in the 

first air layer of a meteorological model. This, is precisely the assumption made 

in both the sensitivity study of Chapter 3, and thefull three-dimensional simula­

tions of the following chapter. 
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CHAPTERS 
Meteorological Modeling of the Los Angeles Basin 

1. INTRODUCTION 

These three-dimensional meteorological simulations of the South Coast Air 

Basin (SoCAB) were developed to address several key issues in urban meteorol­

ogy. One important aspect is the investigation of the importance of using 

detailed and realistic representations of the surf~ce characteristics in the basin. 

Air quality scientists, who use mesoscale models to provide the meteorological 

inputs for photochemical models generally neglect the variability of surface 

characteristics within their modeling domains. The only previous study of the . 
Los Angeles Basin to include a detailed surface characterization was that of 

Ulrickson (1992), which concluded that the impact of detailed ~urface charac­

teristics on local wind fields and mixing heights was minimal. UIrickson, 
. . 

neglected, however, to include a detailed analysis of the air temperature impacts 

which could be of great significance to air quality simulations and predictions of 

electric utility demand implications. Furthermore, accuracy of the surface char­

acterizations used in that study was limited by the use of Land Use and Develop­

ment Area (LUDA) data, which are heavily biased toward non-urban land-use 

categories .. 

Other notable numerical studies of the interaction between the urban 

environment and a sea-breeze climate include the works of Yoshikado (1990, 

1992), and Yoshikado and Kondo (1989) which focused on the Tokyobay. This 

present study expands upon Ulrickson's work by using an improved 
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specification of surface land use. In addition, the necessary temperature analysis 

is conducted, resulting in a useful discussion of air quality and energy use impli­

cations associated with a heterogeneous surface. 

The sensitivitY study described in Chapter 3 was useful asa scoping tool, 

since it investigated the general impact of various surface characteristic 

modifications on local meteorological flow. Two-dimensional simulations are so 

computationally inexpensive that investigation of over twenty different scenarios 

was reasonable. Although these simulations produced useful and intereSting 

results, one must question the applicability of such idealized simulations to the 

study of the actual meteorology in a three-dimensional domain. The two­

dimensional simulations are likely to over-estimate the impacts of surface varia­

bility since in three dimensions there is an increase in terrain-induced mixing, 

and an addition of a third, direction for diffusion: Also, the two-dimensional 

study was idealized in that it specified minimal geostrophic wind speeds. In the 

presence of a realistic synoptic flow, the signature of surfac~ variability will be 

diffused further. For.these reasons, full three-dimensional simulations are neces­

sary to develop a realistic understanding of surface influences. 

The three-dimensional simulations were conducted in several parts. First, a 

homogeneous surface base case was developed to approximate the present state 

of meteorological modeling used by air quality scientists. This case makes use of 

the homogeneous surface assumption and domain-wide constant values of each 

surface characteristic. Improvements were then made to this case and a new 

heterogeneous case was developed using an improved land-use-based characteri­

zation of the urban surface. Anthropogenic heat release was then added to this. 

. case resulting in a final base case which represents a best estimate of the current 

state of the Los Angeles Basin. The next phase of meteorological simulation 
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involved development and implementation of surface modification. cases. The 

~o types of modifications investigated are albedo and vegetation. These 

modifications are applied separately and also in combination, using two different 

modification levels; moderate and high. The results of these simulations are dis­

cussed in terms of their ability to cool the urban environment and reduce the 

production of photochemical smog. A discussion of the modified wind fields is 

also included to explain the impact on advection and diffusion of pollutants. 

The computational domain for these simulations is illustrated in Figure S.la. 

The domain of interest for air quality modelers is the Los Angeles Basin and the 

San Fernando Valley. The Los Angeles basin is typically divided into a western 

and eastern portion, separated by the Puente hills and Santa Ana mountains. 

The basin is enclosed by the San Gabriel mountains to the north, the San Bernar­

dino mountains to the north-east, the San Jacinto mountains to the east, and the 

ocean to the west. There are sev~ral major routes through which the sea breeze 

and synoptic-scale flow exits the basin; the Banning Pass in the east, and the 

Cajon and Newhall passes in the north. 

The modeling domain spans 325 km in the east-west direction and 200 km 

in the north-south direction (65,000 sq. km). This domain is located in zone 11 of 

the standard Universal Transverse Mercator (UTM) geographical positioning. 

system. The computational grid uses 22 variably spaced vertical levels extending 

from the surface to 9000 m r the tropopause). While the horizontal domain 

extends well beyond the extent of the basin, it should be emphasized that results 

near the non-ocean. boundaries are particularly unreliable due to boundary 

effects. Simulations have demon~trated that the southwestern boundary, com­

posed of ocean-filled grid cells, is much less subject to edge effects. This is prob­

ably a result of the homogeneous, flat nature of these areas, and the fact that they 
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contain ocean with a specified constant surface temperature boundary condition. 

The geographic focus for analysis purposes is limited to the Los Angeles 

Basin and San Fernando Valley. For this reason, an analysis sub domain has been 

defined for presentation of simulation results. This subdomain, presented in Fig­

ure 5.1b, covers 15,000 .sq. km, extending from UTM coordinates (350,3700) to 

(500,3800) encompassing 23% of the entire computational domain. This region 

consists of the western basin containing Los Angeles and Anaheim; the eastern 

basin with Riverside and San Bernardino; and the San Fernando Valley contain­

ing Van Nuys and Burbank. The model results in this reduced-size domain are 

believed to be more robust as they are free from domain edge effects. 

The geostrophic winds' were taken from sounding data obtained from the 

Los Angeles airport at 4:00 a.m. on August 28, 1987. This particular sounding 

profile represents a fairly calm pre-dawn situation. It should be emphasized that 

synoptic flow patterns can greatly influence the impact of surface characteristics 

on mesoscale meteorology, with the surface signature being· most prevalent 

under synoptically calm conditions. These are also the conditions which result in 

the most significant air quality problems and the highest energy demand. It is 

therefore appropriate to conduct these simulations subject to this mild, but realis­

tic level of geostrophic forcing. The necessary initialization profiles of tempera­

ture and humidity were also taken from the August 28 data set. These initializa­

tion profiles, presented in Table 5.1, are representative of a typical pre-dawn 

stable situation in the L.A. basin with a thermal inyersion at roughly 800 m. The 

model requires specification of additional parameters including latitude and 

Julian Day (day of the year, 1-365). The latitude of the basin, used to calculate 

solar angles, is 34°. The day chosen for all of the simulations in this research was 

August 28, Julian Day 240. 
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Table 5.1: Initial domain-wide sounding profiles 

Altitude Air Specific Wind Wind 
(m) Temperature(~ Humidity . Direction Speed (m/s) 

5. 289.4 .0130 352.0 2.00 

30. 289.5 .0130 352.0 2.12 

100. 289.2 .0130 337.0 1.30 
200 .. 289.3 .0126 0.0 0.50 

300. 290.0 .0118 45.0· 0.57 

400. 292.3 .0108 128.0 1.14 

500. 294.6 .0092 90.0 2.60 

600. 295.8 .0082 75.0 3.42 

700. 298.4 .0074 49.0 3.47 

BOO. 299.6 .0060 63.0 3.94 

1000. 299.2 .0050 146.0 0.72 

1200. 297.0 .0050 58.0 0.94 

1500. 293.3 .0050 22.0 2.15 

2000. 288.6 .0048 85.0 2.51 

2600. 283.1 .0045 . i10.0 5.31 

3200. . 278.1 .0030 92.0 7.00 

4000. 273.1 .0020 96.0 10.06 

5000. 266.8 .0015 111.0 4.40 .. 

6000. 260.6 .0008 198.0 0.63 

7000. 254.3 .0005 241.0 3.54 

8000. 248.1 . .0005 241.0 3.00 

9000. 241.8 .0005 241.0 3.00 

The analysis of the simulation results includes a number of data presenta­

tion techniques. The results for several important cases are analyzed in detail at 

specific simulation times: 1000, and 1500 Local Standard Time (LST). The results 

at 1000 LSTare useful for understanding the formation of photochemical smog 

whereas the afternoon results are useful in terms of understanding the potential 

impacts of surface characteristics on peak energy demand. In addition, diurnal 

profiles of meteorological variables are analyzed at the grid cells corresponding 

to representative sites in the western basin, eastern basin, and San Fernando Val-

ley. These three sites are Los Angeles (City Hall), Riverside (Parkview Hospital), 
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and Burbank (airport). The exact location being considered is specified since 

each city actually overlaps several surface grid cells. 

The city of Los Angeles is the major focus of this study. City Hall is located 

at UTM coordinates (385.5,3769) near the intersection of Interstate 101 and the 

Harbor Freeway (11), and is roughly 20 km inland from the coast. Profiles of 

prognostic variables for Los Angeles are of particular interest since this is a loca­

tion with a large population density, resulting in high energy demand and a 

significant air pollution problem. In addition, Los Angeles is relatively close to 

the coast, such that modifications in the sea breeze may result in significant 

meteorological impacts. 
, 

The city of Riverside, UTM coordinates (459.5,3753), is located roughly 75 

km to the east and 15 km south of Los Angeles, and over 50 km from the coast. 

Riverside is an important location, since it has histOrically been a location of very 

poor air quality. Unlike Los Angeles, Riverside is sufficiently far inland that the 

penetration of the sea breeze has only minimal impact on its local meteorology 

late in the day. 

Burbank, located at UTM coordinates (362.5,3786) is in the San Fernando 
. \ 

Valley, approximately 25 km northwest of Los Angeles. This was chosen as the 

third analysis location since it is a heavily populated area located in the 

northwestern extreme of the SoCAB. 

Diurnal profiles of the prognostic and diagnostic variables at these sites are 

useful in two ways. First, they demonstrate the development of the 
, 

mesometeorology over the course of the day, identifying the times of day most 

affected by the various surface modifications. In addition, comparison of the 

diurnal profiles at different sites clarifies the role of geographical location (dis­

tance from the coast and position relative to mountains) in determination of the 
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meteorological impacts of surface modifications. Finally, it is important to iden­

tify meteorological impacts in representative sites in the western basin, eastern 

basin, and San Fernando Valley, so that a realistic understanding of the relation­

ship between urban surface characteristics and urban climate may be developed 

for highly populated regions. 

2. HOMOGENEOUS SURFACE CASE 

The homogeneous surface case was developed to represent the level at 

which air _quality scientists currently model the meteorology in the SoCAB. This 

case is virtually the simplest level at which one can conduct a three-dimensional 

simulation. The only detailed surface data provided to the model are the land­

water interface (coastline), and the topographical height of each grid. cell. 

Throughout the land portion of the computational domain, all surface charac-· 

teristics (albedo, roughness, moisture, and substrate properties) remain cohstant 

at representative default values. These values were based on data found in vari­

ous sources (Hje1m£elt, 1982; and Oke, 1987), and are summarized in Table 5.2. 

Table 5.2: Surface characteristics for the homogeneous surface case 

Surface Properties Substrate Properties: 

albedo 0.16 specific heat capacity a g-l 1("1) 1.34 

roughness length (m) 0.19 density (g em-~ 1.94 

moisture availability 0.11 thermal diffusivity (em2s-1) 0.0036 
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2.1. Wind Speed Vectors 

Because of the relatively mild specified geostrophic forcing, the wind 

profiles observed in the simulation results are due primarily to influences from 

surface topography, surface characteristics, and the generation of a coastal sea­

breeze. In this particular case the homogeneous surface assumption is associated 

with domain-wide constant values for each surface characteristic. Thus, the gen­

erated circulations are entirely due to sea breeze and topographical effects. 

The wind profile in the basin subdomain at 1000 LST is beginning to 

develop, as presented in the vector plot of Figure 5.2a. There is a peak velocity of 

6.4 m s-1 blowing south over the San Gabriel mountains. It is suspected that the 

hydrostatic assumption, which is an integral part of the CSUMM model formula­

tion, exaggerates mountain-valley flow patterns. Off the coast a moderately 

strong south-westerly flow is essentially perpendicular to the coastline. So, while 

the strongest circulations are associated with topographical effects, a sea breeze 

is clearly developing. Also of note is a mild recirculation zone in the wake of 

Santa Catalina island in the south-western comer of the analysis domain. 

The coastal flow develops over the course of the day, resulting in a prom-. 

inent sea breeze and well-developed mesoscale circulation, Figure 5.2b. In the· 

late afternoon, the peak velocity in this domain has increased to 6.8 m s -1, and 

the strength of the flow throughout the basin has increased substantially. In con­

trast to results earlier in the day, the eastern basin is starting to experience much 

stronger surface-generated westerly winds. These winds ar~ strongest in the 

eastern basin in the vicinity of Riverside and San Bernardino. The timing and 

extent of this sea-breeze circulation are important since the sea breeze plays an 

important role in the mixing and transport of pollutants. The sea breeze is also 

very important as it provides a source of cool ocean air for replenishing the air in 



125 

the polluted basin. 

2.2. Air Temperature Contours 

. Temperature contours for this homogeneous case are relatively parallel to 

the coastline and topographic features, with deviation from this shape increasing 

with distance inland. At 1000 LST the temperature contours, Figure 5.3a, indicate 

that the entire basin is relatively cool, below 25°C. North and east of the basin 

the inland air is Warmer with a temperatUre range of 25 to 30°C. Later in the day; 

as illustrated in Figure 5.3b, temperatures 'over the entire basin are in the 25 to 

30°C range. While Burbank, Los Angeles, and Anaheim are at roughly 26°C, 

Claremont and Riverside, being further removed from the sea breeze are several 

degrees warmer. These figures are instructive as they identify the large tempera­

ture swings in the basin which result solely from sea breeze and topographical 

effects. 

2.3. Diurnal Temperature and PBL Height Profiles 

Diurnal temperature profiles at 3 locations in the basin are presented in fig­

ure 5.4a. Los Angeles and :Surbank are cooler than Riverside by roughly 2°C 

throughout the morning hours, and in the afternoon Los An&eles is cooler than 

Riverside and Burbank by almost 3 and 1.5°C respectively. The temperature of 

Los Angeles peaks earliest at about 1400 LST, and Riverside and Burbank both 

peak around 1500 or 1600 LST. Los Angeles is the coolest of the cities since it is 

nearest the coast and most affected by the sea breeze. Results presente~ later in 

this chapter indicate that surface characteristic variability produces temperature 

swings large enough to compete with the sea-breeze effect. 
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Figure 5.4b presents the diurnal diagnosed planetary boundary layer (PBL) 

height for these cities. Since the PBL height ~s diagnosed based on levels of tur­

bulent kinetic energy the result is a non-smooth function of tim~. For each of the 

three analysis cities the PBL height peaks in the mid-afternoon. The PBL height 

above Los Angeles is consistently 100 to 200 m higher than for Burbank or River­

side, probably due to the strong sea breeze over Los Angeles. 

2.4. Vertical Structure of Winds and Temperatures 

The vertical structure of the sea breeze flow through Los Angeles is illus­

trated in Figure 5.5. This figure is a side view of the basin with the ocean to the 

west (left) and downtown Los Angeles located at x= 385.5. The lowest contour 

represents the surface topography which is greatly exaggerated due to the differ­

ing horizontal and vertical scales. The vertical velocity component is multiplied 

by a factor of 10 in this and all subsequent vertical cross-section plots for presen­

tation purposes. In the morning the peak wind speeds of 4.0 m s -1 occur at 
. . 

elevations between 400 and 800 m. In the afternoon, however, the peak winds 

are adjacent to the surface. This shift in the vertical location of the peak winds is 

likely due to the increased influence of the surface characteristics in the after­

noon, as the surface heats up. The magnitude of the sea breeze has increased 

substantially in the afternoon to a peak value of 7.4 m s-l. A nominal transport 

speed of 5 m s-l corresponds to 18 krn h-1. Since the sea breeze is relatively 

small until about 1000 LST, Los Angeles should feel the effects of this flow by 

1100 LST, compared with Riverside which is. not exposed to the sea breeze until 

about three hours later. 
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3. UTZ HETEROGENEOUS SURFACE CASE 

The next level of sophistication in modeling the SoCAB is to use an approxi­

.mation of the actual distribution of the various surface characteristics throughout 

the computational domain. This approximation has been made using an Urban 

Terrain Zone (urZ) data base which specifies the distribution of land-use in each 

of the 5 km grid cells. As explained in Chapter 4, representative values of sur­

face characteristics were assigned to each terrain type. In order to calculate an 

aggregated value of a given surface characteristic in a grid cell, the area­

weighted average of the terrain-type values was used. Table 5.3 summarizes the 

ranges and averages of the characteristic values used in this heterogeneous sur­

face case. 

Table 5.3: Surface characteristics for the heterogeneous surface case 

Parameter Average High Low 

Surface Properties 

albedo 0.16 0.20 0.14 
roughness 0.17 1.00 0.05 
moisture 0.10 0.24 0.01 

Substrate Properties: 

specific heat capacity a g-l 1<""1) 1.34 1.76 1.00 

density (g em -3) 1.90 2.29 1.52 

thermal diffusivity (em2s-1) . 0.0040 0.0057 0.0026 

During initial simulations, the default values used in the homogeneous sur­

face case were tuned so that they closely matched the average values of this 

heterogeneous case. Thus, the two cases can be compared,. revealing the 

meteorological impacts of the homogeneous surface assumption. 
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A similar listing of surface and substrate properties is given in Table 5.4 for 

the values at the specific gnd cells corre~ponding to the analysis cities of River­

side, Burbank, and Los Angeles. 

Table 5.4: Surface characteristics for specific cities 

Parameter Domain Avg. Riverside Burbank Los Angeles 

Surface Properties 
~ 

albedo 0.160 0.168 0.152 0.153 
roughness 0.170 0.304 0.339 0.446 
moisture 0.100 0.102 0.138 0.053 

Substrate Properties: 

specific heat capacity Og-l IC"1) 1.34 1.30 1.34 1.13 

density (g em -3) 1.90 1.73 1.99 1.63 

thermal diffusivity (em2s-1) 0.0040 0.0038 0.0031 0.0039 

The albedo for each of these cities is very close to the domain-wide average 

value of 0.16. As would be expected, the roughness of Los Angeles is the highest 

of !hese cities and all three urban locations have roughness values substantially 

above the domain average. Also of no great surprise is the fact that Burbank and 

Riverside have higher moisture availability than Los Angeles. The substrate pro­

perties, however, do not vary significantly enough among these locations to be of 

much consequence. 

3.1. Wind Speed and Temperature Differences 

Figure 5.6a illustrates the subdomain horizontal flow field for the base.case 

simulation at 1500 LST. This figtlre is a vector difference between the hetero­

geneous and homogeneous case winds. The peak velocity difference is 2.9 m s-1. 

The general character of the flow fields are similar, with several notable differ­

ences: the coastal breeze appears to be enhanced slightly in this heterogeneous 
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case; flow in the western basin is shifted north; and flow in the southern portion 

of the eastern basin is deflected south by a significant amount. 

Evidence of an urban "heat island" would be difficult to isolate because of 

the sprawling nature of Los. Angeles. Figure. 5.6b, however, provides some evi­

dence of this effect. This plot is the 1500 LST temperature difference between the 

heterogeneous and homogeneous cases. Each solid contour line represents a 

region where the heterogeneous case is 0.5 °C warmer than the homogeneous 

case. The dashed lines represent regions where the heterogeneous case is cooler. 

The homogeneous surface assumption thus results in an underestimation of 

urban air temperatures in excess of 1°C throughout the western basin. This 

homogeneous assumption therefore misses the heat island effect which results 

from surface characteristic variability. 

3.2. Diurnal Temperatures and PBL Heights 

The diurnal promes of air temperature and PBL height are shown in Figure 

5.7. for the three analysis cities. In the morning, Los Angeles is consistently 

warmer by roughly 1°C, but, by 1400 LST both Burbank and Riverside are 

warmer than Los Angeles. This· result is in contrast to Figure 5.4a which indi­

cated that Riverside was warmest throughout most of the day for the homogene­

ous case. The change in temperature promes can be traced to changes in surfac~ 

characteristics in the heterogeneous case. In this case the albedo and moisture 

availability of Los Angeles are significantly lower than for Riverside (see Table 

5.4). The surface characteristic impact on PBL height is illustrated in Figure 5.7h. 

While the PBL height for Riverside and Burbank have remained relatively 

unchanged from the homogeneous case, the PBL height over Los Angeles has 

increased by about 100 m. This has important consequences in predictions of 
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photochemical smog concentrations. Because the PBL height is directly related . 

to pollutant concentrations, a higher PBL will result in lower concentrations of 

photochemical precursors and a concomitant lowering predicted smog levels. To 

the first order the error in L.A. smog predictions resulting from the homogene­

ous surface assumption would be (100 m)/(600 m) or about 15%. This estimate 

uses the simplifying assumptions·that precursor concentrations are proportional 

to the volume of the mixed layer, and that photochemical smog levels are pro­

portional to precursor concentrations. 

4. ANTHROPOGENIC HEATING CASE 

The previous cases ignore the presence of anthropogenic heating in the 

highly urbanized Los Angeles Basin. Since two-dimensional. simulations have 

indicated that anthropogenic heating may result in noticeably elevated air tem­

peratures, this simulation case was developed to investigate the implications of 

anthropogenic heat release in a three-dimensional domain. This case is identical 

to the heterogeneous base case, except that an anthropogenic heat source term 

has been added to the energy balance of the near-surface air. The profile shape 

and magnitude are given in Chapter 4. This case is the most accurate representa­

tion of the current physical characteristics of Los Angeles, and is used as the 

departure point for the mitigation scenarios of the following section. All subse­

quent comparisons will refer back to this case as the base case. 

Comparing wind profiles and mixing heights between this base case and the 

previous heterogeneous case, no significant differences were found, and so a 

detailed discussion of these profiles is not warranted. Figure 5.8a shows the 

wind vector difference at 1500 LST between the heterogeneous case with anthro­

pogenic heating and without anthropogenic heating. The impact on wind speeds 
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.is fairly small, not exceeding 0.8 m s-l. The air temperature differences associ­

ated with this base case were also quite small. Figure 5.8b is the corresponding 

temperature difference plot. ,The most significant temperature impacts of O.2SoC 

occur east of Los Angeles and in the. San Fernando valley. The sea breeze is 

responsible foradvecting this air temperature impact inland. Thus, earlier in the 

day, the peak effect was found to be centered further west over the c~ty of Los 

A:ogeles. While inclusion of anthropogenic heating has a minim!il effect on the 

meteorology, it is worth including since it improves our ability to model this 

domain and identify the heat island. In addition, a O.2SoC change in air tempera­

ture is significant when compared with the other temperature impacts in this 

study. Furthermore, future extensions of this work may include wintertime 

simulations with elevated levels of anthropogenic heating .. Under such condi­

tions, the inclusion of the anthropogenic heating term may become quite impor­

tant. 

5. MITIGATION SCENARIO DEVELOPMENT 

An importaht driving force for this research was the interest in determining 

the potential for active mitigation of urban pollution and heat island problems 

through implementation of programs and policies which seek to modify the 

existing urban surface in a positive way. Two. examples of mitigation schemes 

are urban tree planting and urban lightening (high albedo) programs. The fol­

lowing sections describe the development of some prototypical mitigation 

schemes, and the resulting meteorolOgical modifications and air quality implica­

tions based on three-dimensional simulations. Evaluation of these mitigation 

schemes will completely bypass the issue of implementation, which is left for 

other researchers to investigate. 
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Developing mitigation scenarios for these simulations consisted of three 

steps. First was the identification of grid cells in the computational domain 

which could be "realistically modified. It was then determined which 6f these 

cells had the need or potential for modification. Finally, the extent to which each 

cell could be modified was determined. 

The domain consists of 65 grids in the east-west direction and 40 grids in the 

north-south direction, corresponding to 2600 surface grid cells. It would be inap­

propriate to assume that a mitigation scheme would be able to alter all of these 

grid cells, many of which are covered with ocean, desert, or forest. Therefore, the 

following method was used for filtering these 2600 grid cells to obtain two 

smaller sets of grid cells. One set was designated for vegetative modification, 

and the other was subject to albedo modifications. It is important to note that 

these two sets could be identical or may simply overlap, depending upon the 

rules applied to the filtering of grid cells for each mitigation strategy. The poten­

tial for albedo modification is highest in the urban core and high-density residen­

tial areas where artificial surfaces may be readily painted or resurlaced with 

lighter colors. The potential for vegetation modification, on the other hand is 

largest in sparsely built residential and commercial areas where large regions of 

bare soil may be used for tree planting programs. In both cases, natural areas are 

unlikely candidates for modification. 

Natural areas were defined as grid cells which contain less than 20% urban­

ized land use. This was accomplished using the information in the gridded 

urban terrain zone data base as discussed previously. These grid cells were then 

eliminated from consideration. Thus, desert, ocean, forest, and other natural 
, 

areas were not considered for either albedo or vegetation modification. The 

result was 394 grid cells which were left to be considered for albedo and/ or 
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vegetation modifications. 

It was then determined which of the remaining grid cells would benefit 

from albedo and tree planting schemes. The current albedo of each grid cell was 

calculated using the urban terrain zone data base and existing data relating each 

terrain zone to a typical albedo value. A threshold albedo was determined above 

which, a grid cell would not be modified. Specifically, if a grid cell had a pre­

existing albedo above 0.20 it was not considered for albedo modification. This 

restriction was imposed because it is unlikely that such a program (with its asso­

ciated costs) would be implemented.in a region where the potential improve­

ment is not large. Since no land-use is assigned an albedo above 0.20, however, 

there were no cells which were excluded based on this criterion. 

The approach used in developing vegetation mitigation cases was slightly 

different. Rather than using the rough estimate of the existing vegetative cover 

. of each grid cell, it was assumed that cells which contained residential or 

commercially-developed land would be candidates for varying levels of tree 

planting. Thus, each of the 394 cells would be assigned a given value of vegeta­

tion augmentation which would depend upon the makeup of each cell .. 

The final step in developing mitigation schemes was to determine the extent 

to which the remaining grid cells could be modified. For albedo, this issue was 

addressed by Martien et al. (1989) and Bretz et al. (1992) in an attempt to evaluate 

the potential for increasing the albedo of Sacramento, California. Data presented 

by Bretz show that the urban fabric of Sacramento consists of 28% rooftop, 16% 

street, 14% other impervious surfaces (including parking lots), and 42% 

vegetated and bare soil areas. With this makeup and existing high-albedo roof 

coatings and paving materials Martien postulates that the albedo of Sacramento 

could be increased by O.lS.While Los Angeles and Sacramento have distinct 
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differences, it is likely that L.A. consists of a higher percentage of impervious 

paved surfaces, and a higher density of housing, suggesting that the potential 

albedo modification for L.A. may actually be much higher than 0.15. The fitst 

albedo modification scheme ,which was implemented in simulations used a con­

servative approach. It was assumed that each grid cell could have its albedo 

increased_ by up to 0.15 multiplied by the fraction of that cell which was com­

posed of developed land. The resulting geographical distribution of albedo 

modification is concentrated in and around downtown Los Angeles as depicted 

in Figure S.9a. Note that of the 2600 grid cells in the domain, only 394 have been 

marked for albedo modification. Since these cells are concentrated in downtown 

Los Angeles and along the coast, their impact on the basin's meteorology should 

be significant. Although the mean of the albedo modification is 0.082, the major-
., 

ity of the modified cells had their albedo modified by less than 0.05 or more than 

0.10~ The average modification, considering all 2600 surface cells of the domain 

is only 0.012. 

In order to assign appropriate levels of vegetative cover augmentation· to 

each grid cell a baseline level representing a reasonable tree-planting program 

was needed. While it would be incorrect to assume that there is the same distri­

bution of surfaces in Los Angeles and Sacramento, this is a good point of depar-
, ' 

ture. While Sacramento contains 42% permeable surfaces one might expect Los 

Angeles to have less; assume 30%. Furthermore, if one assumes that roughly half 

of this urban land is already covered with vegetation, or not conducive to vegeta­

tion, 15% of the developed Los Angeles Basin should be amenable to tree plant­

ing. Clearly, however, certain land-use types are more accommodating to tree 

planting than others. This baseline value is therefore attenuated by 20% for 

close-packed housing, the city core, and administrative land uses. Furthermore, 

• 
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this number is attenuated by 50% for the desert suburban land use due to the 

difficulty in caring for vegetation in such a dry region. So in general, developed 

land in the basin can be modified by increasing the vegetative fraction by a nomi­

naIO.15. Using this strategy, the average vegetation fraction increase for the 394 

modified cells is 0.07. The average modification, considering all 2600 cells of the 

domain, however, is only 0.01. The distribution of the vegetation modification is 

shown in Figure 5.9b. Note that the distributions of albedo and vegetation 

~ modification are very similar, resulting from their similar .land-use-based 

development. 

The above approach was used to develop a series of albedo and vegetation 

mitigation schemes for simulation. Specifically, "moderate", "extreme", "com­

bined moderate", and "combined extreme" scenarios were developed. In the . . 

"moderate" level of modification albedo or vegetation fraction are both increased 

. by up to 0.15 within a single grid cell. In the "extreme" level, the modification is 

doubled to 0.30. Results for the moderate, extreme, and combined scenarios are 

presented in the following section. Table 5.5 summarizes the ,albedo and vegeta­

tion modifications made m these scenarios. 
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Table 5.5: Albedo and vegetation values before and after modification 

Case Domain Avg. Riverside Burbank Los Angeles 

ALBEDO 

Heterogeneous Base Case 0.160 0.168 0.152 0.153 

Moderate Modification . 0.176 0.269 0.196 0.291 , 
Extreme Modification 0.192 0.370 0.240 0.429 

VEGETATION 

Heterogeneous Base case 0.158 0.192 0.170 0.065 

Moderate Modification 0.172 0.279 0.208 0.189 

Extreme Modificatio~ 0.186 0.366 0.246 0.313 

6. MODERATE LEVEL MODIFICA nON RESULTS 
I 

6.1. Wind Profile Differences 

Application of either the moderate albedo or vegetation scenarios resulted 

in notable wind speed impacts. Figure 5.10 illustrates the wind vector differ­

ences between the' (a) moderate albedo and (b) moderate vegetation cases rela­

tive to the base case simulation at 1000 LST.At the coast the sea breeze is weak­

ened substantially in the albedo case and less so fu the vegetation case. The wind 

speed impact in both cases is primarily along the Long Beach coast. The Sea 

breeze flow around Claremont, UTM coordinates (434.5,3773), is actually 

strengthened. The magnitude of the peak impact is 0.47 and 0.37 m s-l respec­

tively for the albedo and vegetation cases. Noting that the peak 1000 LST wind 

speed for the base case was 5.4 m s -I, these values correspond to an approximate . 

reduction in the s~a breeze by 9 and 7%. The strengthening of the sea breeze in 

the Claremont area and weakening of -the sea breeze near the coast may 

correspond to the effect that cooling Los Angeles has on buoyant flow, the cooled 

air is denser resulting in a down-flow (or reduced up-flow) .over the city. To 

.... 
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conserve mass, air exits this region radially. This is evident.in this figure, where 

the flow is superimposed over the baseline westerly sea breeze. 

Figure 5.11 is the corresponding plot for 1500 LST. By this time in the after­

noon, the effect of these moderate level modification schemes is quite significant 

throughout the analysis domain. The general result is a slowing of the sea 

breeze, depicted by difference vectors which point to the south-west. The peak 
, 

wind speed at this time in the base case was 7.3 m s -1. The moderate albedo 

modification slows the sea breeze by up to 1.23 m s-l, or nominally by 17%. The 

moderate vegetation modification has a less significant impact of 0.87 m s -1, or a 

nominal reduction of 12%. 

6.2. PBL Height Differences 

The diurnal profile· of PBL height reductions produced by these 

modifications has a. noisy signal. General trends, however, are evident as shown 

in Figure 5.12. This figure displays the PBL height depression for Riverside, Los 

Angeles, and Burbank for both the (a) albedo and (b) vegetation cases rela~ve to 

the base case. The albedo case results in PBL height depressions on the order of . 

50 m, while the vegetation case impact is on the order of 25 m. With the excep­

tion of Riverside. at 0900 LST under the albedo modification, the PBL height is 

consiste~tly lowered by the application of either of these modification scenarios. 

This is due to the fact that the cooler surface resulting from these scenarios pro­

duces less vertical motion in the atmosphere. Thus, the boundary layer height is 

reduced. As discussed previously, this reduction in the PBL height may provide 

a mechanism for increased levels of smog and other pollutants since the effective 

volume for mixing of surface emissions is reduced. 

/ 
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6.3. Temperature Differences 

The air t~~perature effects resulting from application of these mitigation 
-

strategies are of particular importance since they are related to both the issues of 

energy use and air quality. It was shown in Chapter 1 that reducing air tempera­

tures in the Los Angeles Basin by 1°C for one hour is equivalent to more than 

$50,000 in saved energy. This number should be considered as the following 

temperature results are presented. Figure 5.13 presents air temperature differ­

ences between the moderate modification cases and the base case at 1000 LST. 

Each contour represents a 0.25°C difference, indicating that the albedo 

modification is responsible for more than. 0.25°C cooling throughout the basin, 
\ 

with a peak impact of 1°C in a, small (75 km2) region of eastern Los Angeles. 

The corresponding impact for the vegetation case is shown to be much smaller, 

exceeding 0.25°C primarily in the western basin and San Fernando valley. 

Figure 5~14 presents the same data for 1500 LST. Here the contour levels are 

O.5°C. At this afternoon hour, the temperature impacts are much more 

significant. The albedo case cools most of the basin by more than 1°C and a 

. significant area including L.A., Burbank, and Claremont is cooled by nearly 

1.5°C. Again, the vegetation case produces less significant results. The, peak 

vegetation impact of nearly 1.5°C occurs in eastern Los Angeles and the north­

western San Fernando valley. 

The diurnal temperature differences between these cases and the base case 

reveal an interesting effect. Figure 5.15 presents these profiles for Riverside, Los 

Angeles, and Burbank. The albedo plot, (a), indicates that the peak temperature 

effect of 1.6°C occurs in Los Angeles around noon. The peak impact for River­

side and Burba~however, is delayed until about 1500 LST. In the vegetation 

\ case of (b), the peak effect in Los Angeles of 1.4°C also precedes the peak effect in 
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Riverside and Burbank. The temperature in Riverside peaks latest in the day in 

both cases. Since Los Angeles is nearest the coast it is the first of these cities to 

experience the sea breeze, which has the tendency of smoothing out any surface­

induced meteorological effects. Thus, since Riverside is furthest inland, the 

impact of the surface modifications remains strong later in the day. 

6.4. Vertical Structure Differences 

It is important to analyze the vertical structure of the meteorological impacts 

so that a true assessment of the potential air quality impacts can be made. In 

terms of energy use, the near-surface air ~emperature is most important. Photo­

chemical reactions, on the other hand, take place throughout the vertical extent 

of the lower troposphere. Thus, the vertical depth of temperature modifications, 

is as important as their magnitude. Figure 5.16 presents the vertical cross-section 

of the velocity vector differences and temperature differences between the 

moderate modification qlsesand the base case at 1500 LST. This cross-section 

cuts through downtown Los Angeles which is located at x=38S.S. The lowest 

contour is the topography, and each additional contour represents a O.5°C air 

temperature difference. The solid contours represent regions where the mitiga­

tion cases cool the air relative to the base case. The ,dashed contours are regions 

where the mitigation cases have actually warmed the air. This figure indicates 

that the air near the surface is cooled whereas a small volume of air at higher 

elevations is actually warmed. This dichotomy can be explained by two compet­

ing mechanisms. Both modifications result in a reduced heating load on the air 

near the surface. This effect is transmitted vertically through convective and dif­

fusive transport. This is the mechanism responsible for cooling the air near the 

surface. But, because the surface is cooled, the driving force for the generated 
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sea breeze is reduced and wind speeds are slowed by up to 2.S and 2.2 m s -1 for 

the albedo and vegetation case respectively.' The afternoon wind speed reduc­

tion is largest at elevations in the 400 to SOO m range. Near the surface this wind 

speed reduction is also significant but only about a quarter as large. This is the 

warming mechanism since the reduction in the sea breeze results in generally 

warmer air over land as less of the cool ocean air is allowed to ventilate the basin. 

Near the surface the energy balance effect dominates, and aloft the sea breeze 

effect dominates. Since the volume of air which is warmed is much smaller than 

the volume which is cooled, the net temperature effect on the rate of photochemi­

cal smog formation should still result in reduced concentrations. In addition, 

since the temperature-sensitive emissions occur at the surface, there is little ques­

tion that in the summer these mitigation strategies will result in reduced emis­

sions. 

7. EXTREME LEVEL MODIFICATION RESULTS 

The extreme level modifications produced meteorological impacts with the 

same characteristics as the moderate level cases. Although climate processes are 

governed by non-linear equations, the meteorological impacts from these simula­

tions scaled in an approximately linear fashion between the moderate and 

extreme cases. Since the extreme level modifications were exactly double the 

moderate level, the resulting meteorolOgical impacts were a factor of two more 

intense in the extreme modification cases. 

.I 
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7.1. PBL Height Differences 

Figure 5.17 presents the PBL height differences between the extreme 

modification cases and the base case for the three analysis cities. The albedo case 

resulted in PBL height depressions on the order of 100 m for all 3 cities. In the 

vegetation case the PBL was depressed by as much as 90 m over Los Angeles at 

i300 LST. Riverside and Burbank, however, experience peak PBL depressions on 

the order of 50 m. 

7.2. Temperature Differences 

Figure 5.18 presents the air temperature depressions resulting from the 

extreme modification cases. As was the case with the moderate modifications, 

Los Angeles experiences the largest temperature depression of 3.4 and 2.2°C for 

the albedo and vegetation scenarios respectively.' These temperature impacts are 

roughly twice those found in the moderate modification cases, indicating that the 

temperature impact of increasing albedo or vegetation is also approximately a 

linear function of the modification level. 

8. COMBINED MODIFICATION RESULTS 

Figure 5.19 presents the air temperature depressions r~sulting from the (a) 

combined moderate and (b) combined extreme modification cases. The tempera­

ture impact of these combined schemes is actually larger than the addition of the 

individual impacts. In the combined moderate case, for example, Los Angeles is 

cooled by 3.6°C compared with 1.6 and 1.4°C for the individually applied 

moderate albedo and vegetation cases. If the impacts were simply additive, one 

would expect a combined moderate case' temperature depression of only 3.0°C. 

The actual depression was larger than expected by 20%. Similarly, the combined 
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extreme case resulted in a temperature reduction of 6.0°C compared with 3.4 and 

2.2°C for the individually applied extreme albedo and vegetation cases. Thus, 

the combined application of .vegetation and albedo modification strategies 

appears to have a slightly synergistic effect in terms of air temperature. It should 

be emphasized that this apparent effect is likely the resUlt of the city of Los 

Angeles benefiting, not only from local modifications, but from modifications in 

nearby communities. 

9. SUMMARY 

The simulations presented here have provided insight into the relationship 

between urban surface characteristics and local meteorology. Both the accuracy 

of surface characteristic ,specification and the potential impact -of surface 
I 

modifications have been evaluated and shown to be significant. 

The homogeneous surface characteristic assumption was applied in one 

. simulation, and a much improved heterogeneous surface case was developed in 

another simulation. In comparing these two cases,it was found that the surface 

winds were only slightly modified, and air temperature deviations of slightly 

more than 1°C were found. The addition of mild profiles of anthropogenic heat-
/ 

ing was only found to increase air temperatures by roughly O.25°C, with rela­

tively little impact on wind speeds. 

Six surface modification schemes were investigated. These included the 

individual moderate and extreme augmentation of albedo and veget.ative cover, 

and several combined modification cases. The moderate level cases were 

developed to represent plausible modifications which could' be implemented 

fairly easily using available technology. The extreme cases are believed to 

represent the upper limits of plausibility, but should become more reasonable in 



143 

the near future as more research effort is devoted to heat island mitigation. 

Increasing the albedo or vegetation fraction in the domain had similar general 

effects: the sea breeze was reduced; low level air temperatures were decreased; 

and the boundary-layer height was depressed. The magnitude of peak tempera­

ture depressions in Los Angeles for the moderate albedo and vegetation cases 

were around 1.5°C. The corresponding PBL height depressions were 25 to 50 m. 

The effects of the extreme modification cases were about double, and the com­

bined cases showed an approximately additive effect. As was pointed out in the 

text, the depressed PBL height is a mechanism for increasing photochemical 

smog concentrations, and ,the reduced air temperature is a mechanism for 

improving air quality. The net tradeoffs between these two mechanisms must be 

thoroughly understood prior to recommending these mitigation strategies to 

policy-makers. This will require detailed photochemical simulations for the 

same computatio~al domain. In the end, the conclusions of su~h paired meteoro­

logical and photochemical simulations may be application specific, and thus 

preliminary results should be interpreted With caution. 

10. CONCLUSIONS AND FUTURE DIRECTIONS 

This dissertation has focussed on developing better simulation techniques 

for the highly heterogeneous surfaces associated with urban climates. Improve­

ments to basic modeling strategies have been proposed and investigated. In 

addition several strategies for mitigating the urban heat island have been 

developed and investigated. The findings reveal'that more work is necessary so 

that results of urban climate simulations can be interpreted with greater 

confidence, and used to shape public policy and future research. 
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10.1. Urban Modeling 

It has been shown that the specification of the urban surface characteristics 

for use in mesoscale models is a difficult and important aspect of simulating the 

urban climate~ Two methods for obtaining subgrid-scale surface characteristics 

have been introduced. The method employed in this research has used a land­

use data base and suppositions regarding the relationship between surface 

characteristics and land use categories. It has been suggested that use of 

satellite-derived remotely-sensed surface data would be a significant improve­

ment in the specification of surface albedo, moisture availability, and vegetative 

cover. Since albedo and moisture have been identified as the most significant 

surface characteristics in terms of the ability to affect local climate, the incorpora­

tion of satellite data in future studies may be the single most important improve­

ment to the modeling of urban climate. While the issues of c~libration of these 

data and accounting for atmospheric attenuation need to be studied further; 

satellite data are already making great improvements in the ability to model 

large heterogeneous domains. 

It must be emphasized that all simulations in this work have used surface 

grid cells which were 5 km in each horizontal dimension and 25 m in the vertical 

dimension. Thus, the temperature reported for downtown Los Angeles really 

represents a model prediction for a 0.125 km3 volume of air. The temperature 

reported for this volume of air is then: an average value, and the actual tempera­

ture at locations within the corresponding grid cell may span a range of 5°C or 

more. Because of the limitations of the model, the details of the urban canopy are 

not considered in the simulations .. Thus, the low-level air temperature predic­

tions must be considered to be only first order estimates. A future improvement 

to this modeling strategy would be to include the urban canopy effects through 
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the combined use of a canopy layer model and a mesoscale model as outlined in 

Chapter 2. Ultimately, however, monitoring~ studies must be conducted to pro­

vide a strong base of measured data for validation of model results .. In addition 

to these monitoring studies, wind-tunnel measurements may provide insight to 

the relationship, between the flow within the urban canopy and the overlying 

mesoscale flow which has been predicted in this research. 

Another important drawback of this research is that it has focussed on a typ­

ical summer day in"the Los Angeles Basin. The initialization profiles taken from 

the L.A. International Airport were in fact assumed to be representative of the 

entire computational domain., The corresponding error is believed to diminish as 

the simulation proceeds away from the initialization time, of 0400 LST. For this 

reason, results were only presented for times after 0600 LST, and the focus was 

on times much later in the day. Future research should target other geographical 

areas, different synoptic weather patterns, and several times of the year. 

10.2. Mitigation Strategies 

The n4tigation strategies developed and investigated in this chapter 

represent a very simplified approach. Future studies need to be developed to 

delve into many unresolved issues. 

The implementation of a high, albedo program is complicated in several 

ways. First, it must be decided which level the program is to be guided at. 

Should the state, county, or municipality take the lead on high-albedo legisla-' 

tion? Or, should individual utility companies or air quality districts be charged 

with developing incentive plans? Once the legislation or incentive plans are in 

place, various coatings and building materials need to be evaluated with respect 

to their albedo and other thermal properties. In the end there are issues of cost 
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and benefit as well as aesthetics. For example, it is possible that high-reflectivity 

road surfaces and single-story rooftops will result in undesirable glare. While 

many Mediterranean "white-washed" cities do not appear to have significant 

complaints regarding aesthetics, it would be difficult to gauge the possible reac­

tion of the American people. All of these issues need to be thoroughly evaluated 

or tested before major programs are implemented. 

There are similar issues to be considered with regard to vegetation augmen­

tation strategies. Identifying a group of suitable tree families for a particular cli­

mate is a significant problem in of itself. Trees planted in the Los Angeles Basin, 

for instance, should be drought-resistant, and low emitters of monoterpene and 

isoprenes. Trees also ·require a certain amount oicare, especially in the first few 

years. Root systems can be responsible for damaging sidewalks and streets, and 

tall branches can interfere with overhead power lines. These and other issues all 

playa role in determining the usefulness of massive tree-planting programs. 

10.3. Initial Indications and Future Research 

The work presented here has clearly indicated that, in terms of air­

temperatures and urban energy use, the investigated mitigation strategies are 

quite promising. The results ~ terms of air quality have been complicated by the 

potentially negative effects of lowering the boundary-layer heights and slowing 

of the sea breeze. Clearly, more work is. required to evaluate the air quality 

trade-offs which have been identified. The first step is to use the meteorolOgical 

output as input to a photochemical model. The resulting simulations will pro­

vide a quantitative evaluation of the impact of surface modifications on air qual­

ity. 

>, 
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Figure 5.1: Computational modeling domain (a) and analysis subdomain (b). 
Contours are domain topography (300 m). . 
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Figu~e 5.2: Low-level (5 m) horizontal wind speed vect~rs at (a) 1000 
and (b) 1500 LST. Peak velocities are 6.4 mls and 6.8 mls respectively. 
Contours are domain topography (300 .m). . 
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Fi~ure 5.3: Temperature contours for the homogeneous simulation case at 
(aJ 1000 and (b) 1500 LST. Contours at 25,27, and 29 Celsius.· . 
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(a) Homogeneous Base Case 
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Figure 5.4: Diurnal profiles of (a) temperature and (b) PBL height 
for Los Angeles (triangles), Riverside (circles), and Burbank (squares) 
for the homogeneous base case simulation. 
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Figure 5.5: Vertical cross-section through domain showing velocity vectors 
and I?otential temperature contours (300, 305, 310, 315 K) for the base case 
at (a) 1000 and (b) 1500 LST. Peak velocities are 4.0 and 7.4 m/s. 
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(a) Velocity Vectors (b) Temperature'Contours 
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Figure 5.6: Velocity (a) and temperature (b) differences between heterogeneous 
and homogeneous surface cases at 1500. Peak velocity difference is 2.9 m/s and 
the temperature contours are every half degree C: dashed lines being negative. 
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(a) Heterogeneous Base' Case (b) .Heterogeneous Base Case 
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Figure 5.7: Diurnal profiles, of (a) temperature and (b) PBL height' 
for Los Angeles (triangles). Riverside (circles) •. and Burbank (squares) 
for the heterogeneous base case simulation. . 
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(a) Velocity Differences (b) Temperature Differences 
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Figure 5.8: Velocity (a) and temperature (b) differences between heterogeneous 
surface case with and without anthropogenic heating at 1500 LST. Peak velocity 
difference is 0.8 m/s and temperature contour is 0.25 degrees C. 
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(a) Albedo mod. (b) Vegetation mod. 
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Figure 5.9: Regions of (a) albedo and (b) vegetation modification for mitigation 
scenarios. Gray areas are regions with no ,modification. Hashed regions represent 
modification up to 0.10 and white regions are where the modification exceed 0.10. 
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Figure 5.10: Moderate level mitigation scenario impacts on 1000 LST wind vector 
differences for (a) the albedo modification and (b) the vegetation modification 
relative to the base case. Peak wind speed differences are 0.47 and 0.37 m/s. 
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Figure 5.11: Moderate level mitigation scenario impacts on 1500 LST wind 
vectors for (a) the albedo modification and (b) the vegetation 
modification. Peak windspeed differences are 1.23 and 0.87 m/s. . 
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Figure 5.12: PBL height depressions resulting from (a) moderate albedo 
case and (b) moderate vegetation case for Los Angeles (triangles). Riverside 
(circles). and Burbank (squares). , 
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Figure 5.13: Moderate level mitigation scenario impacts on 1000 LSTair 
temperatures for (a) the albedo modification and (b) the vegetation 
modification. Difference contour levels are every quarter degree C. 
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Figure 5.14: Moderate level mitigation scenario impacts on 1500 LST.air 
temperatures for (a) the albedo modification and (b) the vegetation . 
niodification. Difference contour levels are every 0.5 deg. C. 
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Figure 5.15: Temperature depressions resulting from (a) moderate albedo 
case and (b) moderate vegetation case for Los Angeles (triangles), Riverside 
(Circles), and Burbank (squares).. . 
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Figure 5.17: PBL height depressions resulting from (a) extreme albedo 
case and (b) extreme vegetation case for Los Angeles (triangles), Riverside 
(circles), and Burbank (squares). . 
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Figure 5.18: Temperature depressions resulting from (a) extreme albedo 
case and (b) extreme vegetation case for Los Angeles (triangles). Riverside 
(circles). and Burbank (squares), ' 
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Figure 5.19: Temperature depressions resulting from (a) combined moderate· 
case and (b) combined extreme case for Los Angeles (triangles), Riverside 
(circles), and Burbank (squares). 
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