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Abstract
Role of Surface Characteristics in Urban Meteorology and Air Quality

by
~ David Jean Sailor

~ Doctor of Philosophy in Mechanical Engineering
University of California at Berkeley
~ Professor Van P. Carey, Chair

Urbanization results in a landscape with significantly modified surface
charactel;istics,. The lower values of reflectivity to solar radiation, éurfaée mois-
ture availability, and vegetative cover, along with the higher values of anthropo-
genic heat release and surface foughness combine to result in higher air tempera-
tures in urban areas relative to their rural counterparts. Through their role in the

surface energy balance and surface exchange processes, these surface characteris-
tics are capable of modifying the local meteorology. The impacts on wind
speeds, air temperatures,r and mixing heights are of particulaf importance, 'as
they have significant implications in terms of urban ehergy_ use and air quality.
- This research presents several major improvements to the meteorological
modeling methodology for highly heterogeneous terrain. A land-use data base is
- implemented to provide accurate speciﬁéation of surface characteristic variability
in simulations of the Los Angeles Basin. Several vegetation parameterizations

are developed and implemented, and a method for including anthropogenic heat



releaée into the model physics is presented. These modeling advaihcements are
fhen used in a series of three-dimensional simulations which were devéloped to
‘investigate thé potential meteorologicél impact of several mitigation strategies.
Results indicate that applicaﬁon of moderate tree-planting and urban-lightening
programs in Los Angeles may produce summertime air temperature reductions
on the order of 4°C with a concomitant reduction in air pollution. The analysis
also reveals several mechanisms Whereby the application of these li\itigation
strategies may potentiail_y increase pollutant concentrations. The pollution and

energy use consequences are discussed in detail.
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~ CHAPTER1
Introduction to the Urban Climate

The work contained within this dissertation focuses on improving the
| v'u'nderstanding of climatological and pollution effects related to urbanization
through development and analysis of two-dimensional and three-dimensional
meteorological simulations. These simulations have been designed to explore
the impacts of the urban surface structure on meteorology with particular atten-
tion paid to air temperatures, wind speeds, and mixiné depths.  All meteorologi-
cal effects are then related to potential impacts on urban energy use and air qual-
ity. |

A necessary starting point for this dissertation is to provide the reader with
a detailed description of the urban climate with a clear distinction between urban
and non-urban climates. This short éhapter serves this purpose with an
emphasis on preparing the reader to appreciate the numerical simulations

presented in the remainder of the text.

1. HISTORICAL BACKGROUND

It is well known that the climate of urban areas is generally quité different
* from the rural surrounds with elevated air temperatures and higher levels of air
pdllutants, including photochenﬁcal smog. Researchers have been investigating
these phenomena for many years and have compiled thousands of publications
which focus on urban climatology. From a historical perspective there aré several

contributors to the field of urban climatology who deserve t6 be mentioned here.
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Among the first to document the climatological impacts of urbanization was
‘Luke Howard (1833) who investigated the temperature differences between
urban London and its rural surrounds. From 1818 to 1833 Howard published
se\}eral monographs dealing with the climate of the city.. Howa‘rd,. a chemist by
training, was a pioneeririg meteorologist and the first to-measure and document

what later became known as the urban heat island.

Two decades later, a French scientist, Renou (1855) hypothesized that the
polluted atmosphere of Paris was prirnarily responsible for the early evening
. temperature elevation within the city relative to the unpAolluted rural surroﬁnds.
In his writings he colorfully describes Paris in terms of respifation of humlans‘
and animals and emissions from chimneys, and notes that these factors clearly -
must form the cause of the elevated urban temperature in Paris. Renou was one
6f tHe first to formally link anthropogenic and biogenic emissions to urban air
temperatures and air quality. Today this link is still the subject of much active

research.

The study of ‘the urban climate continued over the next 50 years with a
number of inveétigations into urban-rural climate differences. While Renou had
postulétéd some causes, true sYstématic investigation of the causes of climate
differences remained largely unexplored until early in the twentieth century.
- Wilhelm Schmidt (1927 and 1930) was the first to use instrumented motorized
‘vehicles as a research tool to investigate the— causes of urban rural temperature
differences. His studies were the precursor to modern-day remotely-sensed
evaluation of climate through use of high-precision radiométers mounted on air-

craft and satellites.

Landsberg (1981) provides a fairly detailed history of the developments of

urban climatology which have been summarized above. In addition to



Landsberg’s book, Atwater (1972), Chandler (1965), Changnon (1976), and Oke
(1987) also provide cogent descriptions of the urban climate with discussions of
the- thermodynamic impacts of urbanization on the urBan boundary layer.
Akbari et al. (1988) and Bennet and Saab, (1982) extend these diséussions to the

impacts of urbanization on energy use and air quality.

In the past several decades, computers have become a powérful research
tool in all areas of mefeorology. Computational siinulation of the urban climate is
complicated by the high degree of hetérogeneity in the urban surface. 1mproving
upon the ability of models to accurately represént surface processes in hetero-
geneous regions has been the subject .of‘vnurnerous research efforté in the last
several years. Two primary applications of such résearch’are in the areas of Gen-
eral Circulation Modéling (GCM) and Urban .‘ClimatvOIOgy. While the present
work addresses issﬁes in Urban Climatology, it also has implications for subgrid

‘scale' pérameterizations in GCM studies where the problem of heterogeneous

surface representation is simply on a larger length scale.

2. THE URBAN FABRIC

Urban areas are generally comprised of a complex combination of lafge and
~small structures and surface ‘coverings woven together to make up what is
referred to as the urban fabric. Among the most evident urban features are
residential and commercial buildings, roadways, and parking lots. In the pro.ce'ss
of urbanization, these structures replace natural featu;gg';gch'as bare soil and

vegetation, creating a very different surface.

The differences in the urban fabric are manifested in terms of modifications
in the basic surface and substrate characteristics. In terms of the energetics of the

urban surface, the importaht' characteristics are albedo, moisture availability,
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vegetative cover, and roughness length. The substraté characteristics of impor-
tance are substrate moisture content, thermal conductivity, thermal diffusivity, |
and density. Each of these parameters plays a role in the heat, moisture, and
momentum transfer between the surface and the air which flows above the sur-

_ face.

3. CHARACTERIZATION

It is important to be able to character‘ize.urban areas in terms of their surface
and substrate characteristics. A typical characterization proce.ss consists of the
following steps. First, a group of land-use categories is defined. Researchers
generally disaggregate the urban fabric into anywhere from 4 to 20 categories.
Examples from such a-breakdown are: close-spaced residential housing, city
core, industrial areas, parks, and forests. For a given region of the country,
researchers can assign representative values of each of fhe surface characteristics
to each land use category. Thus, the surface roughness of parks may be given the
value of 0.20 m and the roughness of the city core may be assigned the
significantly higher value of 1.50 m. The second step in the characterization pro-
cess is the acquisition and analysis of images from aircraft or satellites. These:
images along with various local maps can be used to obtain a distribution of land
use within the city. If the city is then divided into grid cells for a computational
simulation, the surface characteristics for each grid cell may be evaluated from
knowledge of the land use distribution and the surface characteristic values asso-
ciated with each land use. The scales of the land use data and computational
model grid cells are generally quite different With nominal length scales of 0.1
km and 5.0 km respectively. For this reason, specification of grid cell characteris-

tics from aggregation of land use data is not trivial. This issue will receive



significant attention in the following chapters.

4. URBAN HEAT ISLANDS

Urban areas gehefally poss.ess low values of albedo, vegetation cover, and
moisture availability. These characteristics along with the ekistence of high lev-
els of anthfopogeni_‘c heating are generally_ associated with the ‘phenomenon
known as the urban heat island (UHI). That is, they explain why urban areas
‘generally act as islandé of elevated temperaturés relative to the natural areas sur-
‘rounding them. This phenomenon is known to be expanding in direct correlation
to the rate of ﬁrbanization and population growth (Karl et al., 1988; KukKla et al.,
1986). The UHI ‘.is actually beneficial in the winter when the heat island effect
results in lesé demand for residential and c_:ofnmefcial heating. The summertime
heat island (SHI), on the other hand, with an intensity often in excess of 2° to 4°C
" in mid-latitude cities, results in an increase of up to 10% in the demand for air
conditioning- electricity (Akbari et al., 1990). This elevated ioad génerally occurs
in the late afterrioon_ hours, corresponding to the peak summer electric utility |
»ioad. The result is that utilities are forced to expand their use of the more expen-
sive forms of electricity‘generation_to meet the augmented peak load. Akbariet
al. -(.i990) demonstrated the relationship between air temperature and electric
utility load for southern California. They showed an increase in the 4 pm utility
load of more than 2% per degree Celsius (see Figure 1.1). This correspdnds to
more than $50,000 per hour pér degree Celsius in terms of energy cost for the |
L.A. basin! Temperature is also important in the photochemical reactions -

responsible for smog, typically measured m terms of ozone (03) concentration. -
- The importance of'. temperature in the generation of photochemical smog is illus-

trated in Figure 1.2. This figure reveals a strong correlation between ozone
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concentration and air temperature. The dashed line in this figure indicates that
in 1985 L.A. only exceeded the National Ambient Air Quality Standard (NAAQS)
for ozone of 12 parts per hundred-million (pphm) on daysvfor which the max-
imum temperature exceeded 22°C. In addition, the concentration of ozone
appears to increase by approximately 0.75 pphm per degree C increase in max-
imum air temperature. This correlation results from a number of factors includ-

ing the temperature-dependence of the photochemical reaction mechanism.

5. EMISSIONS

In addition to surface modifications, urban-dwellers are responsible for
large emissions of heat, mo‘i’sture, and various pollutants into the atmosphére(
Automobiles are a common example of urban pollution generators. As gasoline
is consumed by an automotive engine, a large amount of heat is released. Also;
these engines result in hydrocarbons, oxides of nitrogen, and other pollutants
which issue out of the exhaust pipe. Another source of urbéh heat release is

waste heat from electricity.

In addition to the anthfopogenic emissions from vehicl_es, factories, commer-
cialx buildings, _and residential buildings, the urban airshed must contend with
emissions from nearby biogenic sources. Specifically, vegetation is responsible
for humidifying the air through evapotranspiration, and polluting the environ-
ment through biogenic emission of hydrocarbohs_ such as monoterpenes and
isoprene. At the same time, vegetation acts as a sink for carbon dioxide which it
uses in photosynthesis, a sink in the surface enérgy balance due to the latent heat
transfer associated With evapotranspiration, and a sink for particulate pollution
matter. While biogenic emissions are generally an order of magnitude sma11e1:

than the emissions from anthropogenic sources, their reactivity is generally much
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higher. In fact, the atmospheric lifetime for biogenically-emitted isoprene and E
monoterpenes is generally measured in hours, whereas the atmospheric lifetimes
of automotive emissioné such as benzene, toluene and propene are measured in .
days or months (Atkinson, 1988.; Winer et al,, 1992). The net result is that, in
| heavily Vegetated regions, the emissions from biogenic and anthropogenic
sources are equally important. Chameides et al. (1988) showed that in Atlani:a, |
‘biogenic emissions alone were sufficiently high to cause predicted levels of ozone

above the National Ambient Air Quality Standards limit of 12 pphm ozone.

Biogenic and anthropogenic emissions form the precursor basé for the gen-
eraﬁdvn of photochémical smog. The rate at which smog is formed from its pre-
cursors is directly linked to air temperature via the rate constants for the
numerous chernical reactions involved. It is also important to note that the
biogenic Ven_nission rate for hydrocarbons is a posiﬁve function of te'rnperature.
For isoprene and the monoterpenes, theré isjroughly a 10% increase in biogenic
emissions for a single degree Celsius increase in air temperature in the range of
30°C_ (Guenther, 1991). In the case of visoprene, Guenther showed that there is
actually a peak emission at a temperature of roughly 35°C at which point,
increasing temperature results in decreasing emissions. Hefe then is another
- positive feedback mechanism between the SHII and the production of photo-

chemical smog.

6. PHOTOCHEMICAL SMOG

The typical atmosi;hére i/s composed primarily of a handful of gases. Chief
among theée is molecular Nitrogen, N, which, at sea-level, occupies 78% of the
atmosphere by volume. Oxygen, O, is. the next most abundént gas at roughly

21%. These two fairly innocuous gases combine to account for 99% of the typical



8

étmosphere at sea-level. Argon, Ar accounts for most of the remaining 1% of the
atmosphere. It is the very small remaining fraction of additional gases which are
responsible for the phenomenon known as photochemical smog. These gases
élong with photolysis reactions, produce ozone, O3 which is the standard meas-
ure of photochemical smog. The mechanism responsible for generating ozone is
quite complex, but may be understood through a brief '.discussion of the chemical
reactions which are most significant. The most if_nportént inorganic reactions in

the ozone chain are as follows:

NO,+hv — NO +0, | (1.1)

-

where hv is the energy associated with one photon of light. First, radiant energy
(sunlight) b‘rleak's» up nitrous oxide producing"nitric oxide and releasing the oxy-
gen radical. This oxygen radical may then become a part of any of several addi-
| tional reactions, the most importént being the combination with molecular oxy-

gen to produce ozone,
0+0,+M — O3+M, 12

where M is a catalyst such as N,. As ozone is produced by (1.2), it reacts with

NO bréaking down into molecular oxygen again:”
0O3+NO = NO,+0, o 13)

A similar reaction occurs with NO,. These reactions are primarily responsible
for the formation of O;. At the same time, however, other photolysis reactions
such as the phofolysis of nitrous acid are providing additional free radicals. Also
of immense importance in the photochemical reaction cﬁain are reactions involv-
ing A.hydrocarbon’s, water vapor, énd carbon monoxide. These additional reaé-
tions result in the prdduction of additional radicals and they lrestock' the .sﬁpply

of NO, which is a key ingredient in the production of Os;.
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Each of the chemical reactions discussed above occur at rates which are
dependent upon concentrations of the reactants and given rate constants. In
turn, many of the rate constants depend strongly on air temperature; they have
high activation energy. '

There are a number of ifnportant links, then, between urban meteorology
and photochemical smog. First, temperature affects smog formation in two
ways; the rate constants are heavily dependent upon temperature, and the emis-
sions of pollutants have been shown to increase with temperafure. This increase
in anthropogenic and biogenic emissions will enhance the concentrations of pho-
tochemical precursors, resulting in higher levels of sﬁ}og. Second, mixing height
1s intimately‘tied to pfecursor concentration levels. The higher the boundary
layer, fhe more the surface emissions are diffused, vresulting in lower cdncéntra—

 tions and reduced smog levels.

7. MITIGATION

The urban climate is responsible for many negative effects. Human comfort .
is adveréely affected through élévated temperatures, increased humidity, and
higher levels of poillutants. Also, the démand for electricity for air conditioning
has been shown to be strongly affected by air temperatures. In fact, the summer-
time peak electricity load for utilities in mid-latitude *climates generally
corresponds closely to the time of the peak air temperatures. The increase in elec-
tricity demand resulting from the SHI further increases urban air temperatures.
In addition, the resulting power plant emissions further pollute the environment.
One plausible benefit of the SHI in terms bf- pollution is that since the SHI gen-
erates a large-scale circulation, the atmospheric reactants and the existing photo-

chemical smog are more thoroughly dispersed and ventilated away from the city.
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There are several methods by which human activities may counteract the
effects of urbanization. While most cities are relativele devoid of vegetation,
some urben areas are now implementing massive tree-planting programs in an
| attempt to beautify the city, cool the air,vand sequester .CO2 (McPherson, 1992).

Benefits of tree plaoﬁng progfams have been evaluated in numerous studies
(Akbari. et al. 1992; Buffington, 1979; Laechelt and Williams 1976; Parker 1982;
‘and Parker 1989). Another method which has yet to become as widely accepted
is the notion of cooling the city by increasing the urban reflectivity to solar radia-
tion, or albedo. In the first method, energy is converted into latent heat through
evapotranspuatlon, while in the latter method an mcreased percentage of radiant
energy is simply reflected from the urban surface back through the atmosphere

“and 1nto space.

The. potenhal benefits of SHI mltlganon schemes need to be further
evaluated. In general, these programs can be costly to initiate. While vegetation ..
schemes may cost on the order of $10 per tree to implement, the costs in terms of -
- required maintenance and watering may be significantly higher. Albedo aug-
mentation scherﬁes, on the other hand, may be relatively cheap, since they may
be implemented according to normal maintenance schedules with only a slight
incremental cost. As an example, repaving with a lighter color aggregate or
choosing a lighter color material for a scheduled re-roofing adds little or no cost.
Much of the cost of these mitigation programs, therefore will be associated with
management overhead. It is therefore important to be able to show that the sav-
ings of such programs will be worth the cost of implementation.b While the direct
effects-of mitigation schemes will be reduced air temperatures and lowered lev-
els of photochemical smog, the savings will ultimately need to be evaluated in

terms of reduced energy consumption and reduced health risks. Preliminary
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 estimates of such measures indicate that they are quite economical. Akbari et al.
(1990) estimate that the cost of conserved energy to implement these schemes is
between 0.2 and 1.0 cents per kWh. This éompares with a baseline consumer cost

of 8 to 10 cents per kWh used.

‘In addition, there are other issues such as global warming trends which
should be investigated in terms of their potential impact on urban comfort,
energy use, and pollution. :Finally, urban plannérs need to be able to predict the
impacts of further urbanization including the production of factories and other
emitters of aﬁthr'opogenic heat, .moisture, and poll;tion. For these reasbns,
meteorological modeling is both a useful and necessaryltvool in guiding urban
policy. - R

As will be pointed out in this dissertation, the current state of urban v
meteorological mbdeling lacks the sophistication to deal with many of the prob-
lems just discﬁssed. Improvements are needed in the area of urban surface char;
‘acterizations, including the ability to model highly héterogeneous terrain, inclu-
sion of anthropogenic heat release, and parameterization of partially vegetated
domaihs. The results of the meteorological simulations presented in this disser-
tation form a basis for improved modeling of the urbén climate. The goal of this
research is to improve the understanding of the relationship between surface
characteristics and the urban clirhate, and improve upon the ability to predict the

effect of human activity on urban meteorology and air pollution.
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CHAPTER 2
Review of Urban Meteorological Modeling

1. URBAN ENERGY BALANCE

In order to present a meaningful discussion of the problems associated with
modeling urban climates, it is necessary to first preseht a short discussion of the
urban energy balance ahd consider how the various urban surface parameters
affect this balance. By describing each term in the enérgy balance equation and
providing hypothetical but realistic estimates for its magnitude, one can qualita-
tively understand the importance of modeling the different aspects of the urban
environment. The following discussion will focus on summertime mid-latitude

urban and suburban climates.

1.1 Energy equation
For an individual surface such as a building wall or bare soil, the following

simple energy balance applies at any instant in time: _
osQs +orQrl = Ot +Qy + Qe + Qg - @y

where og and o are absorptivities for short- and long-Wéve radiation, Qg is the

short_—Wave radiant flux, Q; | and Q; 1 are the downward and upward longj

‘wave radiative ﬂuxés, Qy is the sensible heat flux, Q'E is the latent heat flux, and

Q¢ is conductive heat flux into the substrate (ground).

Each term of the energy balance depends on many factors and varies over

the course of a given day. Typical summertime diurnal proﬁle; of these energy
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flux terms are presented for an urban surface in Figure 2.1. The corresponding
profiles for a rural surface are given in Figure 2.2. The data. for these figures are
| taken from Oke (1987), and represent the average of 30 summertime days in 1983
for Vancouver B.C. (49°N). In these figures heat flux toward the surface is shown
as positive. Thus, évaporation is depicted as a negative flux. The net radia_tifre

2 at mid-day. This term représents the

flux is the largest term reaching 500 W m
“sum of the absorbed incident radiation less the emitted long-wave radiation. For
the urban profiles, the sensible heat flux is the next largest term, followed by the
latent flux. In the rural case of Figure 2.2, howevér, the latent heat flux is more
significant than tﬁe sensible flux. These differences in flux profiles are clearly
related to the difference in moisture availability and vegetative cover between
urban and rural land uses. In addition, the level of énihropogenic heating in a
rural area is shown to be essentially éero, whereas the anthropogenic heating

term in urban areas can reach a significant level, often exceeding 50 W m 2

inthe
urban core. For suburban residential zones, which are of primary mterest in tlus
: research, the corresponding level of anthropogenic heating is generally in the

-2

range of 1to 10 Wm “. A detailed discussion of the eniergy terms is presented in

the following sections.

RADIATION

Solar radiation incident on the earth’s outer atmosphere is attenuated and |
scattered as it passes through the gases and particulates which make up the

atmosphere. The "solar constant" is 1357 W m?

above the atmosphere. After

atmospheric atténuation, and accounting for solar zenith angle, the total sum- |
mertime solar radiation reaching the mid-latitude surface of the earth at solar
noon is generally_less than 1100 W m2. During the winter months and on over-

cast days, the peak daily solar insolation is obviously much smaller. The sum of
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the direct and diffuse solar radiation incident on a unit area surface is Qs . - Simi-
larly, a given surface is also irradiated with long-wave radiation from the local
surroundings and the sky, Q; |. The surface also emits lbng-wave radiation as a
function of its temperature, Q; = eoT?. Computationally, this term is often

solved as the residual when each other term in (2.1) is evaluated.

Reflectivity is the radiative characteristic which determines how much of
- this incident radiation is reflected by a surface. Reflectivity is a function of the
| surface involved and the wavelength of the incoming radiation. The total
reflectivity of a surface integrated over the shbrt-wavelength regime (0.2 um to
4.0 um ) of special importance to meteorologists, is called the albedo, and will be
referred to in this text by the symbol pg, or equivalently (1 - ag).
A, :
[ot42:0)
ps = 5 @2
{ aQ;(n)
1 .

Whéfe Q; (M) is the incident hemisphéfical spectral energy intercépted by the sur-
face, and p(A) is thev hemispherical spectral reﬂectivi_tyvof the surface. The limits |
of integration (A; and A;) need to encompass the significant energy content por-
tion of the solar spectrum. Gene_rally, limifs of 0.2 to 4.0vpm are suitable.
Long-wave emitted radiation is associated with surface temperatures in the
general range of 300 K. Noting Wien's displa‘cement-law (AT)max = 2898 umkK,
this cbrrespondé to wavelengths centered around 10um . The reflectivity of a sur-
face with respect to long-wave radiation is typically assuméd to follow the gen-
eralization of Kirchoff's law; a; =.'éL,‘where g, is the emissivity of the surface at

temperatures corresponding to long-wave radiative emission. For most surfaces,
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the absorptivity with respect to long-wave radiation is typically quite large, on
the order of 0.95 to 0.98. Metallic surfaces, hbowever, often exhibit relatively low
values of o, on the order of 0.20 to 0.30. As Will be discussed later, the control
of these radiative properties, ps and ¢; presents a significant opportunity for

urban planners to affect the surface energy balance.

ANTHROPOGENIC HEATING

Anthropogenic heating, historicaliy referred to as furnace heat, is typically
given the symbol Qr. Some researchers include QF in fheir representation of the
surface energy balance (2.1). .Although Qf is more appropriately included in a
discussion of the volumetric energy balance of the near-surface air, it is briefly
presented here for convenience. Some examples 6f anthropogenic heat sources
are automobiles (and otﬁer combustion sources), appliances, air condiﬁoners,
and power plants. This is a difficult bterm to model accurately since it is depen-
dentbupon daily human activities that vary on diurnal, seasonal, and cultural
schedules. While diurnal and seasonal variations of ahthropogenic release activi-
ties may be expected to follow periodic and prediciable patterns, the effect of cul-
tural and societal factors is difficult to predict. Consider, for instance, the
impacts that holidays and weekends have on energy consumption schédules.
One solution to such difficulties is to present very generalized profiles which are
represenfative of typical scenarios.- Anthropogenic heat release schedules for
urban and residential sites have been developed by Taha et al. (1992). Figure 2.3
illustrates the relative importance that Q¢ can have in the urban energy balance.
This figure contrastsv the summertime anth;.dpogenic heat release for an urban
area with that for a rural area. Whereas Q¢ is insignificant in rural areas, it can

play an important role in the urban energy balance, where it may have a peak
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value as high as 50 Wm” for the urban core. Depending upon the c1ty and time

of year the peak value may be much larger.

SENSIBLE HEAT FLUX

Convection is the proeess whereby heat is conducted from a surface to the
adjacent air molecules and then diffused and advected away from the surface. |
The instantaneous magnitude of convective heat loss (or gain) is called the sensi-
ble heat flux, Q. The magnitude of this term depends upon wind velocities, the
air-surface temperature difference, and surface roughness characteristics. The
typical parameterization is given as: |

Qu -pC U O 2.3
Here, p and Cp are the density and specific heat capacity of air; U" is the friction
velocity, a function of wind' speeds and surfa.ce roughness; and 6' is related to
the driving temperature difference between the surface and the air. In the day-
time, when the surface'is warmer than the adjacent air, this heat flux is away

from the surface (positive). At night, the si'gn of this term is generally negative

because of the high rate of surface radiative cooling.

LATENT HEAT FLUX
The energy required to evaporate water is known as the latent heat of eva-
poration. Numerically it has the value of 2260 Joules per gram of water. The
energy balance of a moist surface differs from that of a dry surface in that the
latent heat term is 51gmf1car1t Vegetation also serves as a vehicle for latent heat
transfer, acting as a pump, extracting subsurface moisture via the roots and tran-
spiring this moisture via the leaves. The combined effect of evaporation and

transpiration is known as evapotranspiration. While evapotranspiraﬁon yields a
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negative latent heating term, surface condensation results in a' positive value.

Meteorologists refer to the ratio of sensible to latent heat flux as the Bowen Ratio.

Latent heat flux from a bare surface is generally parameterized in a similar

fashion to the sensiblé flux term:
Qe =pL U Q" (24)

Here, Q" is related to the driving humidity difference between the air adjoining
" the surface and the first modeled layer of air, and L, is the latent heat of evapori-

zation for water.

SURFACE HEAT FLUX

‘The incident radiant energy which is not partitioned into sensible or latent
heat flux, or reradiated as léng—wave flux, en{ers the surface as a conduct.i{r-e“sur-
face or ground flux, Qg. During the day this flux is typically into the substrate
which stores the energy according to its thermal capacity. At night, this stored
energy is released through convection and long-wave radiaﬁon. This flux when
integratéd over a diurnal period is approximately zero. Models typically solve
for the surface heat flux by» evaluating the substrate temperature profile based on
the one-dimensiona'l‘ heat diffusion equation subject to time-varying Dirichlet
boundary conditions:

8T kK d°T

—— 2.
ot pC, 9z2 ( 5)_

' 1.2. Accuracy of modeling terms

Each of the energy flux terms just described plays an important role in the
urban surface energy balance. This energy balance determines the surface tem-

perature which in turn is intimately related to air temperature. In general these
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terms are highly interdependent and are modeled by a complex system of equa-
tions.

In order to obtain a qualitative understanding of the importance of accu-
rately modeling each term in the surface energy balance, consider a\'typical mid-
latitude city at noon on a hot summer day. Suppose that the relative contribu-
B tionsof. each of the energy terms are exactly as given in Table 2.1. Consider the
requirement that we wish to model this energy balance 'aecurately enough to
predict surface temperature to within one degree Celsius. By rearranging (2.1)
and notmg that the outgomg long—wave radratlve flux is given by Q; T =g oT
one may solve for the surface temperature as: |

[QLT]OZS [QSQS'*'O‘LQLl Qr - Qu - Qc;

€0 €0

Tg=

(2.6)

For the hypothetical energy balances in Table 2.1 the computed surface tem-
peratures are 26° and 34° C for the rural andurban cases, respectively. This table
presents the allowable percent errors in the parameterization of each energy term
which by itself would result in a one-degree error in the instantaneous calcula-
tion ‘of the surface temperature These values are calculated from a straight- .
forward differentiation of (2:6). For surface temperatures on the order of 30°C

and surface emissivities around 0.95, Q; 1 is 450 W/mZ2. A one degree change in |
surface temperature corresponds to roughly a 6 W/m? change in Q; 1. Thus, an
error of 6 W/m2 in calculating any energy term in (2.2) wﬂl result in a surface

temperature error of roughly 1°C.
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Table 2.1: Acceptable Errors for 1°C Change
in Calculated Ground Temperature

Term in Rural” Acceptable Urban' Acceptable

Eqn. 1 Error (%) , Error (%)
Qs(W/m? | 80 09 760 1.0
QuiW/m? || 350 . 18 365 . 18
Qe (W/m?) - 305 20 - 158 © 40
Qu(W/m? | 150 4.0 240 2.6
Qr(W/m?) 0 - - - 30 20
Qc(W/m?) 80 75 - 148 42
as 020 0.9 0.14 09
g or (o) 0.98 13 0.98 1.3
Q; t(W/m?) 445 - 495 -

t Energy balance cases are hypothetical, based partially on figures presenfed by Oke (1987).

Clearly, the larger the energy flux térm, the more accuracy is required in
modeling it. Thus, the first step toy'vard_acc'urétely\ moéelin_g an,_ur.ban climate'is
the accurate‘ calculation of the largest energy term, the incoming solar radiation.
Given the time of day, time of yeaf, and latitude, the short-wave energy incident
on the earth’s outer afmdsphere is relatively simple to compu'te ‘\;vith accuracy.
The most difficult problem in evaluating the short-wave radiation term involves
knowing thé extent of atmospheric attenuation and scattering, which in turn
reqﬁires accurate knowledge of the atrriospheric profiles of pollutant concentra-
tions and water vap'_or as well as 4¢loud cover. The accuréte evaluation of the sur-
face absorptiﬁty of this short-wave radiation, ag is also important. The model-
ing of latent, sensible, and incoming 1ong-wavé heat fluxes are next in order of
' importance_. In caseé of moist or heavily vv'eg.etated surfaces, however, the latent. o
heat flux term'méy be of primary importance. The r.nodeling.accuracy of the sur-
face flux and‘anthropogenic heat flux is seen to be of s.econvdary importance. It

should be pointed out that the above analysis neglecis the interdependence of the
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energy flux terms. In reality, if one term is consistently underestimated, the
other energy terms will adjust over the course of the day and the resulting error
in surface temperature prediction may be smaller than predicted by the above -

analysis.

1.3. The Urban Fabric (albedo and vegetation)

Each of the energy terms is strongly influenced by the thermal, radiative,
and geometric characteristics of the ur‘ban surface. What follows is a discussion
of these characteristics and the potential to modify them through urbén planning
véind large scale implementation of heat island mi‘tigation(measures. Specifically,

the focus is on albedo and vegetative cover of urban surfaces. -

The urban fabric itself is a source of great' variability of albedo, and thus has
high potential for significant albedo modification. A parking lot paved with stan-
dard asphalt, for instance, may have an albedo as low as 0.05 (ag=0.95), whereas
a concrete sidewalk will have an albedo of roughly 0.30 (a5 =0.70 ). Surfaces that
are visibly light in color tend to have higher albedos, becauée the energy content
of the visible spectrum is about half of the total energy content of the solar spec-
trum. So, use of light-colored surfaces and paints can significantly increase the
albedo of a building or entire urban region. Researchers have predicted that
moderate increases in the overall albedo of a city can significantly reduce urban
temperatures, and consequently can lower consumption of energy and reduce air
pollution. Specifically, Taha et al. (1988) usir;g one-dimensional climate models
estimated that increasing Sacramento’s albedo from 0.25 to 0.40 would be possi-
ble and could lower peak urban summertime temperatures by as much as 4° C.

Recent measurements in White Sands New Mexico have indicated a similar rela-

- tionship between naturally occurring albedo variations and measured ambient



air temperatures (Rosenfeld etal. 1993).

In estimating albedo, it is important to note its variation as a function of
solar zenith angle. Furthermore, the effective a_ibédo of rough surfaces (i.e. an
urban or suburban neighborhood) dépends' upon the view factors of the various
individual surfaces. As an example, consider a simplified city made up of high

‘albedo buildings and low albedo streets. The effective albedo is essentially an
‘area-avera.ged albedo when the zenith angle is nearly zero (ie. the sun is directly
overhead). As the zenith angle increases away from zero the albedo of the build-
ing surfaces plays an increasingly important role in determining the effective
albedo. 'In addition, multiple reflections of incident radiation are common in
cities where energy reflected by one surface may be intercepted and reflected by
several additional surfaces before escaping the urban canopy. This effect is
demonstrated in Figure 2.4. Consider the case whére the albedo of each sufface
in this figure is 0.20. _For Ray 1 and Ray 3, each of which undergo a single
reflection, the effective albedo is simply the albedo of the individual surface _
'(Q.ZO). In the case of Ray 2, however, the effedive albedo is 0.20 x 0.20 x 0.20, or
10.008. Clearly, then, the.géometric roughness and surface to surface radiation
view factors of a city reéult in an effective albedo which is less than the simple
~ area-averaged albedo of individual surfaces. In addition, it is clear that this
effective albedo is also a function of the solar zenith angle. This exémple illus-
trates the importance of taking the geometry into account whgn assessing the

radiative balance of a city.

There are two primary methods of’specifying'sufface albedo in urban
meteorological studies. Often, researchers will obtain land-use data, assign a
givén albedo to each category of land use, and simply compute the appropriate

area-average. In this case, the potential for multiple reflection and absorption of
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radiant energy is not accounted for and the reshlﬁng predicted albedo values
mey be _artiﬁciaily high. In the preferred situetion,v albedo v_alu‘es‘ are derived
v from satellite of aircraft radiometry. Since this metﬁod involves actual measure-
‘ment of reflected radiation,_it can be expected to prbduce more realistic estimates_ v
- of albedo for urban areas. At the same time, however, remotely-sensed estima--
tion of surface albedo requires a detailed understanding of the radiative charac-
teristics of the intervening vatrno.sphere and is therefore subject to atmospheric

correction errors.

Many researchers have targeted urban albedo as an important variable
through which the urban microclimate may be selectively altered to reduce the
magnitude of the impacts of the urban heat island. A number of studies have
used computer models to eimulate the change in building energy use resulting
from chariges in exterior building color (Griggs et al., 1989; Conner, 1985; Reagan
and Acklam, 1979). Results from the simulaﬁons of Taha et al. (1988), for
instance, estimate a 0.6% and 0.4% savings in cooliﬁg energy perb 0.01 increment
in albedo for a poorly insulated house and a well insulated houée, respectively
These studles however, generally focus on the ability of locahzed albedo
mochﬁcatlons to affect the surface energy balance of a building wall or roof. This
is referred to as the “direct" effect of albedo modification. There_is another
impact which may be of equal significance. Air temperatﬁres are linked to the
surface .t'em-p_eravture through convective heat transfer (sensible heating) and
through the absorption of lovng-_w'ave radiation be several gaseous constituents in
the atmosphere: namely, water vapor and carbon dioxide- the greenhouse gases.
Thus, the local modification of albedo may indirectiy result in a city-wide air

temperature impact.
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Another urban design feature which has»signiﬁcance from a climatological
perspecﬁve is vegetation. First, shading by trees has a direct impact on the
_ bﬁilding .energy balanéé. In addition, through evapotranspiration, vegetation is
able to dissipate much of the incident energy as latent heat. This effect not only
has a direct effect on the air adjacent to the vegetation, but can have an indirect
impact on buildings throughout thé city as the cooled ‘air is advected by local
winds. The effect of a single tree at distances far removed from its location is
difficult to quantify. Analysis of such indirect effects will be important, however,

in the determination of the effectiveness of heat island mitigation measures.

2.' CURRENT STATE OF URBAN CLIMATE MODELS

Many investigators have used mathematical models to analyze the effects of
urbanization on climate. Several corhprehensive reviews of such models are
available (Pielke, 1984; Oke, 1974, 1979). Pielke’s book is uséful as .it not only .
gives background informétion on general mesoscale modeling, but also contains
an appendix with detailed information on existing élimate models. Oke (1979)
reviewed a greaf number of these rhodels and introduced twb classifications
which di‘stinguish the models based on the scale of their vertical domain. Oke
defined "canopy-layer models" as‘those models which fbcus on that portion of
the city that is roughl.y below the building roof height. Models which focus pri-
marilj on the region of the atmosphére above buildiﬁg robf height, .but within
the first couple of kilometers from the surface where the effects of the surface
friction are felt, are called "boundary-layer models." An additional category,
: "sufface-layer models," is sémetimes used when discussing urban climate model-
ing. Surface-layer models do not resolve individual buildings, nor do they

extend to the top of the domain of influence of the surface. Instead, they
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approximate transfer processes in the surface layer-where surface frictional
' forces dominate the flow regime and where turbulent fluxes of energy are |
roughly constant with height. Many boundary-layer models contain surface-
layer models within them to form a lower boundary condition. The distinction
between surface-layer and boundary-layer models is that the latter predict

atmospheric variables above the surface-layer as well as within it.

The four basic layers of interest to urban climate modelers are graphically
depicted in Figure 2.5. The substrate .is typically modeled as a thin layer on the
order of a meter thick. When it is included in a model, substrate temperature
and moisture content are calculated by numerical solution of the diffusidn.equa-
tions. The canopy layer extends to the top of the urban roughness elements.
\This is the most difficult layer to parameterize as it includes a very complex
arrangement of geometric, radiative, and thermal factors. The surface layer,
extendrng up to roughly 100 meters is the layer in which the effects of the surface
roughness are directly manifested through turbulent interactions. Above the
surface layer is the mixed layer which extends 1000 meters upward. In this layer

the atmosphenc variables are well- mrxed

Each class of models has applications in urban clirnate modeling, but each
also has serious limitations. The goal of the following discussion is to provide
background on the current state of these models and to point out the strengths,
limitations, and applications of each as it applies to studies of the urban climate.
For a more detailed discussion of these classifications, and for additienal exam-
ples of specific models the reader is referred to P1elke (1984), Bornstein (1984,
1989) and Oke (1974, 1979). A summary of the key pomts of the present discus-

- sionis prov1ded in Table 2.2.

/
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Table 2.2: Compaﬂson of the Various Classes of Climate Models

FEATURES

Canopy-Layer Models

Domain

Urban cé.nyon extending from substrate to building
height, sometimes extending up to 10 building
heights. ' |

Equations Modeled

Energy balance of urban surfaces. Occasionally the

momentum energy humidity and scalar transport

-equations are solved on a finite difference grid

(Sievers 1986 for example).

Input

Typical input variables include month, latitude,
elevation, hourly profiles of temperature, relative
humidity, wind speed, pressure, atmospheric dust,
and canyon geometry. '.Some models incoi'porate
anthropogenic- heat schedules. TYpically atmos-
pheric variables at the top of the canyon are

required. ‘

Output

Surface energy fluxes and surface temperatures.
For models “which solve the equations of motion
(Sievers 1986) the atmospheric variables at grid

locations are provided.

Remarks

Requires accurate speciﬁcation of fixed atmos-
pheric variables at top of model. This disallows
any interaction between the canopy layer and the

upper atmosphere.




Table 2.2: Continued

FEATURES

- Surface-Layer Models

Domain

Substrate up to top of surface layer, typically on
the order of 100 meters. '

Equations Modeled

Energy balance at effective surface, and typically
the momentum energy humidity and scalar tran-
sport equations are solved in 1, 2, or 3-D formula-

tions.

Input

Typical input variables include mbnth, latitude,

“atmospheric variables at the top of the model, sub-

strate thermal properties, surface roughness,
albedo, anthropogenic heat, and plant canopy

input.

Output

Temperature and energy fluxes at effective surface,
temperature profile within the substrate, and

" profile of atmospheric variables at grid locations.

Vertical spacing between grid points in the lower
portion of the atmosphere is typically between 10
and 50 meters, and time steps are on the order of

several minutes.

Remarks

Grid spacings are large, requiring averaging of sur-
face parameters and atmospheric variables. Com- |
putational speed limits the resolution and duration

of 3-D schemes.
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‘Table 2.2: Concluded

FEATURES Boundary-Layer Models
Domain Substrate up to top of mixed layer. Model top is
often variable, sometimes extending up to several
kilometers.
Equations Modeled In addition to the standard transport equations, a

predictor for mixing height is often incorporated.

Input | o Similar to surface-layer model input.
Output o Similar to surface-layer model input.
Remarks Due to large grid spacing the details of the urban

surface are lost. As with the surface-layer models,
computational speed limits the resolution and |
duration of 3-D schemes.

2.1. Canopy-Layer Models

Canopy-layer models (CLM’s) describe phenoména that exist below the roof
height, although they sometimes extend to several building heights. The study of
the urban canyon is a prime example of the application of a canopy-layer model.
Most CLM’s do not predict ambient atmospﬁeric Vériables. Instead; they typi-
cally use a setv of energy-balance equations-similar to (2.1) and (2.2) for various
surfaces within the canopy to predict surface temperatures and surface fluxes.
Bulk atmosphéric properties, vsuch as air temperature and wind speeds are often
assumed or provided by field measurements. The energy-balance equations

“include net short-wave and long-wave radiation inputs to the surface and, in

some cases, an input contribution from anthropogenic heat sources. Heat is
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-dissipated by long-wave radiation, conduction to buildings and street surfaces,

“and turbulent diffusion of sensible and latent heat.

‘A few CLM’s do predict ambient variables, using finite-difference solutions
to fluid transport equations for a turbixlentv atmosphere. The equations solved
generally involve a series ofvapproximations to and avefagihg of the following

transport equations for mass, momentum, energy, and specific humidity.

The conservation of mass equation is given by
—L-0 | - (27a)

where u; is the velocity in the xj direction. Variations in density have been.

B ignored in this equation. The three momentum equations (i=1,2,3) are given by

au,-

Ky 3;] - em)

ou; ou:
o %% 1ep L9

ax]'

wherei p is pressure, g; is gravitational acceleration (g;=0 for i = 1 or 2), p is den-
sify, and K, is the turbulent exchange coefficient. for moméntum.» The Bous-
sinesq approximation. is often applied to the vertical momentum equation. This )
assumption states that the vertical pressure gradieﬁt is hyvdvrostatic,_ and replaces
the dependence of this éqﬁation on density variations with a bdependénce upon

temperature variations. The energy equation is given by

—‘9—@+uj 8 _ .Qe . Ky %8 1 (2.7¢)
ot ax] Po CP ax] ax]

where 8 is temperature, Qg is the energy source term, C, is constant pressure

specific heat, and Ky is the thermal conductivity. The specific humidity obeys an
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equation similar in form to the energy equation:

99 .9 _ 2 + -2 |k, -2 | 2.7d)
ot Jox; p, ‘ax]- dx; :

where q is the specific humidity, Q, is the vapor source term, and Ky is the dif-

fusion coefficient for vapor.

Additional scalar equations are sometimes specified fo describe the tran-
sport of various pollutants. In fact, one popular use of CLM's is for the énalysis
of po]luﬁon dispérsion in and around urban canyons. Models that solve the
transport equations rely on specified boundary conditions to link them with con- -
ditions above the canopy. Existing CLM's do not mteractlvely link the canopy to
the rest of the planetary boundary layer. In general CLM'’s require boundary
condiﬁons which are determined at the lbcal and mesoscale level. Thus even’
thdse models that pfedict atmospheric variables cannot simulate effects resulting
from fhe local and mesoscale dispersi(')h‘ 'due‘;to surface modiﬁcatiOrlls made
throughout a city.

Terjung and Louie (1974) modeled urban absorption of short-wave and
long-wave radjation and the dissipation of that input via re-radiation, conduc-
tion, convection, and evaporation. Their model was the first detailed three-
dimensional CLM. Given temporal, geographical, and climatic input data, the
Terjung model predicts the .f’o'llowing hourly output' for streets, Walls_, rooftops,
and lawns: absorbed diffuse, direct, and terrain-reflected short-wave radiation;
total incident and emitted long-wave radiation; convection; conduction; évapOra-
.tion.; and surface vtemperatures. An,thropbgenic heating is not included. The
model also fails to predict alr tempefafures, humidity, or wind speed, and there-

fore, disallows feedback between surface heating and air temperature..
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Terjung and O’Rourke (1980) described a similar model, which has the
added capability of modeling vegetated canopies. Their algorithm uses the heat
balance equation of a leaf to construct an aggregated description of a multi-tiered

canopy.

Arnfield (1982) presented a two-dimensiénal model fo/r computing- the net
radiative parameters of an urban street canyon. In contrast to the model of Ter-
jung and Louie, the Arnfield model can be used to investigate the effects of spa-
tial variati;)ns in building materials because it allows radiative parameters of
individual surfaces to be varied explicitly.

‘Sievers and Zdunkowski (1986) presented a model that predicts ambient
variables in a two-dimensional urban canyon. The top of the model is well above
the canopy layer, roughly at ten building heights. This model uses a stream—‘
function vorticity method to solve the momentum equations and predicts tur-
bulent exchange coefficients with a mixing length formula. The energy budget of
the canopy is described by.a heat transport equation that accounts for anthropo-

genic sources.

In studying the urban heat island and its effect on building energy use, it is
the urban canopy which is of primary importance. Specifically, evaluation of |
temperaturé, humidity, and the wind field in the lowest ten meters is ‘necessar'y.
In this respect, CLM'’s appear to be useful in the study of heat islands. The prin-
cipal drawback of CLM’s, however, is that since their vertical extent términates
at several bulldmg heights, accurate ambient boundary conditions must be
specified at this height. In the past,‘researchers have used local climate data to
provide fhe_se boundary conditibns as a function of time of day. The conditions
within the canopy are then determined as a function of specified upper boundary

conditions. This scheme is satisfactory if the upper boundary is known. In heat
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~ island studies, however, the ambient variables abdvé .the canopy, being linked to
the surface characterisﬁés, will éhange as the surface charactgrisﬁcs are altered.
Thus, the fact that CLM’s do not allow feedback between the urban canopy and
the upper boundary layer seriously limits their applications to heat island stu-
dies.
Another difficulty in applying CLM's is the need to accurately specify the
surface properﬁes, especially the surface rodghness. Surface roughness is inti-

mately involved in determining atmospheric turbulence and local wind profiles

in the vertical domain of interest. Surface features can be responsible for =

'signiﬁcant changes' not only in wind speed, but also in wind direction thrbugh
the effects of local channeling. Using a CLM to model the climate over an entire
city reqtiires detailed specification of urban geometry. This can be a very tedious

task, especially in studies of large urban areas.

2.2. Surface-Layer Models

Above the canopy layer, where flow is strongly influenced by the geometry
of surface features, there is another region ca1~led‘ the turbulent surface layer, or
surface boundary layer. Most surface-léyer models solve trarésport ‘equations
similar to equations (2.7a-d) in the layer extending from the surface to an upper
boundary which typically ranges from 30 to 100 meters over an urban surface.
As the horizontal extent of the domain becomes larger an additional term enters
the horizontal momentum equation. This term is the Coriolis. term which arises
frofn thé ;otatién of the earth. The horizontal momentum equations become: |
ouq

6x]-

ou 0uy 19p @
+u; = - +
ot J ax] P axl ax]

Ky

] +uof . (@8)

and



auz . auz 1 ap +. 0 [KMauz

+ U = ——
ot T ox; p 0x,  OX; x;

]—ulf (8
i .

Equation (Z.Sa) ié the east-west momentum equation, the "1-direction", and (2.8b)
is the north-south or "2-direction” equation. In both equations, f =2Q sin¢ is the
-Cdriolis parameter, a function of t'he> latitude, ¢. The rotational frequency of the

. | -1 _ -
rth =—h . , _
earth is Q 4 our ~. .

Outcalt (1972a,1972b) developed a one-dimensional surface-iayef model
(SLM), expanding primarily on the work of Myrup (1969) and Lettau (1969). The
model is particularly notable for its simplicity, but retains elements typical of
many SLM’s. The model predicts surface heat fluxes and surface temperavture's
by iteratively solving a surface énergy balance equation. It includes only one
| atmospheric layer, a turbulent surface layer, across whiéh heat and moisture are
assumed to turbulently diffuse. Within this layer, the turbulent heat fluxes are -
calculated using a formulation for the exchange coefficients a‘pprdpriat'e for the
surface layerin a neﬁtral atmosphere. Outcalt added aﬁ empirical correction fac-

tor to account for the effect of non-neutral stability on the exchange‘coefﬁcient's.

2.3. hBoundary-'Layer'Mo'dels
Boundary—layer models (BLM’s) focus on the atmosphere above the canopy
~ layer. Their vertical extent may be as high .as several kilometers depending upon
-wind speed, suffacé roughness, and surface heating.- Some BLM’.s extend to the
top of the troposphere (9-10 km). Like SLM’s, BLM’s typically solve transport
| equations similar to (2.7) and (2.8) with various additional assumpﬁons.- In con-
trast to the CLM’s, many existing BLM’s pré‘vide dynamic feedback between the

urban surface and the bdundary layer. BLM’s may also include predictions of
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| the miking height, which critically affects atmosphéric Qaﬁables in the boundary
layer. | | |

| Carlson and Borland (1978) produced a one-dimensional BLM. This model
is used primarily to simulate surface fluxes and surface temperature, but it also
uses Monin-Obukhov similarity theory to estiméte wind veldcity, air tempera-
ture, and specific humidity at various heights. In the original model, surface
fluxes were assumed to originate from a bar,e soil. More recently, however, Cafl-
son et ai . (1989) modified the model to include the effects of a vegetated surface.
The model uses the Monteith resistance formulation (Monteith, 1975) to éalculate

.the turbulent fluxes.

- Bornstein et al. (1987) extended the two-dimensional vorticity-mode BLM of
- Bornstein (1975) to three dimensions by using a vector stream function. The
model simulates time-varying, three-dimensional distributions of velocity, tem-
perature, and sub-saturation moistufe in the atmospheric boundary layer. The
- model uses the hydrbstatic formulation which assumes horizontal length scales
in the boundary .layer are large compared to vertical length scalés. This assump-
tion simplifies the calculatioﬁ of vertical velocities and reduces the amount of
numerical compﬁtation, but also limits the horizontal resolution of the model. In
Bornstein’s three-dimensional model, 1.5 kilometers is about the minimum hor-
izontal grid cell dimensioh. Anthropogenic heat flux is included in the model,
and is allowed to vary spatially and on a diurnal cycle.

There are a number of operational BLMsﬂ'which have been used for a wide-
range of applications. _Whil'e' these applicaﬁons are too numerous to elucidate
here, they include: evaluation of mountain and sea-breeze flows; the parameteri-
zation of mesoscale processés for inclusion in General Circulation Models

(GCM); evaluatioh of global warming impacts on hydrology and vegetation;
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impact of deforestation on regional climate; and study of air pollution formation
and transport. Two of the models which are currently vseeing prominent usage
are the Penn State/NCAR mesoscale model (PSUMM) and the Colorado Sta'te
University Regional Atmospheric Modeling System (RAMS). |
Surface-layer models and boundary-layer models share similar advantages
and disadvantages with regard to modeling the urban climate. SLM's and
BLM'’s both have the advantége over CLM’s that they span a ‘much larger
domain, and allow feedback between the surface 'and the atmosphere. The larg-
est drawback of these mod‘els'is their difficulty in resolving surface characteris-
tics. Since they have such. a large domain, computational limitations require
nocié spacings oﬁ the order of kilometers. In addition, the hydrostatic assump-
tion applied in many of these primitive equation models further restricts the
minimum node spacing. The.hyd'ros-tatic assumption is generally assumed to be
valid for hoﬁzontal grid spacings gréater than 2 to 5 km. Thus, the resulting out-
put is really an integrated }average over a volume of air on the order of a cubic

kilometer.

3. VALIDATION AND COMPARISON OF MODELS

There are two primary methods of validating urban climate models. First_,.
one can compare model predictions with existihg climatological data. This is
often di/fﬁcﬁlt, as appropriate data are quite limited. Even when these data are
available, essential concurrent information such as surface properties is often
lacking. In addition, a model which performs well under one set of initial condi-
tions may be prone to large errors when applied to a different ge'ographic loca-
- tion, or under differing synoptic conditions. 'fwo examples of massive climato-

logical data collection experiments are Metromex (Changnon, 1981) and the
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Stadtklima Bayern experiment (Brtindl et al. 1985). In the Metromex experiment,
data were collected for the St. Louis area in the early 1970’s. The Stadtkiima Bay-
ern experiment consisted of continuous recordings of diurnal variations in tem-
perarure and humidity at 18 sites in the Munich area over a three and a half year
period, beginning in July 1981. Eichorn et al. (1988) ﬁsed the Munich data to vali- -
date their three-dimensional urban climate model. They found that temperarure
end humidity were well modeled in rural areas around Munich. ‘When they
compared model results for the downtown areas of Munich to measurenients,
however, ‘they found modeled temperature proﬁles that deviated from the meas-
ﬁred profiles by as much as 4°C. Similarly, humidity calculations for downtown
areas of Munich deviated from actual measurements by up to 15%. Whereas the
downtown temperature calculations were consistently higher than measured
data, the relative humidity was overestimated in the daytime but underestimated
in the rnornin‘gs and evenings. It is likely that inadequacies in speciﬁcation of
surface characteﬁsﬁes were responsible for the "disc:repancies between model

predictions and ambient measurements.

Although rnany models have proven useful in studﬁng ciimate above
homogeneous (rural) terrain, it is difficult to find an urban climate model that
" has proven itself to be accurate over urban canopiesv. Rossand Oke (1988) tested
the performance of three urban energy balance models versus measurements for
, é suburb of Vancc')uver B.C. The models they investigated were those developed
by Myrup (Myrup, 1969), Carlson (Carlson and Boland, 1978), and Atwater
(Atwater, 1972). Ross and Oke Were able to Shownthat, althorlgh these models

prdduced diurnal heat flux proﬁlles'which had the same characteristic shape as
the measurements, they often deviated from the measurements byva substantial

amount. They conclude that the inability of the models to handle the role of
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water availability and its impact on evapotranspiration is the principle problem.
- Based upon the earlier discussion of the urban energy balance, it should be noted
that inaccuracy in evaluating this balance may, by itself, result in unacceptable

errors.

A second method of Validating climatolbgical models is to compare them to
existing -well-documented and trusted models; inodels Which have been previ-
ously tested against empmcal data. Once a model has been apphed to various
meteorological situations and has compared favorably with measured data, it -
may thus serve as a benchmark for validation of other models. It should be
noted, however, that each new applicatidri of a model may expose previously
undiscovered weaknessee- resulting from model assumptions or parameteriza-

tions.

4. CLIMATE MODELS AND BUILDING ENERGY USE -

It has been mentioned that energy use is one area in which temperature
change due to urbanization is of great importance. In particular, energy use in
the buildings sector has been the focus of niﬁch recent work. In order to under-
stand how local c}iméte modification due to changes in urban characteristics
inﬂuences building energy use researchers must first have a means of evaluating
building energy use. Computer codes have been written that take as basic input
building parameters, occupant schedules, and external climate variables, and
' that produce building energy use schedules. In addition to solar radiation data,
~ the necessary climate variables include air temperature, specific humidity, wind
speed, and wind direction, all evaluated within the height of the urban canopy.
While climate can vary substantially within a city, and indeed from one side of a
building _to' another, for present purposes it is desirable to predict volume
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averages at discrete sfeps in time. The average in‘ the vertical dimension should
be ‘taken over the distance from the ground to roughly 10 meters. The scale for
the horizontal averaging will depend on whether one is attempting a site
analyé.is or an urban scale analysis. At the site scale an averaging area of 100 to
1000 square meters is appropriate since the nominal length scales of buildings
are 10 to 50 meters. At the urban scale, however, the averaging area should be
much -1a¥ger, on the order of 10 s‘quare'kilometers. Simulations of building |
energy also require a moderate degree of temporal analysis; hourly averages of

climate variables are typically desirable.

4.1. Previous studies

Previous attempts to analyze building energy use and tdqﬁantify the impact
of local climate changé have been limited. Huang ef al. (1987) and Taha le't al.
(1988) used the building energy program DOE-2.1C (DOE-2) to study the impact |
of heat islands on energy use. DOE-2 is a public-domain program that simulates
the hourly energy performance of a building, incorporating information on its
climate, type of building envelope, equipment use, énd occupant schédules (U.S.
Dept. of Commerce, 1980; Birdsall et él., 1985). For itslclirnate input, DOE-2 uses
hourly weather tapes that are available from a number of sources, inciuding the
U.S. National Oceanic and Atmospheric Administration (NOAA). The weather
data, either from a local airport or from a Typical Meteorological Year (TMY)
data tape for an airport at a nearby city, are taken to Be representative of condi-

tions around the modeled building.

In the studies of Huang et al. (1987) and Taha et al. (1988), the output data of
- a climate model were used in place of the standard airport data. This approach
is simple and useful. The primary drawback of this method, however, is that

/
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since it 'ignores'locally ‘measured weather data it overlooks the possibility of
discrepancies between the measured and simulated micro-meteorological vari-

ables.

- This approach may be improved upon in the following way. First, base case
urban landscape scenarios should be‘ developed. A climate model is then used to
“predict diurnal temperature profiles. Similarly, test cases corresponding to
albedo and vegetaﬁon modifications need to be developed and used in conjunc-
tion with a climate model to predict diurnal temperature profiles for these test
cases. The hourly temperature differences between the ba‘se. case and the test
cases will then be calculated. Fihally, the original weather data are modified by .
subtracting these temperature differences ﬁoﬁ the original temperature data. |
The modified tape data are then used in building energy studies to predict the

impact of vegetation and albedo modifications:

This approach is useful since it makes the problem tractable. Unfortunately
it also has several drawbacks which bring into question the accuracy of its pred-
ictions. First of all, it is clear that the climate at a neafby airport may not be

‘\representative of the climate within an urban center. It is also important to note
that modifications to the weather data are made discrefely. The resulﬁng data

tape, therefore, represents a compromise between measured and simulated data.

 4.2. A possible future apprbach

Due to the above-mentioned constraints, it appears that modeling the effec-
tiveness of heat island mitigation measures will require the development of new
. and very accurate urban climate models. These models will have to overcome

the many obstacles pointed out previously.
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Rather than developing a éompletely new set of urban climate models it
may be feasible to combine several existing models in such a way that their
beneficial aspects are exploited. One of the more promising methods is the com-
bining of existing CLM’s and BLM’s. A BLM could be given approximate area-
averages of urban surface variables as a lower boundary condition. Running the
BLM for a 24-hour period WOlﬂd generate predictions of climate variables at dis-
‘tinct grid points. The analysis could then proceed by using this climate data ata
specific height, say 50 meters, as an upper boundary condition to a canopy-layer
model with a much finer grid. The CLM could take this information and a more
detailed specification of the lower boundary urban surfa‘ce, and be run for thé
same 24-hour period. The resﬁlting climate information within the urban canopy
would be a moré'accurate estimate than is cﬁrreritl&, available through éppliéa-
tion of a single model alone. A pos‘sible refinement could be obtained through
the following iterative process. Since both the BLM and CLM would predict sur-
face temperatures for the same 24-hour period, it is reasonable to compare the
two surfaée terhperature profiles. This would be accomplished by aggregating
the fine grid CLM surface temperatures into representative averages for the BLM |
- grid cells. If there is a signiﬁcant difference between the surface temperature
- profiles, the BLM could be run agaiﬁ with a modified lower boundary condition.
- This modification could consist of an alteration of the integrated average of sur-
face properties used by the BLM as a lower boundary condition to make the sur-
face temperature'rvesults from the two models more consistent. Another, more
- straightforward approach would be to simply impose theresulting CLM surface
temperature field as a lov;rer boundary condition for the BLM. The BLM could be
run a second time and the predicted 50 m meteorological variables would once

again be used as upper boundary conditions for an improved CLM run. This
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process would then be repeated until the predicted surface temperature fields

converge. A flowchart of the above proposal is given in Figure 2.6.

The results of such a method should be a fairly accurate representation of
the climate within the urbéh canopy. As described earlier, these climate vari-
ables can then be used by another computer code such as DOE-2 to predict build-
ing energy use. This method may also be useful in high-resolution evaluation of
the impacts of urban mitigation measures. After an urban site has been chosen
for study, a comprehensive set of mitigation scenarios could then be developed
and analyzed. Because of the great variability among cities, this analysis will be
required for ahy urban area considerihg heat island mitigation measures. The

- results from such studies will be instrumental in determining urban energy pol-

.icy. | : . - B

5. SUMMARY

The current state of urban climate modeling is only marginally useful for
_application to urban heat island studies. Simple calculations show that the
iaarameterizations of the urban energy balance terms must be extremely accurate
in order to get reasonable predictions of ambient variables. The complex interaé-
tions 6f the urban surface parameters with the urban microclimate make simple
estimation techniques unreliable. An effective way to get a measure of the effec-
tiveness of urban heat island mitigation measures is to develop rigorous and
accurate parameterizati_oﬁs for the urban fabric which in turn are used as boun-
dary conditiohs for high resolution or nested numerical models. Specifically, the
combination of a canopy-layer model and a'boundary-layer model is suggested
as providing great potential for success in the atteinpt to accurately model the

urban climate.
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Clearly, there is much work to be completed before accurate simulations of
urban climates can be accomplished and a-pplied to the study of the impact of
heat island mitigation measures on urban energy usé and air quality. At this
point, the capabilities of the numerical models appear to be satisfactory.- It is the _

parameterizations of the urban surface and the specification of boundary condi-

‘tions that are insufficient. Unique approaches such as the iterative scheme out-

lined above must be thoroughly investigated, so that accurate pfediction of

urban témperatures becomes possible.
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Figure 2.1. Urban Energy Balance (Watts / sq. meter): net radiation
?solid- line); latent flux %circle); sensible flux (square); ground flux
diamond); and anthropogenic flux (triangle). After Oke, 1987.
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Figure 2.2. Rural Energy Balance (Watts / sq. meter): net radiation
§solid line); latent flux (circle); sensible flux (square); ground flux
diamond); and anthropogenic flux (triangle). After Oke, 1987.
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Figure 2.3. Anthropogenic heat release profiles for urban/downtown
(triangle) and rural (circle) locations. After Taha et al. (1992).
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Flgure 2. 4 Example of complexity of radiative transfer in an urban reglon The albedos (al through a5)
may all be 51gn1ﬁcantly different.

Ly



Mixed Layer (~ 1000 m)

Surface Layer (30-100 m)

Canopy Layer

- EE m ) MR EE E e MR MR EE EmN R R e G e
BesEs gt

- Substrate Layer

Figure 2.5. Atmospheric layers above an inhomogeneous urban terrain.
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Figure 2.6. Proposed method for combining a Boundary Layer Model (BLM) with a Canopy Layer

Model (CLM) for improved accuracy in modeling the urban climate.
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CHAPTER 3 |
Surface Characteristic Sensitivity Experiments

1. INTRODUCTION

Researchers agree that albedo, surface moisture availability, substfate pro-
perties, and anthropogenic heating aré among the most important factors in pro-
ducing urban heat islands. In addition, cities often experience unacceptable lev-

els of photdchemical smog. This problem is exacerbated in locations character-
ized by large anthropbgenic emissions of smog precursors and enclosed by geo-
graphical features forming a basin. Very few attempts have been made, how-
ever, to systematiéally evaluate the relationship between each surface charac-
teristic and the local meteorology and air quality. This chapter and the following
chapters present results from a study whose goal was to evaluate the potential of
surface modifications to cool the Los Angéles Basin, save energy, and reduce

photochemical smog.

Prior to conducting full three-dimensional meteorological simulations and
the corresponding photochemical smog simulations, it is useful to isolate each
surface characteristic and thoroughly examine its role in a developing
mesometeorological coastal flow. This comprehensive series of two;dimensional
simulations was used to guide the development of three-dimensiohal simulation
cases described léter. In addition, the insight gained from the analysis of this.
sensitivity study aids in the interpretation of meteorological results from thé
more complicated three-dimensional simulations. The end results of this

research include: (1) an expandéd understanding of the role that urbanization
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plays in affecting meteorology and air quality, and (2) the extent to which urban
plahners and policy makers can hope to mitigate the problems resulting from

urbanization through surface modification strategies.

2. METHODOLOGY

A modified two-dimensional version of the Colorado State University
Mesoscale Model (CSUMM) has been employed in this study. The CSUMM is a .
‘hydrostatic, incompressible, primitive-equation mesoscale meteorological model
designed for simulation of airflows generated by differehtial surface heating and
terrain irregularities. This model was originally developed by Pielke at Colorado
State University (Mahrer and Pielke, 1977l).. Over the past two decades the
CSUMM has been validated and applied in numérous situations. For a detailed
description of the CSUMM see Mahrer and Pielke (1977,1978) and Arritt (1985).
In its original form the CSUMM does not allow for grid-specific values of surface
characteristics. This shortcoming was remedied by modifying the code to work
with arrays of the surface characteristics and read these arrays from specified

data files.

The outp'ut from the meteorologipal model is useful in several ways. First, it
can directly indicate the impact of surface characteristics on meteorological vari-
~ ables such as temperature and wind speed. Secondly, the behavior of variables
such as temperature, vertical wind speed, and planetary boundary-layer (PBL)
“height can serve as indicators of pollutant transport and diffusion. Finally, the
hourly output from the meteorological model can be used as input to a photo-
chemical model to yield quantitative p_fedictions of the effect of surface

modifications on pollutant levels.
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In this study the CSUMM was used to investigate the effects of surface
modifications on the following: penetration and depth of the sea breeze; magni-
tude of the maximum horizontal and vertical components of wind velocity; low-
level potential temperature; surface temperature; and effective mixing height.
The potential temperature is a commdnly—used meteorological variable defined
as the temperature which would be attained by a parcel of dry air if it were
brought adiabatically to a pressure of 100 kPa. The sea-breeze front is de.fined in
this study as being at the location of peak positive vertical wind speed.  For
simulations in which an inland circulation is generated there are often several
- local maxima of vertical wind speed. In these cases the maxima nearest the coast

is associated with the sea-breeze front.

The computational domain consisted of 64 easf-west grid cells, and 22 verti-
cal grid cells. The horizontal grid spacing was 5 km. .Vertical grid spacing was
variable ranging from 25 m near the surface to 1000 m at thé top of the domain
which is' at 9 km (approximately the tropopause). The time step was 60 seconds.
There was a fixed boundary between an ocean covering 16 grid cells located on
the western side of the domain, and land covering the remaining 48 grid cells of
the domain. The computational grid is i]lﬁstrated in Figure 3.1. All simulations
commeﬁced at 0300 Local Standard Time (LST) and continued until 1800 LST.

The general approach of thesé two-dimensional experiments was to deter-
mine the model’s sensitivity to variations in several parameters at fhree horizon-
tal scales of interest. These scales are _domain-widé, subregional, and lo‘cal. Inall
of the simulations the term inland is used to refer to a location well inland of the
coast, and the term near ocean refers to the land surface grid points directly adja-
cent to the ocean. The exact locations of the various modification schemes are as

follows: domain-wide (DW) modifications cover all land grid cells (cells 17-64);
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subregional near-ocean (SNO) modifications cover grid cells 17-24; subregional
inland (SI) modifications cover grid cells 46-53; and localized inland (LI) .
* modifications cover grid cells 49 and 50.

~ Previous étudies have used vaﬁous versions of the CSUMM code to investi-
gate urban meteorology and sea-breeze flows (Avissar and Pielke 1989; Kessler et
al. 1985). In these studies, however, only very limited sensitivity studies were
conducted. Kessler et al. (1985), for instance, were interested in the effects of a
‘sandbar on sea-breeze circulations The sandbar was composed of regions of
sand, clay-loam, loamy sand, dry sand, gnd loam . For this reason, they investi-

- gated the impact of substrate properties on the model performancé.

Schultz and Warner (1982) investigated summertime circulations and pollu-
tant ventilaﬁon in the Los Angeles Basin using é two-dimensional primitive-
equation model similar to CSUMM. They present a detailed analysis of six
experiments which were developed to isolate factors such as initial sbunding
~ profiles, surface characteristics, topograﬁhy, and sea-breeze effects. Schultz and
Warner did not attempt to disaggregate the surface characteristics in any way,
however, concluding only that "correct specification of the land surface charac-
teristics is ... important to the quality of the v(meteorological) simulatioﬁ(s)."

The two-dimensional simulations presented here represent ‘the most .
thorough sensitivity study to date. More than twenty simulations were per-
formed in an effort to isolate and identify the impacts of various surface charac-
 teristics on the development of a coastal meteorological flow. In particular, the
'seﬁsitivity of the model to albedo, surface roughness, moisture availability, sub-
strate properties, and anthropogenic heating was investigated.‘r In addition to
investigating domain-wide surface modifications, v.coastal and inland

modifications ranging from 10 to 40 km in horizontal extent were studied.



3. BASE CASE

In order to have a point‘of reference for fhe sensitivity analysis, a base case
simulation wasvdeﬁn'ed. Topography can significantly influence mesoscale circu-
lations. Equally important is the impact of large-scale forcing of the geoétrophic
| Wi;‘ld which can be quite variable, and in many cases can play a dominant role in
the local meteorology. This géostrophic wind is the flow which results from
: largefscéle préssure variations across the mesoscale domain. _To/ isolate the
effects of the parameters in the sensitivity tests, the large-scale geosfrophic wind
was set to a minimal level (constant at 10 cm s'l), and topography was defined as
flat. The initial wind direction under such calm conditions is irrelevant and set

to 0 degrees (from the North).

The initial sounding profile is given in Table 3.1. The potential temperature
and specific humidity profiles correspond to a reasonable pre-dawn stable situa-

tion in the L.A. basin. The surface temperature initial condition is 292 K.

Table 3.1: Initial pre-dawn domain-wide sounding and geostrophic wind profile

Altitude Potential Specific | Altitude Potential - Specific

(m) Temperature (K) Humidity (m) Temperature (K) Humidity
5- 1292.0 0.0130 1200 3135 0.0050

30 292.1 0.0130 1500 . 3158 0.0050
100 292.2 0.0130 2000 316.6 0.0048
200 292.6 0.0126 12600 3169 0.0045
300 293.8 0.0118 - 3200 3182 0.0030
400 . 296.0 0.0108 4000 320.3 0.0020
500 2993 0.0092 5000 323.7 0.0015
600 301.3 0.0082 6000 327.0 0.0008
700 304.8 0.0074 7000 330.0 0.0005
800 307.5 . 0.0060 | 8000 333.0 ~ 0.0005
1000 310.5 0.0050 9000 3345 0.0005
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The substrate properties used for this base case are considered to be typical
of moderately dry substrate. The thermal diffusivity, dens1ty, and specific heat

capacity are 0. 0028 cm? s 1, 1.6 gcm 3, and 0.21 cal g K'1 respectlvely

These srmulatlons were intended to explore the response of the Los Angeles
basin under typica1 summertime conditions. Therefore the Julian Day of the
simulation was 221 (August 8), and the létitude was 34°. In addition, the detault
values of albedo, surface roughness, and the surface wetness parameter were

0.18, 0.75 m, and 0.10, respectively.

4. PARAMETRIC ANALYSIS

The sensitivity of the model to a wide range of parametric variations was
iﬁvestigated. Domain-wide, subregional, and localized modifications for albedo,
surface roughness, moisture availability, substrate properties, and anthropogenic

heating were investigated.

4.1. Sensitivity to Surface Characteristics

The two-dimensional version of the CSUMM code was modified to accept
input files for each of the variable surface characteristics. All of the sensitivity

- cases were conducted by supplying the appropriate set of irlput data files.

The procedures for cdnducting sensitivity tests of albedo, surface roughness,
and moiSture availability were similar. For each of these parameters six test
cases were developed The first three cases explored the impact of varying the
domain-wide value of the parameter. The last three cases consisted of one large
area of a single value of the parameter, and a second localized patch of a
' 51gmﬁcant1y different value. In this way, the domain-wide unphcatlons of local-

ized surface characteristic modifications were investigated.
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The investigation of model sensitivity to substrate properties could have -
involved a complex set of experiments. The task was simplified by defining one
set of substrate properties to represent an urbanized area, and another set to
represent a non-urban (rural) area. For rural areas, the values of thermal dif-
fusivity, density, and specific heat were given as 0.0026 cm? s'l, 160 g cm'3, and
0.240 cal g'1 k1 For urban areas the corresponding values were 0.0070, 1.55,

and 0.305. All of these values were based on data from Hijelmfelt (1982).

In the case of substrate properties only three test cases were defined. Two of
these cases investigated subregional modifications near the ocean, and the third
was designed to determine the impact of a localized inland urban region in rural

surroundings.

4.2. Sensitivity to Anthropogenic Heating

Anthropogehic heating can be quite significant within an urban core. In
- particular, large cities often have summertime anthropogenic heating values on -
the order of 50 W m™2 (Holser and Landsberg 1977). The corresponding magni-

tude in rural and suburban areas is only about a tenth as large.

The magnitude of anthfopogenic heating varies on a diurnal and annual
basis. In the past many researchers have neglected anthropogenic heating alto-
gether, while others, ignoring the diurnél vaﬁaﬁon, have used a single value for
anthropogenic heating based on average annual energy consumption. One of the
better representationsv of anthropogenfc heating can be found in a study of the
meteorology of the Tokyo bay area by Kimura and Takahashi (1991). Kimura
used the diurnal variation in electric power to generate a profile for anthropo-
genic heat release. One drawback of the Tokyo study, however, is that it used

annual values of energy use, ignoring seasonal variations. Researchers have
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shown that magnitudes often vary seasonally by 50% or more. As an example,
Kalma and Newcombe (1976) estimate that the peak anthropbgenic heat release
for Sydnéy Australia on a typical winter day is about 80 W m'z, but less than 65

W m2 for a summer day. . -

" Taha et al. (1992.) developed summertime and wintertime prototypical diur-
nal profiles for anthropogenic heating in a hypothetical city. These profiles take
" into account a number of factors including energy use in the transportation sec-
tor and variations in electric power demand. In this study, a Fourier series
representaﬁon P(t) of their summertime profile function was used as a dimen-

sionless scaling factor:

o
P(t) =A0+§1A,~ cos[z’z‘;‘t]+3,-'5in[2’;;‘t] @
wheré,
A0=0.557, 41 =f0.227; Ay=-0006, Az=-0.084,
and, |

By =-0.384, B,=+0.016, B3=-0.012.

In (3.1), t is time in hours.’ This profile is shown in Figure 3.2. For each case a
value of Qfmax was then specified to represent the maximum value of anthropo-
.génic ﬁeating. For a given ﬁme of day, this value is multiplied by the diurnal
profile function to obtain an energy flux which is then added to the first vertical

layer to augrhent the air temperature' in this layer according to the equation:

. * : B
T = Ty + Q%ﬂ * At (32)
: P

In this equation, p is the density of air, Cp is the specific heat of air, L is the depth
of the first air layer (25 m), and At is the time step (60 s). | ‘
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Domain-wide values of Qfmax from 15 to 45 W m'1

were investigated. In
the localized and subregional cases, the domain-wide values of Qfmax are 0 with
. the exception of patches of Qfmax = 45 W m'l. In thevpeak, with Qfmax = 45,
(3.2) indicates that the air temperature in the lowest level will increase at a rate of

1.5°C per hour.

5. RESULTS

Although, the model can produce results at any specified time interval
throughout the day, the focus of this analysis is such that conclusions can be
developed from a simplified set of output data. The meteorological consequences
of surface characteristics in the morning are important since the development of
the sea-breeze front and the daytime growth of. the boundary layer play impor-
tant roles in the mixing and dispersion of precursors of photochemical smog.
The afternoon meteorological impa&s of surface characteristics are also of partic-
ular iinportarice in this study since peak ozone concentrations are typically
observed during the afternoon when temperature-dependent equilibriufn equa-
tion rate constants are high and incident solar radiation is still large. A study of
meteorological simulations at these times also provides insight into the develop-
ment of elevated summertime urban air temperatures which generate increased
demand for air conditioning, resulting in elevated levels of anthropogenic heat

release. In this énalysis, results of the model simulations are presented for both
| the morning (1000 LST results) ar:d the afternoon (1400 LST results). Due to the
large anthropogenic heating in the late afternoon results ffom'these cases at 1800 |

LST are also presented.

In the following discussion, reference to "low-level" air temperatures is used

to indicate air temperatures which the model predicts for the first level which is .
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at a nominal height of 17.5 m.

The base case results are discussed in some detail and plots of morning and
afternoon results are presented. Results of the albedo simulation cases are
described in similar detail to reveal the general patterns present in the simula-

N

tions. The results for the remaining cases are described in less detail.

The simulations have been separated into two categories: domain-wide
cases, and localized modification cases. The base case results are summerized in

detail in the section on domain-wide modifications.

5.1. Domain-Wide Cases

The results from the domain-wide modifications (and the base case) all have
similar patterns. Since the sea breeze develops over a homogeneous land sur-
face, each of the meteorblogical variables approaches an asymptotic limit far
inland from the ocean interface. While air and surface temperatures and PBL
heights rise from low values over the ocean to high asymptotic limits inlaind, hor-
izontal and vertical vélocities have low values at both ends of the computational

domain, but reach peak values near the location of the sea-breeze front.

BASE CASE

The base case was developed as a reference for comparing the results of sub-
sequent cases. This section discusses the fundamental characteristics of the

morning and afterhqon meteorological results for this simulation. -

As the sun rises in the morning and heats the surface a sea breeze is gen-
erated due to the differential heating betwé_en the sea and land surfaces. The
sea-breeze front moves steadily inland over-the course of the day, bringing with

it the associated mixing and advective transport of pollutants. Since the



60

background geostrophic wind speed is set to a small value and a flat topogréphi—
cal profile is spéciﬁed, all simulated large wind speeds result from differential
surface heating. The location where these wind spe_éd values start to decline is
indicative of the sea-breeze front. For the purposes of this analysis the sea-breeze
front is defined as being located at the point where the positive vertical wind
speed is a maximum. |

Figure 3.3 shows the development of the horizontal and vertical velocity
profiles. The horizontal velocity profile in Figure 3.3a is a cross-section taken at
an altitude of 65 m. The vertical velocity profile in Figure 3.3b is a cross-section
taken at an altitude of 350 m. These cross-section heights w:ere chosen somewhat
arbitrarily to depict the general character of the individual velocity components.
Al subsequeﬁt plots of the velocity component profiles use the same cross-
section heights. By 1000 LST the Séa breeze has penetrated only 5 km inland. The
peak positive wind speeds are located very near the land-water interface and are
3.98 m s'1 and 4.4 cm s'1 respectively for the horizontal (U). and vertical (W)
components. The péak horizontal velocity is located at the ocean-land interface
both in the morning and in the aftérnoon. In the afternoon, however, a second
maxima, corresponding to the sea-breeze front, is evident roughly 20 km inland.

The peak vertical velbcity', however, travels with the sea-breeze front being

located 35 km inland in the afternoon.

Both the morning and afternoon simulated planetary boundary layer
heights over the ocean portion of the domain are only 30 m. In the morning the
PBL 'height increases to an "aéymptotic" inland value of roughly 600 m, while in

the afternoon, this height has increased to 954 m.

The development of the near-surface (17.5 m) air temperature for this base

case is shown in Figure 3.4. The morning air temperature above thé ocean
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_ p‘ortion of the domain is relatively constant at 18.8°C. Starting at the land-sea
interface this temperature inéredsgs asymptotically toward a value of 25.9°C
which it reaches 25 km inland. The air temperature is then constant at this level
throughout the remainder of the horizontal domain. The afternoon air tempera-
ture profile is similar with the same value over the ocean, but an asymptotic
value which has increased by 6.3° to a value of 32.2°C which is not reached until
90 km inland. The value of the air temperature over the ocean does not change
from morning to afternoon because it is .strongly influenced by the ocean surface

temperature which is specified as a constant boundary condition.

The surface (ground) temperature .proﬁle develops in a similar fashion. The
mc)rnihg ocean surface temperature has a constant boundary condition vahie of
18.1°C. The first lémd grid point surface temperature is 26.0°C. The surface tem-
perature increases asymptotically toward a value of 28.8°C which it reaches 20
km inland. The surface temperature is then relatively constant at this level
throughout the remainder of the horizontal dorhain. The afternoon surface tem-
perafure profile is similar with the same boundary condition ocean temperature
of 18.1°C. The first land grid poiﬁt in the afternoon has actually cooled down
slightly to 25.6°C. This may be a result of the intensiﬁcatibn of wind speeds in
the developing sea Breeze. The asymptotic value, however, has increased by 8.8°

to 34.4°C. This value is not reached until roughly 65 km inland.
; _

DOMAIN-WIDE ALBEDO

This section describes resﬁlts for the domain-wide albedo sensitivity caées.
The domain-wide albedo was increased from 10% to 30%, and then to 50%. This
albedo increase lowered wind speeds and significantly restricted the develop-
- ment of the sea-breeze. Specifically, increasing albedo from 10% to 50% resulted

in a decrease of roughly 30% in the horizontal wind speed peaks and of 45% in
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the vertical wind speed peaks. The corresponding effect on the sea-breeze front
was a decrease in its penetration from 40 km inland to only 30 km inland. Fﬁrth-
ermore, the growth of the PBL was significantly hampered by increasing albedo.
In the afternoon, the high-albedo case resulted 1n a PBL height of 690 m which is
28% lower than the PBL height for the low-albedo case (965 m).

The low-level (17.5m) air temperatures and the surface temperatures follow
the typical profile, starting at a low constant value over fhe ocean and increasing
to an asymptotic value ,inland. It is interesting to note that albedo modifications
had dnly slightly more impact on the surface temperatures than on the air tem-
peratures. Incfeasing albedo from 10% to 30% resulted in afternoon surface and
~ air temperature depressions of 2.8 and 2.4°C, respectively. Further increasing
albedo from 30% to 50% resulted in additional surface and air temperature |
depressions of 3.3 and 2.8°C. It is, perhaps, surprising that the surface and air
temperature impacts of albedo modifications are of the same order of magnitude.
Generally, one would e*pect the surfa_ée température hﬁpact to be much larger,
since the albedo directly affects the energy balance of the surfaﬁe, but has-only a
secondary impact on the air. These results irnply that the modeled heat transfer
between the surface and the air is quite high, resulting in only small temperature
gradients. This could be a result of the relatively high surface roughness in the
afeas of interest. Although such an increase in domain-wide albedo would
prove difficult to accomplish m practice, the results from the more reasonable

range of 10% to 30% still indicate a significant impact.

g DOMAIN-WIDE ROUGHNESS

The following results reveal the effect of increasing the domain-wide surface
- roughness from a value of 0.10 m to a value of 1.00 m and then to 1.50 m. These -

simulation cases had virtually no impact on the morning circulation patterns. In
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- the afternoon, however, a very slight decrease in wind speeds and PBL heights
“was observed to occur with increased surface roughness. This is accompanied
by a‘slight retarding of the sea breeze penetration. If the forcing geostrdphic
wind were increased, the surface i'oughness parameter would be expected to

~ play a more significant role.

The morning air temperature is relatively insensitive to éhanges in rough-
ness whereas the afternoon air temperature decreased by 0.3°C when the rough-
. ness was increased from 0.10 to 1.00 m, ‘-and by an additional 1.0°C when rough-
ness was further increased to 1.50 m. The imfaact of sﬁrface roughness on sur-
face temperatures is seen to be eveh more significant. Increasing roughness from
0.10 to 1;00> m resulted in a surface temperature drop of 3.7°C in the morning and
4.4°C in the afternoon. Further increaéing roughness from 1.00 to 1.50 m resulted
in an additional temperature drop of 0.4°C in the morning and 0.6°C in the after-
noon. Thus, the surface temperature was most affected by an increase in surface
roughness from a very low value of 0.10 m to a moderate value of 1.00 m. On the
- other hand, air temperature was not affected significantly by this modification
range, but was quite sensitive to an increase in roughness from a moderate value
of 1.00 m to a high value 6f 1.50 m. These results .suggestv that in the low rough-
ness range, sensible heat transfer from the surface to the low-level air is slightly
overshadowed by vertical transport of energy out of the low-level air. ‘In the
higher roughness range, however, the additional extraction of sensible heat from
the surface is significantly smaller than the additional vertical transport of enefgyv

out of the low-level air.



DOMAIN-WIDE MOISTURE AVAILABILITY

The PBL heights are quite sensitive to domain-wide moisture availability.
Increasing the .mc‘)isture availability from 0.05 to 0.20 and then to 0.50 resulted in
an afternoon decrease in the PBL height from .1100 to 772 to 682 m. The
correspoiiding decreases in peak hbrizontal wind speeds were 18% and 31%.
The vertical wind speed was even more sensitive to changes in moisture availa-

bility, decreasing from 7.8 cm st by 35% and 57% for this series of modifications.

Thé surface temperature was found to be very sensitive to moisture availa-
bility. Increasing moisture availability from 0.05 to 0.20 resulted in a surface
témperature depression of 6.2 °C at 1400 LST. Further increasing moisture avai-
lability from 0.20 to 0.50 depressed the surface temperature by an additional 3.1
°C. We found that air temperatures were nearly as sensitive to moisture avail_a-. .
bility. Specifically, increasing domain-wide moisture availability from 0.05 to

 0.20, and then to 0.50 lowered air temperatures by 5.0 °C and 7.7 °C, respectively.

DOMAIN-WIDE ANTHROPOGENIC HEATING ’

For the following simulations the domain-wide anthropogenic heating
profiles followed the form illustrated in Figure 3.2. The 'peak of this profile was
designated as 15, 36, and 45 W m™ for the three domain-wide anthropogenic
heating simulations. The development of the sea breeze was surprisingly insen-
sitive to the level of iinposed anthropogenic heating. In fact, compared with the
base case, the most significant impact on the sea breeze occurred m the morning
when’the specification of a4s W m2 peak heating profile resulted in an increase
of roughly 10% in both the PBL height and the peak vertical velocity. The
corresponding impact on peak horizontal velocities was virtually undetectablé, a

decrease of roughly 2%. This could be simply within the range of computational
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error. In contrast to this result, in the aftérﬂoon and in the evening, the PBL
height and wind speeds for these cases were néarly identical to those of the base
- case. These results are uneXpec_téd since the anthropogenic heating term follows
a diurnal profile which peaks late in the day (between 1300 and 1700 LST) and is-

only at about 40% of its peak at 1000 LST.

Each 15 W m'2

increase in the nominal value of the anthropogenic heating

profile resulted in a 0.2°C increase in air and éurface temperatures both in fhe_
-morning and in the afternoon. In the evening (6:00 p.m.), however, the air and
surface temperatures increased by 0.5 and 0.3°C respectively for each 15 W m2
increase m anthropogenic heating.

Thus anthropogenic heating has mm1ma1 im'péct on the develc)_pment of the
daytime sea breeze and only a moderate impact on evening air temperatures.
The slight increase.in morning PBL height has positive air quality implications
while the small increases in air temperatures may counteract this effect. These
results suggest that ain,thro-pogenic heating does not play a dominant role in the
daytime formation of photochemical smog. The increase in evening air tempera-

tures may, however, be reéponsible for a significant increase in the demand for

air conditioning electricity.

5.2. Localized Modifications

The localized modification cases produced distinctly different results rela-
tive to the domain-wide cases. In the néar-ocean cases, the region over w_hich the"
meteofoldgic’al variables approa'checi their asymptotic limit was extended. In the
inland cases, pronounced temperature and PBL height depressions were often
_ produced over the location of the modification. The horiiontal extent of these

depressions generally correspondéd to the léngth' of the modification zone. In
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addition, these cases also produced significant impacts on the magnitudes of the

local winds.

LOCALIZED ALBEDO

The localized and subregional albedo cases investigated the impact ofAsmall
scale (either inland or near the ocean) albedo mbdiﬁcatiqns. In the subregional
near-ocean (SNO) albedo modification case the land surface grid points nearest
the ocean had a high albedo of 50% and the rest of the lénd surface had a low
albedo of 10%. Figure 3.5 demonstrates the development of the horizontal and
vertical velocity profiles for the SNO case. While the wind spéeds in this case are
generally lower than those from the base case, the penetration of the sea-breeze
front appears to be significantly enhanced as a result of the near-ocean albedo
modification." In the afternoon the sea-breeze front is located 70 km inland for

the SNO case, but only 40 km inland for the base case.

The impacts of subregional inland (SI) and localized inland (LI) regions of
high albedo were also investigated. In'both cases, the albedo modification suc-
ceeded in producing its own circulation pattern. These circulation patterns are
cléarly visible in velocity component profile plots. Figure 3.6 shows the after-
noon horizontal and vertical velocity components across the simulation domain
for the SI case. While not as large as the sea breeze, the circulation generatéd by |
the surface modification is quite_ distinct and extensive. The resulting circulation
resembles a fluid jet impinging downwards upon the modification zone, with

flow vertically toward and horizontally away from this zone.

Figure 3.7 contains the corresponding plots for the modification of the LI
case. Even though this modification is only 10 km in extent, its impact on both
velocity fields extends roughly 25 km in both directions. The generated
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circulation of the LI case has a horizontal velocity proﬁle which is simﬂar to that
of the SI case, but with about half the magnitude. The vertical velodty profile,
however, shows a vefy interesting result. The generated circulation of the LI
case has a peak downward velocity of 5.1 cm 51 compared with only 3.7 forvthe
SI case, indicating that the localized albedo modification had more of an impact
on vertical flow than the subregional modiﬁcatioﬁ. Thus, regions of highly vari-
able albedo may hold the potential for increased vertical mixing and improved - -
air quality due to the interactions between circulations generated by neighboring,
differentially heated surfaces. '

In addition to the impact on wind speeds, all three modifications 'resulted in
substantial depressions in the PBL height. The near-ocean albedo modification
produced a pronounced morning impact on the PBL height. This 50 km lohg
modification resulted in a 50 km long depression of the PBL Iheight from the
asymptotic value of 670 m to a reduced value of only 490 m. It took roughly 15
km on either side of the modification for the PBL. height to change from the |
asymptotic value to the depression \}alue. In the afternoon this depression' was
smoothed out somewhat, but was still very pronouhced. When the same albedo
modification was implemented inland (SI case) the fesujltirig impact on the PBL
height was sumlar In the morning the PBL dipped 180 m and in the evening it
was reduéed by 385 m. The LI case, having a very localized modification,
resulted in a very localized impact on the PBL. In the morning the result was a '
~ dip of 110 m in the PBL height, whereaé in the evening this depression had a

- magnitude of 230 m. |

Since the modification of the SNO case was located in the region where the
boundary layer grc')ws rapidly it is difficult to determine the extent of the PBL

dépression in this case. This problem occurs in many of the prbﬁles for each of
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the near-ocean modification cases.

_ The air temperature impact of the localized albedo mod_iﬁcatibns is demon-
‘strated in Figure 3.8. The total extent over which the surface modification had a
measurable impact on air and surface temperatures is larger than the
corresponding area of PBL impact. In the afternoon, for eXample, the inland
‘modification of the SI case had an impact on the air temperature 25 km upstream

and 30 km downstream of the modification zone.

Since the albedo directly affects the surface energy balance, and only has a
sécondar}: impact on air. temperatures, it was expected that the impact of these
inland albedo modifications on the surface temperatures would be stronger than
the impact on air temperatures. The fact that these results are of the same magni-
tude is surprising. This inconsistency may point to an inadequacy in the model,
or may be indicative of the complex phjrsical interactions between the hetero-

geneous surface and the local meteorology.

LOCALIZED ROUGHNESS

In the subregional near-ocean (SNO) roughness case the land surface grid .
| points nearest the ocean were given a relatively high roughnéss length of 1.50 m
‘while the remainder of the land surface had a low roughness value of 0.10 m.
The morning and afternoon wind vector profiles for this case are not substan-

tially different from those of the base case.

The impacts of subregional and localized inland regions of high-roughness
were also investigated. The results indicate that the inland roughness
~modifications had very little impact on wind speeds in the morning and pro-
duced moderate increases (léss than 10%) in the level of local winds in the after-

noon.
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The impact of the inland modifications on air temperatures was negligible in
the morning and of ohly moderate importance in the aftefnoon; The impact on
surface temperatures, however; was quite\large both in the morning and the
afternoon. Specifically, the SI case resulted in morning and afternoon surface |
temperature depressions of 4.3 and 4.9°C respectively. The LI case produced
surface temperature depressions which were alinost as large: 4.2°C in the morn- |

ing, and 4.5°C in the afternoon.

LOCALIZED MOISTURE AVAILABILITY

The localized moisture availability movdiﬁcatvionsb resulted ih strong sﬁrface-
geﬁerateci circulation patterns. The subregional inland case tested a 40 km long
region of 0.50 moisture availability in an otherwise dry (0.05) land domain. The
localized inland case was similar except that the high moisture region spannéd
only 10 km. The large extent of the modification in the SI case was responsible
for lafger horizontal velocities than those induced by the LI case. On the other
hand, the LI case generated a stronger vertical circulation. Sﬁnﬂar to fhe' results
of the albedo cases, these simulatibns imply that areas of limited extent, but
“highly variable moisture content can produce significant vertical circulations

which will result in enhanced vertical mixing.

The subregiOnal modification resulted in larger air and surface temperature
~ depressions than the local modification. In the SI cése the morning air and sur-
facé temperature depressions were 4.0 and 5.9°C, while the corresponding
depressions for the LI case were only 2.6 and 4.8°C. This trend continued into
the afternoon when the Sl case air and surface temperature depressions wefe 7.0
and 8.7°C relative to 4.0 and 6.4°C for the LI case. So, the impact of the moisture
~ modifications on surface temperatures was only slightly larger than the impact

on air temperatures.
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LOCALIZED SUBSTRATE PROPERTIES

As discussed previously two types of substrate were defined, urban and
rural. One SNO case specified that the near-oceaﬁ grid cells were composed of
ﬁrban substrate while the remaining cells were composed of rural substrate.
‘Another SNO case reversed this scenario. The LI case specified a localized
region inland which was composed of urban substrate while the remaining cells

contained rural substrate.

The peak wind speeds and the development of the sea breeze are very simi-
lar for the two SNO cases in the morning. In the afternoon there is a noticeable,

but small difference between these two cases.

In the first SNO case the PBL begins its growth over urban sﬁbstrate. In the
other SNO case the PBL begins its grthh over rural substrate. The growth of
the PBL in thé morning for these twd cases is nearly identical with the second
case growing at a slightly faster rate and reaching an asymptotic peak of a
slightly lower value. In the afternoon the PBL for the second case initially grows |
~ at a slower rate and reaches a lower asymptotic PBL height than that for the first

case.

The LI case investigated the impact of a localized inland region of urban
substrate properties surrounded by rural substrate properties. The impact of this |
region on wind speeds was only slight. A small region of very slow downward
flow was produced over the urban region. In addition, this region produced a

. very slight dip in the PBL from an asymptotic value of 600 m to a value of 593 m.

The near-ocean substrate modifications had a surprising impact on the
asymptotic values of both surface and air temperatures. In the afternoon, the
first SNO case (urban near the ocean) resulted in asymptotic surface and air tem-

peratures which were roughly 0.6°C higher than for the second SNO case (rural
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.near the ocean). Although the temperature differences between these two cases
are not large they are signiﬁ_cént considering that they occur in a region well-
" removed from the modifications and in the presence of a wind field -thaf_ is only
slightly affected by the ixfodiﬁ’cations. |
The urban substrate region in the LI case is responsible for a slight dip in
both the surface and air temperature prloﬁles; The a1r temperature decreases by
roughly 0.2°C in this region both in the morning and the afternoon. The surface
temperatufe decreases by 0.4°C in this region in the mbrf\irig and by 0.5°C in the

afternoon.

LOCALIZED ANTHROPOGENIC HEATING

In contrast to the localized surface characteristic cases, the localized and
subregional anthropogenic heating cases resulted in elevations of PBL height and |
temper,a‘tu'resA rather than depressions. As was the case in the domain-wide

anthropogenic heating‘ cases, the SI and LI anthropogenic heatingb cases had
| negligible impact oh the afternoon meteorolbgical variébles. In the morning,
howe\}er, the PBL height increased over the modification zonés. For the SI case,.'
fhe PBL height gfew to 673 m relative to 606 m for the base case. The
corrésponding PBL height for the LI case was 645 m.

Similar 'to the domain-wide cases, the air and surface temperatures were
bnly | slightly affected by the subregional aﬁd local anthropogenic heating.
médiﬁcatioris. The resulting temperature elevations wefe on theFOrder of 0.1. Qr'
0;2°C both in the morning and the afternoon. In the evening (1800 LST) these

- temperature elevations were only slightly larger, in the range of 0.3 to 0.5°C.
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6. SUMMARY OF SENSITIVITY RESULTS

The results of these two-dimensional simulations have indicated the scope
and relative importance of the effects of various surface characteristics on l_ocall
meteorology. These results can be aggregated into five distinct categoriés:

" albedo; surface roughness; substrate moisture; substrate properties; and anthro-‘
pogenic heating. Domain-wide modifications of these properties resulted in
domain-widé variations of temperature, PBL heights, and wind speeds. | The
localized modifications generally had impacts of similar magnitude relative to
the domain-wide modifications, but their horizontal extents were limited by the

extent of the surface modification.

The simulations show that surface albedo has a sigiﬁﬁcant impact on both
afternoon temperatures and local winds. Increasing domain-wide albedo from
10% to 50% resulted in reductions of 30%, 50%, and 28% in horizontal peak wind
speeds, vertical peak wind speeds, and PBL heights respectively. The
corresponding impact on surface and air temperatures was also large, reaching

6.1 and 5.2°C respectively in the afternoon.

The sensitivity to roughness variations was less substantial. Increasing
domain-wide- surface roughness from 0.10 to 1.50 m had virtually no impact on
peak wind speeds or PBL heights. In the morning the impact of roughness on air
temperatures was insignificant, but the impact on surface temperature reached
4.2°C. In the aft_ernoon, however, these two foughness cases resulted in a reduc-.
tion of surface and air temperatures by up to 5.0 and 1.3°C respectively. Thus,
we conclude that the impact of surface roughness is essentially limited to surface

temperatures.

The moisture availability sensitivity cases demonstrated the most significant

impact on meteorology. Incréasing domain-wide moiSture availability from 0.05
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to 0.50 resulted in réductions_ of 31%, 57%, and 38% in horizontal peak wind

“speeds, ‘ vertical peak wind speedé, ‘and PBL heights, respectively. The
- éorresponding hﬁpact on surface and air temperatures was also large. For the
likely range of moisture ayailabi]ity values (0.05 to 0.20) the air and surface tem-

perature sensitivities were 3.3 and 4.1°C per 0.1 change in surface moisture.

The impact of substrate properties on the local méteorology appears to be
insignificant. The urban substrate case resulted in peak horizontal wind speeds,
peak vertical wind sp‘eeds and PBL heights which were only élightly different
from the rural substrate case. Interestingly, the wind speeds were slightly higher
for the rural substrate case, but the PBL heights were slightly higher for the
urban substrate case. This result is unique since for each of the other sensitivity
parameters, high wind speeds were paired with high PBL heights. The urban
substrate case also resulted in surface and air temperatuies which were no more
than 0.7°C higher than the rural substrate case. It should be pointed out, how.-
ever, that thesé minimal simulated meteorological impacts resulting frorﬁ sub-
strate prop_erty‘differences may be on the same order as the computational accu-
racy of the model, and may sixhply represent eri;oneous fluctuations associated

with computational convergence.

The addition of moderate levels of anthropogenic heating had relatively lit-
tle impact on the developing sea breeze. Anthropb'genic heating also had virtu-
'a\lly no impact on surface or air témperatures in the morning and afternoon. In
the evening, however, the addition of a reasonable level of anthropogenic heat-
ing increased the low-level air t_ém’perature by 1.5°C. |

The inland modifications demonstrated fhe ability to generate their own cir-
culations independent of the sea breeze. In particular, the inland albedo

modification cases resulted in a relatively strong flow near the region of albedo



74

~ contrast. In addition, a large depression in PBL height was observed over‘the
high-albedo regions. In general, such a PBL depression might be expected to
) have a hegative irﬁpact on air Qualit'y since it would be representative of lower
levels of atmospheric mlxmg These simulations also resulted in air and sﬁrface
temperature depressions, however, which éhould have a pésitive impact on air
quality by lowering the photochemicai rafe constants, thus sldwing the produc-
tion of photochemical smog. These opposing results were also observed to be

significant in the moisture availability cases.

Thus the surface characteristics which were investigated in this study have
.been shoWn to affect local meteorology in a complex manner. In order to deter-
mine the net effect of these surface characteristics on air quality photochemical
simulations are necessary. In addition, full three-dimensional meteorological |

. simulations are needed to explore the significance of topographical variations.
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| CHAPTER 4
Accurate Representation of the Urban Surface

1. DATA REQUIREMENTS

In meteorological modeling studies, detailed surface characterizations are
desirable since it is the heterogeneity of the surface which is responsible for
many aspects of mesoscale circulations. At the very least, these models require a
singlé domain-wide value for each of the surface characteristic parameters;
albeAdo, roughness, moisture availability, vegetative fraction, substrate density, -
substrate specific heat capacity, and substrate thermal conductivity. Until
recently, it has been common for researchers to specify domain-wide values of
these parameters, neglecting their spatial variability. The two dimensional sensi-
tivity study presented in the previous chapter has demonstrated the significant
impact that variable surface characteristics can have on mesoscale meteorology.
Other two-dimensional studies have reinforced the belief that accurate surface
characterization is of utmost importance in simulating highly heterogeneous
regions, eg. cities. There has been some recent work which suggests that the

impact in three dimensions is somewhat reduced. Specifically, Ulrickson (1992)
| showed that use of variable surface characteristic data instead o\f domain-wide
values resulted in only minimal impact on the local winds, even very near the
surface. It is important to note, however, that Ulrickson’s study did not address
the impact in terms of air temperatures, which is one major focus in the present

work.
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There are several issues that need to be investigated in the context of surface
characterization. First of all, fhe method of obtaining the surface characterizatiori
can follow either of two approaches; inference from land-use data, and direct cal-
culation from measured data. The second issue is that of scale. It is possible, for
examplé to estimate moisture availability on any number of length scales ranging
from the grid cell dimensions down to a region which is only a fraction 6f the
size of the grid cell. Once a characteristic scale is chosen, the important problem
is determination of how to include these data in a gridded representation of the

“domain surface. These issues are the focus of the following sections.

2. LAND USE DATABASES

- There are several types of land use databases available to researchers. One
such database is the United States Geological Survey Land Use and Development
Area (LUDA) maps. These maps contain 50-m resolution for 26 categories of
land coverage. Since these maps were developed to prbvide detailed surface
data for the entire United States, the land use cafegories are quite bréad, and a
given mesoscale domain can only be divided into a small number of these
categories. A major drawback of LUDA maps for use in urban climatology stu-

dies is the limited number of cafegories devoted to urbanized areas.

Urban climate researchers have developed several improved land coverage
~ categorizations for use in urban settings. One notable charactérization is that
generated by Hijelmfelt et al. (1982). Hjelmfelt's study used 12 categories to
describe the complex urban terrain of the St. Louis metropolitan area. Valley
Research Corporation generated a similar database utilizing 23 categories to

- describe the land use in the greater Los Angeles Basin (Horie et al. 1990).
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By themselves, land-use databases are not useful for meteorological model-
ing purposes, since they offer information regarding only land use composition.
In order to make these data useful some assumptions must be made. It is plausi-

ble to assume that regions containing similar land use patterns have similar sur- |

face characteristics. In order to generate surface characteristic data from land- =

use maps one can assume that there is a single value of each characteristic associ-
ated with each lahd use category. Aggregated values of eacﬁ surface characteris-
tic in a grid cell are derived by taking the area-weighted average of the land-use
values. Table 4.1 summarizes the land-use categories from the ValleyrResearch
Corporation study and the associated surface characteristic values which have
been obtained through a review of the existing literature. The range of albedo
values presented in this table are from a low of 0.12 in recent industrial areas to a
high value of 0.20 for various undeveloped categories. The corréspondiﬁg
extremes in roughness length are 0.05 m for desert and 1.25 m for city core.
While some references suggest that this is a conservative estimate for the rough-
ness of the city core, many hydrostatic models (including the CSUMM) have
difficulty with large roughness elements. For moisture availability the extreme
values are from a dry value of 0.01 for the desert up to a value of 0.35 for agricul-
tural areas. This table also includes a list of peak daily values of anthropogenic
“heating and vegetative fraction associated with each land use. While the surface
characteristics have been compiled from a large list of sources, the anthropogenic
and vegetative fraction values were developed as plausible first-order estimates
for the various land-use categories. The peak anthropogenic heating of 75-80 W
m2 for city cores and industrial regions is within the bounds of what other
researchers have estimated for highly industrial cities (Oke 1987; Kimura and

- Takahashi 1991). The urban and rural vegetative fraction ranges from 0 to 75%



which is reasonable based on data from previous ;mdies (Akbari et al. 1992).

Table 4.1: Land-Use Categories and Surface Characteristics’

Land Use . Albedo Roughness  Moisture  Anthropogenic  Vegetative |
Length(m) Availability = HeatW m2 Fraction

Close-set houses 0.16- 0.35 0.05 20.0 0.05
Open-sethouses | 0.15 0.30 0.10 15.0 025
Close-set apartments 0.16 0.40 0.03 20.0 . 005
Open-set apartments 0.15 0.35 0.05 : 200 0.10
Admin/Cultural 0.15 0.40 0.03 45.0 0.05

“| City core | 0.14 1.25 - 003 75.0 0.00
Recent Commercial 0.14 0.50 0.05 50.0 , 0.00
Old Commercial 0.14 0.50 0.03 60.0 0.00
Old Industrial 0.14 0.60 0.03 ' 75.0 0.00
Recent Industrial 012 0.60 0.05 80.0 ~ 0.00
Freeway/infra. . | 0.4 0.10° 0.01 50.0 000 |°
Open areas (parks) 0.20 0.15 0.30 20 0.50
Wooded areas 0.20 0.30 0.20 0.0 0.50
Desert suburban 0.20 0.10 0.03 5.0 - 0.00
Agricultural 0.20 0.10 - 035 0.0 , 0.75
Grasslands 0.20 0.05 020 0.0 0.00 .
Sagebrush | 015 0:10 0.03 0.0 0.00
Chamise Chaparral 0.15 0.10 0.20 0.0 0.25
Chaparral 0.15 0.10 0.20 0.0 0.25
Woodlands 0.20 0.85 0.15 0.0 0.25
Pinyon pine/Juniper 0.20 0.85 015 0.0 0.50
Forests 018 100 0.20 0.0 0.50
Desert 0.15 0.05 0.01 00 0.00

+ Based on data from Oke (1987), Sellers (1965), Threlkeld (1962), Kung et al. (1964), -
Taha et al. (1992), Wechsler and Glaser (1966), Stewart (1971), Monteith and Szeicz
(1961), Hjelmfelt (1982), Seaman et al. (1989), and Monteith (1973).
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Table 4.2 lists the corresponding values of substrate properties. The ranges for

each of these parameters are more confined than those for the surface charac-

teristics. Density ranges from a minimum of 1.50 to a maximum of 2.40 g cm'3,
diffusivity ranges from 0.0028 to 0.0057 cmzs'l, and specific heat ranges from

092t01.84] g’lK'l. In each case, the total range does not much exceed a factor

of 2.
Table 4.2: Land-Use Categories and Substrate Characteristics "
Land Use Density Diffusivity Specific Heat
g eam?  emZs! ] g'lK'1
Close-set houses 1.50 0.0028 1.00
Open-set houses 1.60 0.0031 1.67
Close-set apartments 1.50 0.0030 - 092
Open-set apartments 1.60 0.0036 146
Admin/Cultural 1.60 - 0.0021 1.26
City core 1.60 0.0026 - 100
Recent Commercial 1.60 0.0042 ' 1.26
Old Commercial 1.60 0.0042 1.26
| Old Industrial 1.60 0.0052 1.00
- | Recent Industrial - 1.60 0.0052 1.00
Freeway/infra. 1.60 00052 1.00
Open areas (parks) | 240 0.0047 1.84
Wooded areas 2.00 0.0057 146
Desert suburban 2.00 0.0050 1.26
' Agricultural 240 . 0.0038 1.84
Grasslands - 2.00 0.0050 1.67
Sagebrush » 2.00 0.0050 '1.26
Chamise Chaparral | 220 0.0026 - 146
Chaparral - 220 0.0026 - 146
Woodlands 2.00 0.0057 146
Pinyon pine/Juniper 2.00 0.0057 146
Forests : 2.00 - 0.0057 . 1.46
Desert 200 0.0050 1.26

t+ Based on data ﬁom Oke (1987), Sellers (1965), Threlkeld (1962), Kung et al. (1964),
Taha et al. (1992), Wechsler and Glaser (1966), Stewart (1971), Monteith and Szeicz
(1961), Hjelmfelt (1982), Seaman et al. (1989), and Monteith (1973). - '
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Surface characterizations made using an urban terrain zone daté base and
an assumed relationship between land-use and surface characteristics may be
faulty for the following reason. Many of the values found in the literature were
obtained for areas in the mid-western United States, and may not be appropriate
for use in southern Califorhia, with its distinct architectural differencés. In addi-
tion, this method assumes that all afeas of the‘ same terrain zone type are identi-
cal in terms of the various surface characteristics. Clearly this is an
ovérsimpliﬁcation. For instance, the city core of Los  Angeles probably has a
" much higher fo'ughness value and lower moisfure value than the city éore of
Long Beach. Similarly, each terrain zone type will have varying properties
throughout the domain in quesﬁon. In many cases this variation may prove
difficult to evaluate. As will be discussed below, satellite remote-sensed data

offer a partial solution to these problems.

3. REMOTELY-SENSED RADIOMETRY DATA

While land use data provide a noted improvement over the sirriple use of
domain-wide surface cﬁaracteristics, the accuracy of _the land-use method is
suspect for reasons outlined above. An area of research which appears to be
quite promising with respect to improving surface characterization involves the
use of remotely-sensed radiometric images from aircraft .and satellite sensors.
The general approach is that, with a knowledge of the incoming solar spectrum
and the intervening atmosphere, researchers can estimate certain surface charac-

teristics through analysis of the radiation sensed by high-altitude platforms.

Useful radiometric data are available from a number of sources. NASA flies
ER-2 (U2) and C-130 aircraft which obtain Thematic Mapper Simulator (TMS)

data. In addition, there are the satellite-based instruments such as the Advanced
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Very High Resolution Radiometer (AVHRR) and Thematic Mapper (TM). Each
of these platforms provides measurements in a variety of wavelength bands.
Various methods have been devised over the years to use these data to evaluate
surface moisture availability, albedo, and vegetative cover. These methods will

be outlined briefly in the following sections.

3.1. Albedo

Remotely sensed satellite data may be used in conjunction with a model for
atmospheric attenuation to' determine the albedo of a given area with a fair
amount of accuracy (Brest and Goward 1987). The AVHRR satellite instrument
provides radiance counts for a number of wavelehgth channels spanning the
spéctrum of solar radiation. One can obtain a very good analytic estimate of the
‘incoming solar radiation at the outer edge of the earth’s atmosphere. In addition,
- programs have been developed to estimate the transmission of solar radiation
- through the atmosphere. The satellite data allow estimation of the amoﬁnt of
solar radiation which is reflected from the surface of the earth and transmitted
fhrough the atmosphere. Using this information and the calculated incoming
solar radiation, an accurate representation of the albedo of an area can be
developed. The whole process can be calibrated and validated by analyzing
large areas of well-known albedo such as the ocean surface or deserts. The reso-
lution of the AVHRR data is on the order of 1 km which indicates that this
approabh may be easily applied to the scale of 5 km, which is typical in mesos-

cale studies.



3.2. Vegetation

Radiometer data are also useful in determination of healthy vegetation. A
distinct characteristic of healthy vegetation is that it reflects very significant
amounts of near-infrared radiation. It is therefore possible to develop a method
whereby a single satellite image will provide an index represénting the fraction
of healthy vegetation coverage in each grid cell. Forster (1983), Goward et al.
(1985), and Honjo and Takakura (1986) are among the growing field of research-
ers who have successfully obtained vegetative cover from radiometric déta.
While this method does not produce information on vegetation height, leaf area
index, and a number of other important parameters, it may be sufficient for use
in a simple parameteﬁzaﬁon, producing a rough estimate of the impact of vege-

tation on urban meteorology.

3.3. Surface Moisture Availability

Methods of using remote sensing to infer surface moisture availability have
also been under development for several decades. Schmugge (1978) was among
the first to propose and successfully carry out such arial};sis. These analyses gen-
eraliy rely on the highly negative correlation between surface temperature and
surface moisture availability. Through analysis of the long-wave channels of
radiometric data one can predict surface temperature and then infer moisture
availability differences. In addition, the reflectivity of soil is generally a strong
function of moisture content and may be lused to generate an estimate of surface

moisture availability, provided some information regarding soil type is available.
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4. SURFACE CHARACTERISTIC PARAMETERIZATION

The land-use and satellite methods for obtaining surface characteristic data
are useful, but not complete. There are two remaining issues regarding the

’ appliéation of these data for use in meteorological models.

4.1. The Issue of Scale

In many modeling efforts fhe nominal length scaleé of the available surface
| 'charécteristic data are muéh finer than the scales of the model grid cells. The
* problem of how to paraméterize these high-resolution surface data for use in
lower resolution computational grids is an important issue currently receiving a
great deal of research attention. Thls is particularly true in the case of General
Circulation Models (GCMs) with grid cell length scales on the order of 200 km
(Doran et al., 1992; Avissar and Pielke, 1989). ’

“Consider a model grid cell encompassing an area A, which is subdivided
into a finite number of subrégions A;. Suppose that values of a surface pérame-
ter ¢; corresponding to each one of these subregions are known. An average
value ¢—e for the area A is required which adequately represents the subgrid scale

variations in ¢. The obvious first choice is to sixriply use algebraic area averaging:
- n . . !
¢= 2 [¢i A; ] (AA, 4.1)
i= : S .

- It can be shown that this metﬁod is appropriate for albedo and moisture availa-
bility, resulting in a consefvation of latent and sensible fluxes across the grid cell.
The result for surface roughness, however, is quite different (Taylor, 1987).
There are several reasonable approaches for averaging of surface roughness. The
surface roughnéss, Z, arises from the empirical definition of the friction velocity,

*»

u-:



92

| _‘ u (Z-Zy -
U= [ Z, f “42)

In this relation U is the measured horizontal vélocity, U’ is the friction velocity,
k, is the von Karman constant (0.4); Z is the distance from the surface, Z; is the
displacement height; and Z;, is the empirically-derived roughness length. In
practice, measurements of U at varying values of Z are used to evaluate the dis-
plécement height and friction velocity. If one wishes to define a grid cell value of
velocity which represents the area avérage of the velocity of each subregion the

result is:

— AU . . |
u= 151[ c Ln[(Z—Zd)/Zo(z)]]. . @

This aésumes- that the displaéement height and the friction velocity are indepen-

dent of i. Thén, defining 2: based on the following desired relationship,

U= Z»Ln[(Z—Zd)/ZT,], | | @y

and equating relation (4.3) to (4.4) one obtains the requirement that -
— i=n '
z,= 1 [zo (i)(A‘)] . ~ (GA, 45)
i= _ .
This method yields a grid-averaged roughness length scale which corrésponds to
an algebraic average of the friction velocity over the grid, and has been in fairly
common use for several decades (Kung, 1963; Vihma and Savijarvi, 1991). The
physical basis for this method of avéraging, however, is somewhat uncertain

since the empirical definition of roughness length has been developed over homo-

- geneous terrain. -
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An improved averaging technique for roughness length may be developed
by considering conserved quantities. For instance, integrated energy ﬂﬁx is a
conserved quantity. The algebraic; sum of area-integrated energy flux (Watts)
from each constituent subregioh in a domain is precisely equai to the total flux
from that domain. Starting with this approach then, the usual expression for sen-
sible heat flux is:
Qs =pC, U © | (4.6)
Here p is the density of ‘the vsu_bstrate, C, is the specific heat capacity, U’ is the
friction velocity, and ©" is the "flux temperature” which is representative of. the
driving temperature difference between the surface and the air. The term U~ @
in the above equation is generally presci'ibed based on empirical data. Within
any rhodel implementation, this relationship has a different functional form gen-
erally depending upon the value of the gradient Richarsonvnumbér Ri. The
Richardson number represents the ratio between buoyant and shear production
of turbulent kine‘tic energy and is given by the felationship:
290
Ri = & %z 47)

Uy, 3Vl
(az) +(az)]

The functional form for U" @" used by Pielke in the CSUMM depends upon

stability. When the Richardson number is negative (daytime), the expression is:

LeE >}2 ajlom]loen] 49
o 1+5.‘3[L]2[9.4\/z72ﬂ.

u e =135 [
Ln(Z/Z,)

If the analysis is restricted to the case in which each of the variables which

appear in (4.8) is constant across the domain with the exception of Z, one may



write (4.8) as:

* .l» f](Zo)

LI @ =-im. (49)

This expression may be analyied at the extreme values of the functions. If, for

instance, f ;<1 then,

) - oo « «an [zl/zo]]z' o (4.10)

In the opposite case, when f ,>>1 the appropriate expression becomes,
- U’ e o« vZ,/Z . | (@4.11)

These two limiting cases rely only on the value of Z /Z,,. The' function f , can

be estimated by polynomial expansion of the logarithmic term. The result is that
| fa variés as Z/Z,%?. Thus, (4.10) is the limiting case for small Z/Z,, or relatiizely
large roughness léngth. ‘Equation (4.11) is the opposite case. The expression for
u’ 6" used in the positive Richardson number case (evenihg, stable hours) is of

the following form:
* * 1

u' e o . 412)
Ln IZ/ZO I , o

Each of the'sé three ekpressions (4.10), (4.11), and (4.12) can néw be used to
develop an averaging.vmethod for Z,. _Using the concept of conserved sensible
heat flux over the grid, the general relationship is:

n | n . ' _
Qs = El A; Qs(i) = Ei ApC U © . | (4.13)
But since p and C, are assumed constant, this relationship reduces to the require-

ment that U" ©" evaluated using the grid-averaged roughness length is equal to
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the linear area average of U" ©" in each subregion,
R R . .
[u © ]<Z_o) B .ZIAI' [U © ](Z.,(i))' (4.14)
1=

The resulting expressions for each of the three cases above (4.10,4.11, and 4.12)
can then be solved for Zo_ Equations 4.10 and 4.12 yield similar results. Applica-
tion of (4.14) to (4.10) yields: |

. ) : -1
7. _Z h _ |y A ’ (FA1, 4.15)
= g e w= | E o
Z,(i)

This result is equivalent to that used by Wieringa (1986) and van Dop (1983).

Wieringa generated this relation by calculating grid-square averages of the local

14

drag coefficients. This results in the assumption that wind speeds are constant
from one homogeneous eubregion to the next. Similarly, when (4.14) is applied
to (4.12) the result is: | |
7 ' n A;

,. Where = —_—_—
xp ) “TE Lz

Z, (i)

Z, = (FA2, 4.16)

 ‘This result is equivalent to one developed by Andre and Blondin (1986). The

result for (4.11) is much simpler eXpressioh:

7 -

n 2 '
Y A; VZ, (i)] : (FA3, 4.17)
i=1 )

Five possible expressions for averaging Z, (i) have been presented. Researchers
have developed other expressions based on varying theoretical assumptions. In
‘addition to analytic approaches, the use of mesoscale ‘modeling to develop

roughness parameterizations based on predicted wind profiles has shown some
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promise (Vihma and Savijarvi, 1991). Three of the expressions presented here
were based on the conservative heat flux method, with differing assump’dons'
regarding atmospheric stability and variables within the heat flux parameteriza-
tion. These three schemes are given by (4.15), (4.16), and (4.17). These methods
- will be referred to as Flux Average 1,2, and 3 (FAI, FA2, FA3). The simple Alge-
braic Average (AA) of (4.1) and the Geometric Average (GA) of (4.5) are the other
two methods. | |

.In order to test the potential differences in Z_o produced by each method, the
following investigation was conducted. First, it was assumed that in a given
region, the roughness values for each subregion (Z, (i) are uniformly distributed
between a maximum, Z,,, =1.5m and a minimum, Z ,;, =0.03m. If. a region is
composed of n subregions, n samples were uniformly extracted from the distri-
bution and each of the averaging techhiqués was applied to this concocted high-
- resolution data set. This process was repéated 10,000 times with different ran-
dom seeds to obtain an ensemble average for each method. The resulting grid-
averaged roughneés‘ values are plotted in Figure 4.1. This figure illustrates the
significance of choice of averaging method. Each averaging method results in a
prediction of Z_o which asymptotically approaches a constant value as the
number of subregions is increased. Based-on the sampling range of 0.03 to 1.5 m,
the simple algebraic averaging scheme, AA is expected to Yield an average of
0.765 m. This is preéisely the asymptotic value shown for AAV in this figure (+
0.07 %). Each of the flux averaging schemes resulted in a predicted roughness
value of 0.68 to 0.71 m, which is about 10% lower than the AA value. The rough-
ness prediction from the GA scheme was 0.60 m, which is 22% lower than the
AA value of 0.765 m. This large range of predicted roughness values indicates -

that the choice of averaging technique can yield significant variations in
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roughness values to be used in modeling a particular region. Which method is

best? This can be a very difficult question to answer. Since heat and momentum

transport correlations are derived for homogeneous terrain, there is no .obvious

averaging fechnique for heterogeneous terrain. The conservation-based averag- |
ing schemes have a strong physical basis, and are therefore recoxnmended. Each

of the flux average schemes was developed subject to some constraints. - For this |
reason, FA1, FA2, and FA3 are each valid only under particular meteorologicai
conditions (daytime, evening, low wind speed days, etc.). Since eech of these
schemes yields a similar’ fesult,'however, it is reasonable to simply take the
scheme Which yields the middle value and use it without discretion. For this rea-
son, FA3 (4.17) is the recommended choice, especiélly if one is most concerned
with accurate prediction ef the surface neat fluxes and low-level air tempera-
tures. FA3 also happens to be the simplest expression of the three flux .averagee.
If; on the other hand, accurate prediction of wind ﬁelds is.more important it is

suggested that the geometrie average of (4.5) be used.

. In either case, the discrepancy between the simple algebraic average and
either of the other methods is relatively small when viewed in light of the
model’s mild sensitivity to surface roughness. Furthermore, if one uses the
averaging techniques just presented with (4.2) to back out a vertical velocity

. profile for each approach, it can be shown that a constant velocity offset will

Z,; S
(Ln (=-*)) where method i is being compared
ko Zo,j .

arise. This offset is equal to

with method j. For the extreme cbrnparison of the Algebraic Average and the

Geometric Average, with a nominal friction velocity of 1 m s'l, this offset -

between the velocity profiles is equal to 0.58 m sL
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The assumptions made in various aspects of this analysis dictate that the
results be viewed as preliminary. In going from (4.8) to (4.9) it was assumed that
bulk velocity, temperature, and Richardson number are all independent of loca-
tion in the domain. While this is clearly in error, it was necessary so that the
effect of variable surface roughness.could'be isolated. In actuality, air tempera-
ture in a 5 km grid cell commonly varies by as much as 3° to 5°C. In the hetero-
geneous urban canopy the wind profiles and Richardson number may also vary
wildly within a single grid cell. It is important to improve the fundamental
understanding of subgrid scale aggregation of surface characteristics when
developing parameterizations for heterogeneous terrain. Using existing parame-
terizations, however, it is unclear whether the different averaging methods will
have much impact on simulated air flows. This is an area which requires further
study. For the present research the simple algebraic average has been employed
since the implications of the other averaging techniques are not yet fully under-

stood.

4.2, Parameterizing Vegetation

Most vegetation parameterizations for use in- meteofological models are
complex requiring a great deal of information on végetation characteristics in the
computational domain. A typical par_ameterization method involves using an
electrical analogy, where the latent and sensible heat fluxes from vegetated cano-
pies are evaluated as funcﬁons of driving potentials and flux resistance terms.
For each type of vegetation present, the modeler must specify ‘ter.ms which
represent the resistance of that particular species to sénsible and latent heat
transfer. As an example, a typical implementatiori of the Taconet and Vidal-

Madjar (1986) scheme requires specification of the inter-leaf airspace resistance |
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for sensible heat flux (r,), soil surface-canopy resistance for latent heat flux from
the ground (r,;), and the leaf resistance to latent heat ﬂuX, . Furthermor‘e,.
parameterizations require that the model track leaf surface temperatures 'and.
evaluate the saturation vapor pressure at the leaf temperature. In addition, the
density and distribution of vegetation are specified in terms of Leaf Area Index
(LAI), Mean Vegetation Height (MVH), and, in cases of partial vegetative cover, .
the fraction of vegetated area, f. These parameters are used in the_ partitioning of

latent and sensible fluxes as well as in the calculation of radiative exchange.

While some existing meteorological models explicitly incorporate a vegeta-
tion parameterization, others do not. At the present time there is a need for a -
simple method whereby models without a vegetation parameterizatioh can be
used to quickly assess the impact of vegetative modifications on the local
mefeorology ina particular application. Such a method is outlined below, but is

only designed to capture first order effects and should be used only to provide
| preliminary assessments of vegetative impacts. |

In implementing a vegetation parameterization, it is useful to first identify
and understand the proposéd application. In the present case, it was assumed
that the current model, which has no explicit végetation parameterization, yields
a satisfactory representation of the meteorology in the computational domain.
Since the potential meteorological and air-quality impacts of tree-planting pro-
grams are the pﬁmary concefn, this study addresses the result of adding a given
amount of urban vegetation to selected grid cells. It is reasonable to represent
the tree-planting program as consisting of 1dent1cal typzcal trees. Thus, many
vegetative parameters are assumed constant for -any vegetation in the domain.
The only variable which must be introduced to the existing CSUMM model is the

fractional vegetative cover, f, which ranges from 0.0 to 1.0.
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The pérameterizaﬁon which is proposed here is an attempt to represent the
impacts of vegetation through modification of the existing input parameters to
the CSUMM. A model which includes an explicit vegetatiori parameterization
may be thought of as an (n+1)-parameter model. The CSUMM, on the other
hand, is ah n-parameter model, lacking the vegetative fraction f as an input vari-
able. The goal here is to represent f through modification in some or all of the

available n parameters.

The first step in representing vegetation in the underparameterized model is
to identify the parameters which will be modified to account for changes in f.

The choice of parameters should rely upon some physical basis.

The addition of vegetation directly modifies thé surface albedo and rough-
ness values. In addition, vegetation acts as a pump which extracts water from
the root zone of the substrate layer and evaporates it from leaf surfaces. Thus
vegetation acts similarly to surface moisture. Vegetation has a two-fold impact
on sensible heat flux. First, since the addition of vegetation increases the latent
heat flux, the surface is cooler, resulting in a lower driving force for sensible heat
flux. On the vother hand, the addition of vegetation increases the sensible heat
transfer rate coefficient because of the heat transfer augmentation effects of the

large area of leaf surfaces in the wind field.

The two-dimensional simulations discussed in Chapter 3 indicate thét small
surface roughness modiﬁcations_ have little impact on local meteorology. The
application of any vegetation modification schéme would likely involve the
planting of trees which are 2 to 4 m in height in neighborhoods that already have
a surface roughness parameter influenced by structures which are of the same

_géneral dimensions. After years of growth, the impact of trees on local surface

- roughness may be important, but.in the early stages of a tree planﬁhg program
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the direct imi)act on roughness length is expected to be small, and the resulting
impact on meteorology should be negligible. Thus, roughness is not included in
'this.'parvaméte'rization.

Measurement studies have shown that the albedo of vegetation is generally
around 0.20. Thus, any addition of vegetation to a grid cell _shouid be accom-
panied by an area-weighted change in the albedo of that grid cell. Since the
albedo of the residential terrain types, as defined for the UTZ data base, were in
the range of 0.15 to 0.18, a vegetation modification scheme will generallly result in
a small increasé in the albedo of the modified ceils. For vegetation schemes
which increase the areal vegetative covérage by 15. pérCentage points, , thé
corresponding increase in albedo will be on the order of 1 percent. While this .
impact is small, it is easily included directly into the model input and does not
need to be included in this paramétefizat_ion. The appropriate modification to the
albedo resulting from the addition of a given fractional cover of vegetation is

given by:
's(i,j) = psif) + f * [020-psti)), 4.18)

where p and p’s (i,j) are the original and modified values of albedo for grid cell
a@. |

The two-diménsional simulations revealed that substrate properties .play
only a minor role in the surface energy balance. They also have very little rela- -
tionship to the chahges in heat transfer processes resulting from vegetation. For
these reasons, substrate p’ropérf;ies are also excluded in the development of this

simplified parameterization.

The latent heat flux resulting from surface moisture and from vegetation are

very similar processes. They are generally both represented in terms of a
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potential for evaporation, and a resistance (or network of resistances) to this flux.
In order to capture the impact of vegetation in terms of latent heat flux it is there-

fore necessary to include moisture availability, m, in this parameterization.

STATISTICAL PARAMETERIZATION (SP)

The moisture availability has been identified as the single parameter to be
used in representing vegetation in this new parameterization. Specifically, it is
proposed: that the value of moisture availability be modified in order for the

model results to represent the impacts of a proposed vegetation augmentation.

~As a starting point, an existing one-dimensional meteorological model ‘
Which has a complete vegetation parafneterization within it was obtained. The
model is that of Carlson (1989) which includes a vegetation parameterization
similar to Taconet and Vidal-Madjar (1986). The Carlson model allows input
specification of numerous vegetative parameters. For the purposes of this
simplified parameterization, however, the only vegetation variable of interest
was, the fractional vegetative cover f. The primary input parameters for the
Caflsen model then are the albedo pg, the moisture availability m, surface
roughness r, the substrate. properties', and the fractional vegetation, f. The
CSUMM model to which a vegetation capability was to be added, allows
specification of the same input parameters with the exception of f. The goal,
was to use the (n+f)—parameter Carlson model to develop a suitable parameteri-
zation sﬁch that an n-parameter model captures the physics of the missing vege-

tation parameter through a suitable augmentation of the effective moisture value.

To quantify the error of this parameterization a generalized diagnostic vari-
~ able was defined for each simulation. A value of m’ was defined such that this

error was minimized. Since the primary impact of vegetation is on the surface
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latent heat flux, a natural diagnostic variable would be a daily average or peék
value of the latent heat flux term. Another useful diagnostic variable might be
developed from the sensible heat flux or the near surface air temperature. The
Carlson model generates outpﬁt of surface fluxes and air femperature at any
specified time interval. To develop ap'_propriate diagnostic variables from these
- variables tempdral averages were computed. The choice for any variable D ,is

the following daytime averagé:

- 1 16 | A ' '
D=3 D1 ] e

The temporal average in this eqUatién represents a discrete average of the vari-
able from 10:00 am. to 400 p.m. This term is evaluated using fourteen half-
hourly data values (D, ); There are three reasons for this choice of averaging‘
technique. First, ﬂﬁxes within this time frame ‘have been demonstrated to be
essentially linear functions of f, which simplifies the statistical modeling.
Second, it is important to acéurately represent vegetation during the hours of the
day during which air temperatures ahd photochémical smog are greatest. Thifd, |
the Carlson model, as is the case with many models is less reliable during the
evening and early morning hours.

The general approach was to conduct numerous simulations with the Carl-
son model. The results were then fitted with a sfatistical model, D (m,f). Dueto
the linearity observed in ﬂux-pafameter plots, and the desired simplicity of the .
parameterization, the bmodel was choéeﬁ to be 6n1y linearly dependent upon each
parémeter. In the case of vegetative fraction, the relationship was allowed to be'
quadratic. The statistical model of the diagnostic variable was defined as fol-

lows:

D = A+B;m+Byf +Cqf2. (4.20)
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When this statistical model was applied to the case with modified values of m,
and with f set equal to zero, the following expression for a model excluding

explicit parameterization of vegetative fraction f was obtained.

D" = A,+Bim’. 4.21)
By relating m’ to m, a two parameter statistical model can be collapsed into a sin-
gle parameter model, which can then be used as an implicit parameterization of

“vegetation for the CSUMM. It is reasonable to eicpress the relationship between

the primed variable and the original variable as:
m = m+dm(f). @

Now, relating meteorological predictions for the underparameterized model to
the predictions of the fully parameterized version, the error in terms of D is
given by:

A

e=(D-D)=-B;dm+B,f +C;f2%. (4.23)

To minimize the error in this parameterization, € is set to zero resulting in an

equation for the functional form of &m :
om = —= f + -2, - 424)

This expression represents the "effective” augmentation to be applied to the

moisture availability to represent the effect of increasing vegetative cover.

In the original attempt to develop this parameterization, the statistical
model was allowed to be a higher order polynomial function of m and f. When
the error expression was set to zefo the result was a polynomial function of dm.
If the model was more than a quadratic fuhction of m, then dm would need to be

solved for through a numerical minimization algorithm for each choice of (i f).
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This defeats the original goal of simplicity. In the case where the model was a
quadratic function of m the résult was a quadratic expression for ém. While this
expressioh can be explicitly evaluated, the roots may be complex under some cir-
cumstances, and the same numerical. minimization algorithm is require'd; since a
real root méy not exist. For these reasons, the s'tatisticai model could be no more

than a linear function of m.

Since the statisticali model requires evaluaﬁoh of 4 constants, a sufficient
number of simulations waé required so that each constant could be evaluated.
Reasonablé ranges of m and f were defined: 0.01 < m < 0.30; and 0.00 < f < 0.80.
Each range was then divided into 25 equal segments and numerical simulations
were conducted for each of the resulting 625 pairs of (m,f ). Applying the above
procedure to each of 4 diagnostic variables, 625 datum points were obtained, -
each of which had an associated value of the parameters (m,f) and each diag-
nostic variable (H,E,Q,1). These diagnostic variables correspond té the tem- -
poral averages of the sensible heat flux, latent heat flux, sum of sensible and
latent heat fluxes, and the near surface air temperature, respectively. ‘Figure 4.2a
demonstrates the positive correlation between H and f. The slopé .of the best
linear fit through these computational datum points is -80.9. Figure 4.2b shows
that the corresponding slope for H vs.m is ;252.1. By dividing these two slopes
the first (primary) term in (4.25) is fdund to be dm = 0.32f . In other words, an
increase of vegetation by 10 percentage points can be modeled by an augmenta-
tion of the moisture availability.by 0.032. This result is dependent, however,
upon the choice of diagnostic vv‘a'riable for the analyéis. Figure 4.3 shows the
corresponding relationship for the latent heat flux diagnostic variable. Table 4.3
lists the results of applying the statistical model to each of the four diagnostic |

variables previously defined.
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Table 4.3: Statistical Model Parameterization Results

Diagnostic A, B, B, C, om =

H 27763 -252.14 -80.87 -5.00 | 0.32*f +0.020*2
E | 13495 . 50750 17191  6.86 | 0.34%f +0.014*f?
o) | 41258 25536  91.04  1.86 | 0.36*f +0.007*f2
T 2896 497 ° -1.02 045 | 021*f +0.091%f2 |

Note that in each case, the quadrat1c term is very small and may be neglected
Based on these results it appears that a good sunple parameterization for vegeta-
tion is to represent each 10% increase in vegetation by an increase of 0.034 in - |
moisture availability. At the same time, hoi«vever the albedo should also be
modified according to (4 18). These two modlﬁcatlons represent perhaps the
simplest method by Wthh the ﬁrst order nnphcahons of vegetatlon
modifications may be included in a meteorological model. It is not suggested
here_ that this procedure can replace a full bvegetation parametenzahon_. Instead,
it may be used as a diagnostic tool in determining the general implications of
vegetation modifications in situations where an implicit vegetation parameteriza-
tion is either not available, or difficult to implement effectively. .It shoiild also be
ernphasized that this parameterization was developed using simulations of a
| typical summer day at a specific latitude of 34° N, and may be of only marginal

_ apphcabihty in srgmﬁcantly different sxtuations

BULK LAYER PARAMETERIZATION

To evaluate the performance of the above simple statistical parameterlza- :
~ tion, a slightly modified version of the bulk-layer parameterization (BLP) dis-.
cussed by Avissar and Pielke (1989) was implemented. The parameterization
was originally'developed by Avissar and Mahrer (1988), and validated against *

measured data. In the BLP, the surface is assumed to consist of two layers, a
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vegetation layer and a soil layer.  The energy balance for the vegetation layer is

written as
Ry, +E, +H, =0, - (4.25)

where Ry, is the net radiant flux on the canopy, E, is the latent flux from the
vegetation, and H,, is the sensible flux from the canopy. The energy balance for

the soil layer contains one additional term:
i RNG + EG +.HG + SG = 0. (4.26)

- Here, S; is the ground heat flux term. In the BLP, Avissar defined the "flux tem-
perature”, which was a Weighted average betweeh the vegetétion temperature
and the ground sufface temperature. In a similar fashioﬁ a weighted value for
surface specific humidity was defined. The global values of latent and sensible
heat flux were then evaluated based on these weighted teniperature and humi-
~dity values. The same weighﬁng function Was then used to partition this global :
flux between the vegetation and the ground. The weighting function was
defined as follows: |
2LAloc v : S

o = —I—EL—AI%f—, - (4.27).
where o is the fraction of surface covered by vegetation (also referred to as f)
and LAl is the leaf area index (single surface area of leaves divided by the area
covered by vegetation).

The radiative terms were év_aluated separately, based on the equations for
reradiation w1thm the cénopy. Thése équations rely upon o rather than o’ to
partition radiative exchange. In the present study it was found that for values of
o¢ less than 0.10 the predicted vegetative temperature takes on unrealistically

low values (below 280 K). Since the predictions of the ground temperatures
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remain physical, the resulting prédi’ction of the weighted surface temperature
was within reason. The explanation for this result is that, the partitioning of
latent and sensible heat fluxes between the ground and vegetation 1s based o_h
o’ ¢ while the radiative partitioning is based on 6. As an example, when LAI=3
and of = 0.10, the value of ¢ § is 0.375. This results in 38% of the latent and sen-
sible flux coming frdm the vegetation, but ohly (on the order of) 10% of the radia-
tive flux coming into the vegetation canopy. This imbalance in energy flux
résults in a substantial cooling of the vegetation. Since the flux temperature and
humidity are also weighted by ¢’¢, the sensible and latent fluxes respond slowly
to the lowered vegetation temperature. Avissar and Pielke (1989) only presented
vegetation temperature profiles for values of 6; ranging from 0.25 to 1.00. Thus,
it is unclear whether they would havevencounteredvthe same difficulty. In order

. to subtend this problem, ¢’ f in Avissar’s scheme has been replaced with Of .

The present scheme contains one more significant modification to the Avis-

sar BLP method. Avissar defined the dimensionless relative stomatal resistance

[dsm +(dstdSm> *frfrfvfc fw]

ds’ B dsM .

, (4.28)

where Ao ahd d.y are the minimum and maximum stomatal conductance. Each
of the f; functions represent fhe influence of some environmental factor. The
functionality of fr represents the impact of solar radiation and was the only fac-
tor directly incorporated in this model. Each 6f the other factors affecting stoma-
tal conductance was assumed to be constant, amounting to a multiplicative factor
of 0.70. This value was chosen such that the model was capable of approximat-

ing test results found in Avissar and Pielke (1989).
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COMPARISON OF VEGETATION PARAMETERIZATIONS

Avissar and Pielke (1989) conducted a number of benchmark simulations
with their bulk layer pa_rameterizétion (BLP) and what they considered an
improved Subgrid-scale Surface Forcing Parameterization (SSFP). The SSFP
divided heterogeneous grid cells into n subregions of homogeneous content.
Within each sﬁbregion, the BLP was used to predict surface fluxes. The grid cell
fluxes were then determined by an érea-weighted averaging of each of the n

subregions.

The benchmark simulations developed by Avissar are used here to compare
the simple statistical parameterization and the currenf implemenfation of the
-BLP with the parameterization of Avissar. These Simulaﬁons were c:onducted' for
a dry clay-loam soil at a latitude of 37°N on July 15. Each simulation is initial- .
ized at 0600 LST and runs for at least 12 hours. The initial terhperafure of the
surface is 300K and the low level humidity is uniform (up to1km height) with a
value of 100 g kg'l. For compieté details of the initial conditions of the simula-

tidns, see Avissar and Pielke (1989).

The peak v_alués of seﬁsible and latent heat flux are given in Figure 4.4. In
terms of sensible heat flux predictions the current implementation of the BLP is
more accurate than the statist_ical parameterization (SP). It is intefesting to note,
however, that for latent heat flux predictions the SP is superior, especially for
low values of modéled vegetative cover. The BLP, having a basis in planf phy-
siology, and having been previously validated in monitoring .studiesv is con-
sidered to be superior in general, and was permanently incofporated in the

| CSUMM for use in future simulations.
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5. ANTHROPOGENIC HEATING

In an attempt to inélude anthropogenic heating in models of the urban cli-
mate some researchers (Carlson 1990) suggest adding Qy to the surface energy
balance. In reality, however, only a very small fraction of Q; goes difectly into
' the substrate. The majority of Qf' enters into the first several meters of air (eg.
exhaust cars and machinery; heat exchange by air conditioners and heat pumps;

and waste heat from other uses of electricity).

A simple 4-air layer energy balance model (SIMPLE) was developed to
investigate the importanée of accurate parameterization of Q. SIMPLE assumes
perfect mixing within each of the four air layers. The air layers are 5, 25, 50, and
500 meters high. Heat transfer coefﬁciénts between e‘ach of the air layers and
between the surface and the first air layer are specified. Transmittancés for eabh
air layer and additional parameters are specified as necessary. Ateach time Step,
the surface energy balance is evaluated followed by evaluation of the energy
transfer to each of the airnlevels. The plausibility of results from SIMPLE were
validated using data from a monitoring experiment in Sacramento California
(Saﬂc;r et al. 1992).

In order to incvestigate the impact of the choice of partitioning of Q; on tem-
perafure predictions SIMPLE was run in two contrasﬁng modes. In the first
mode all Q¢ enters the substrate directly. In the seéond mode all Q¢ enters the 5
meter high éir level directly. The results of these two cases are presented in Fig-
ure 4.5. It is evident that while the partitiohing of a moderate level of Qf has a
negligible impact on the surface temperature, it may be resf;onsible for as much-
as a half degree Celsius error in near-surface air tefnpefature predictions. As this
- figure illi.lstrates, the partitioning of Q¢ into the air instead of the soil results in a

- half degree Celsius increase in air temperature and only a very minimal decrease



111

\
in soil surface temperature. A better method, is to estimate the fraction of
anthropogenic heat that enters the substrate directly, add this fraction to the radi-

ative balance at the surface, and add the remaining anthropogenic heat diréctly |
to the air. Because the fraction of Q which enters the substrate directly is very
small, a reasonable approach is to simpiy model Qf' as a heat source term in the
first air layer of a mefeorological model. This is precisely the assumption made
in Both the sénsitivity study. of Chapter 3, and the full three-dimensional simula-

tions of the following chapter.
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CHAPTER 5
Meteorological Modeling of the Los Angeles Basin

1. INTRODUCTION

These three-dimensional meteorologicél simulations of the South Coast Air
Basin (SoCAB) were developed to address several key issues in urban meteorol-
ogy. One important aspect is the investigation of the importance of using
detailed and realistic representations of the surface characteristiés in the basin.
Air quality scientists, who use mesoscale models to provide the meteorological
inputs for photochemical models generally neglect the variability of surface
chaiacteristics within their modeling domains. The only previous study of the
Los Angeles Basin to include a detailed surface characterization was that of
Ulrickson (1992), which concluded that the impact of d‘etailed surface charac-
teristics on local wind fields and mixing heig‘hfs was minimal. Ulrickson,
neglecfed, however, to ihclude a detailed analysis of the air temperature impacts
which could be of great significance to air quality simulations and predictions of
electric utility demand implications. Furthermore, accuracy of the surface char-
acterizations used in that study was.limited by the use of Land Use and Develop-
ment Area (LUDA) data, which are heavily biased toward non-urban land-use
categories. |

Other notable numerical studies of the interaction between the urban _
environment and a sea-breeze climate include the works of Yoshikado (1990,
1992), and Yoshikado and Kondo (1989) which focused on the Tokyo bay. This

present study expands upon Ulrickson’s work by using an improved
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specification of surface land use. In addition, the necessary temperature analysis
is conducted, resulting in a useful discussion of air quality and energy use unph-

cations associated with a heterogeneous surface.

The sensitivity study described in Chapter 3 was useful as a scoping tool,
since it investigated the general impact of various surface characteristic
modifications on local meteorological flow. TWo-dimensional simulations are so
computationally inexpensive that investigation of over twenty different scenarios
was reasonable. Although these simulations produced useful and interesting
results, one must question tne applicabilify of such idealized simulations to the
study of the‘ actual meteorology in a three-dimensional domain. The two-
dimensional simulations are likely to over-estimate the impacts of surface varia-
bility since in three dimensions there is an increase in terrain-induced mixing,'
and an addition of a third direction for diffusion. Also, the two-dimensional
study was idealized in that it specif.ied minimal geostrophic wind speeds. In the
presence of a realistic synoptic flow, the signature of snrface variability will be
diffused further. For,these reasons, full three-dimensional simulations are neces-

sary to develop a realistic understanding of surface influences.

The three-dimensional simulations were conducted in several parts. First, a
homogeneous surface base case was developed to approximate the present state
of meteorological modeling used by air quality scientists. This case makes use of
the homogeneous surface assumption and domain-wide constant values of each
surface characteristic. Improvements were then made to this case and a new
heterogeneous case was developed using an improved\land-use-based characteri-
zation of the urban surface. Anthropogenic heat release was then added to this

. case resulting in a final base case which represents a best estimate of the current

state of the Los Angeles Basin. The next phase of meteorological simulation
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involved development and hhpleméntation of surface modification cases. The
two types of modifications investigated are albedo and vegetation. These |
- modifications are applied separately and also in combination, using two different
modification levels; moderate and high. The results of these simulations are dis-
cussed in terms of their ability to cool the urban environment and reduce the‘
production of photochemical smog. A discussion of the modified wind fields is

also included to explain the impact on advection and diffusion of pollutants.

The computational domain for these simulations is illustrated in Figure 5.1a.
The domain of interest for air quality modelers is the Los Ahgeles Basin and the
San Fernando Valley. The Los Angeles basin is typically divided into a western
and eastern portion, separated by the Puente hills and Santa Ana mountains.
The Basin is enclosed by the San Gabriel mountains to the north, the San Berhar-
dino mountains to the north-east, the San Jacinto mountains to the east, and the
ocean to the west. There are sevgfal major routes through which the sea breeze
and synoptic-scale flow exits the basih; the Banning Pass in the east, and the

Cajon and Newhall passes in the north.

The modeling domain spans 325 km in the east-west direction and 200 km
in the north-south direction (65,000 sq. km). This domain is located m zone 11 of
the standard Universal Transverse Mercator (UTM) geographical positioning .
system. The computational grid uses 22 variébly spaced vertical levels extending
from the surface to 9000 m (" the tropopéuse). While the horizontal domain
extends well beyond the extent of the basin, it should be emphasized that results
near the non-ocean boundaries are particularly unreliable due to boundafy
effects. Simulations have demonstrated thaf the southwestern boundary, com-
posed of ocean-filled grid cells, is much less subject to edge effects. This is prob-

ably a result of the homogeneous, flat nature of these areas, and the fact that they
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contain ocean with a specified constant surface temperature boundary condition.

The geographic focus for analysis purposes is limited to the Los Angeles
Basin and San Fernando Valley. For this reason, an analysis subdomain has been
defined for presentation of simulation results. This .subdomain, presented in Fig-
.ure 5.1b, covers 15,000 sq. km, eXtending from UTM coordinates (350,3700) to
(500,3800) encompassing 23% of the entire computational domain. This region
consists of the western basin containing Los Angeles and Anaheim; the eastern
basin with Riverside and San Bernardino; and the San Fernando Valley contain-
ing Van Nuys and Burbank. The model results in this reduced-size .domain are

believed to be more robust as they are free from domain edge effects.

The geostrophic winds were taken from sounding data obtained from the
Los Angeles airport at 4:00 a.m. on August 28, 1987. This particular soundir\g
profile represents a fairly caIrn_ pre-dawn situation. It should be emphasized that
synéptic flow patterns can greatly influence the impact of surface characteristics
on mesoscale meteorology, with the surface s.ignature. being most prevalent
~ under synoptically calm conditions. These are also the conditions which result in
the most significant air quality problems and the higﬁest energy demand. It is
therefore appropriate to conduct these simulations subject to this mild, but realis- |
tic level of geostrophic forcing. The neceSsary initialization profiles of tempera-
ture and humidity were also taken from the August 28 data set. These initializa-
tion profiles, presented in Table 5.1, are representative of a typical pre-dawn
stable situatiorl in the L.A. basin with a thermal inversion at roughly 800 m. The
model requires specification of addmonal parameters including lahtude and
Julian Day (day of the year, 1-365). The latitude of the basin, used to calculate
solar angles, is 34°. The day chosen for all of the simulations in this research was

August 28, Julian Day 240.
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Table 5.1: Initial domain-wide sounding profiles

Altitude Air ' Spedific Wind Wind
(m) Temperature (K) - Humidity - Direction Speed (m/s)
5 289.4 0130 352.0 2.00
30 289.5 0130 3520 212
100 289.2 .0130 3370 130
200 2893 © 0126 0.0 050
300. 1290.0 0118 450 0.57
400 2923 0108 128.0 114
500 - 2946 -.0092 90.0 2.60
600. 295.8 .0082 75.0 342
700. . 2984 - 0074 490 3.47
. 800. 299.6 .0060 630 - 394
1000. 2992 © 0050 1460 0.2
1200. 297.0 ' 0050 580 0.94
1500. 2033 .0050 22.0 2.15
2000. 2886 .0048 - 85.0 251
2600. 2831 . .0045. 110.0 5.31
3200. 2781 .0030 9.0 7.00
4000. 2731 0020 96.0 10.06
5000. 266.8 0015 1110 4.40 -
6000. 2606 - . .0008 1980  0.63
7000. 2543 0005 - 2410 3.54
8000. 2481 - .0005 241.0 3.00
9000. 2418 0005 - 2410 3.00

The analysis of the simulation results includes a number of data presenta-
tion techniques. The results for several impoi‘taﬁt caség are analyzed in detaﬂ at
specific simulationt'uﬁes: 1000, and 1500 Local Standard Time (LST). The results
at 1000 LST are useful for understanding the formation of photoch_emic_al smog
.Whereas the af'terhoon results are -useful in térms of understanding the pdtential
impacts of suf_face characteristics on peak energy demand. In addiﬁoﬁ, diurnal
| profiles of metéorological Variabiés are analyzed at the grid cells-correspo'nding
to representative sites in the we/stem basin, eastern basin, and San Fernando Vél-

ley. These three sites are Los Angeles (City Hall), Riverside (Parkview vHospital),
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and Burbank (airport). The exact location being considered is specified since

each city actually overlaps several surface grid cells.

The city of Los Angeles is the major focus of this study. City Hall is located
at UTM coordinates (385.5,3769) near the intersection of Inters_tate 101 and the
Harbor Freeway (11), and is roughly 20 km inland from the coast. Profiles of
prognostic variables for Los Angeles are o.fr particular interest sinc_fé this is a loca-
tion with a large population density, fesulting,ih high energy demand and a
significant air pollution problem. In addition, Los Angeles is relatively close to
the coast, such that modiﬁcationé in the sea breeze may result in significant

- meteorological impacts.

The city of Riverside, UTM coordinates (459.5,3753), is located roughly 75 |
km to the east and 15 km south of Los Angeles, and over 50 km from the coast.
- Riverside is an important location, since it has historically been a location of very
poof air quality. Unlike Los Angéles, Riverside is sufficiently far inland that the
penetration of the sea breeze has only minimal impact on its local meteorology

late in the day.

Burbank, located at UTM coordinates (362.5,3786) is in the San Fernando
Valley, approximatély 25 km northwest of Los Angeles. This was chosen as the
third analysis location since it is a heaﬂy povpul'ated area located in the

northwestern extreme of the SoOCAB.

Diurnal proﬁles of the prognostic and diagnostic variables at these sites are
useful in two ways. First, they démonstrate the development of the
mesometeorology over the course of the day, identifying the times of da}(r most
'affected by the various surface .modiﬁcations. In addition, comparison of the
diurnal profiles at different sites clarifies the role bf geographical location (dis-

tance from the coast and position relative to mountains) in determination of the
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meteorological.impacts of surface modiﬁcations. Finally, it is impbrtant to iden-
tify meteorological impacts in representative sites in the western basin, eastern
basin, and San Fernando Valley, so that a realistic understanding of the rélatiori-
- ship between urban surface characteristics and urban climate may be developed

for highly populated regions.

2. HOMOGENEOUS SURFACE CASE

The homogeneous surface case was developed to represent the level at
which air quality scientists currently model thé méieorology in the SoCAB. This
.cése is virttially the simplest level at which one can conduct a three-dimensional
simulation. The only detailed surface data provided to the model are the land-
water interface (coastline), and the topographical height of each grid céu..
Throughout the land portion of the computational domain, all surface charéé-v
teristics (albedo, roughness, moisture, and substrate properties) remain cohstant
at representative default values. These values were bésed on data found in vari-
© ous sources (Hjelmfelt, 1982; and Oke, 1987), and are summérized in Table 5.2.

\

Table 5.2: Surface characteristics for the homogeneous surface case

| Surface Properties o -Substrate Properties:
albedo 0.16 || specific heat capacity (J g'1 K'l) 1.34
roughness length (m) 0.19 || density (g cm'3) . 1.94
moisture availability ~ 0.11 | thermal diffusivity (cm2s'Y) = 0.0036
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2.1. Wind Speed Vectors

Because of the relatively mild 'spéciﬁed geostrophic forcing, the wind
profiles observed in the simulation results are due primarily to influences from
surface topography, surface characteristiés, and the generation of a coastal sea-
breeze. In this particular case the homogeneous surface assumption is associated
with domain-wide constant values for each surface characteristic. Thus, the gén-

erated circulations are entirely due to sea breeze and topographical effects.

The wind profile in the basin Subdofnain at 1000 LST is beginning to -
develop, as presénted in the vector plot of Figui'e 5.2a. There is a peak velocity of
64ms blowing south over the San Gabriel mountains. It is suspected that the
hydrostatic assumption, which is an integral part of the CSUMM model formula-
tioh, exaggerates mountain-valley flow patterns. Off the coast a moderately.
strong soutlﬁ-wesferly flow is essentially perpendicular to the coastline. So, while
the strongest cii'culaﬁons are associated with topographical effects, a sea breeze

is clearly developing. Also of note is a mild recirculation zone in the wake of

Santa Catalina island in the south-western corner of the analysis domain.

The coastal flow develops over the course of the day, resulting in aiprom-,
inent sea breeze and well—developed mesoscale circulation, Figure 5.2b. In the
late aftembon, thé peak velocity in this ddmain has increased to 6.8 m s'l, and
the strength of the flow throughout the basin has increased substantially. In con-
trast to results earlier in the day, the eastern basin is starting to éxperience much

| stronger surface-generated westerly winds. These winds are strongest in the
eastern basin in the vicinity of Riverside and San Bernardino. The timing and
extent of this sea-breeze circulation are important since the sea breeze plays an
iinportant role in the mixing and transport of pollutants. The sea breeze is also

very important as it provides a source of cool ocean air for replenishing the air in
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the polluted basin.

2.2. Air Temperature Contours

‘ Temperature contours for this homogeneous case are relatively parallel to
the coastline and topographic featureé, with deviation from this shape increasing -
| with distance inland. At 1000 LST the temperature corltours, Figure 5.3a; indicate
that the entire basin rs relatively cool, below 25°C. North and eaéf of the basin
the inland air is warmer with a temperature range of 25 to 30°C. Later in the day,
as illustrated in Figure 5.3b, temperatures over the entire basin are in the 25 to
30°C range. While Burbank, Los Angeles, and Anaheim are at roughly .26°C,
Claremont and Riverside, being further removed from the sea breeze are several
~ degrees warmer. These figures are instructive as they ideritify the large tempera-
ture swings in the basin which result solely from sea breeze and topographical

effects.

2.3. Diurnal Temperature and PBL Height Profiles

~ Diurnal ternperature profiles at 3 locations in the basin are presented m Fig-
ure 5.4a. Los Angeles and Burbank are cooler than Riverside by roughly 2°C
throughout the morning hours, and in the afternoon Los Angeles -is cooler than
Riverside and Burbank by almost 3 and 1.5°C respectively. The temperature of
Los Angeles peaks earliest at about 1400 LST, and Riverside and Burbank both
peak around 1500 or 1600 LST. Los Angeies is the coolest of the cities since it is
nearest the coast and most affected by the sea breeze. Results presented later in
this chapter indicate that surface characteristic variability produces temperature

swings large enough to compete with the sea-breeze effect.
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| Figiue 5.4b presents the diurnal diagnosed planetary boundary layer (PBL)
height for these cities. Since the PBL height is diagnosed based on levels of tur-
bulent kinetic'energy the result is.a non-smooth function of tirhe.- For each 6f the
three analysis cities the PBL height peaks in the mid-afternoon. The PBL height
above Los Angeles is consistently 100. to 200 m higher than for Burbank or River-

side, probably due to the strong sea breeze over Los Angeles.

2.4. Vertical Structure of Winds and Temperatures

The vertical structure bof the sea breeze ﬂo.w through Los Angeies is illus-
trated in Figure 55 This ﬁgure is a side view of the basin with the ocean to the
west (left) and downtown Los Angeles located at x= 385.5. The lowest contour
.repreSents the surface topography which is greatly exaggerated due to the differ-
ing horizontal and vertical scales. The vertical velocity compohent is Ihultiplied
by a factor of 10 in th15 and ail subsequent vertical cross-section piots for presen-

1 occur at

~ tation purposes. In the morning the peak wind speeds of 4.0 m s
‘elevatior.ls between 400 ahd 800 m. In the aftemeon, however, the peak win'd_s
are adjacent to the surface. This shift in the vertical location of the peak winds is
likely due to the increased influence of the .surface‘characteristics in the after-

noon, as the surface heats up. The magnitude of the sea breeze has increased

1

substantially in the afternoon to a peak value of 74 ms™. A nominal transpoﬁ

1 corresponds to 18 km h'l. Since the sea breeze is relatively

speed of 5 m s~
small until about 1000 LST, Los Angeles should feel the effects of this flow by
1100 LST, compared with Riverside which is not exposed to the sea breeze until

‘about three hours later.
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3. UTZ HETEROGENEOUS SURFACE CASE

.

The next level of sophistication in modeling the SoCAB is to use an approxi-
‘mation of the actual distribution of the vaﬁous surface characteristics throughout
the computational domain. This approxiinaﬁon has been made using an Urban
Terrain Zone (UTZ) data base which specifies the distribution of land-use in each

of the 5 km grid cells As explamed in Chapter 4, representatlve values of sur-
face characteristics were assigned to each terrain type. In order to calculate an
aggregated value of a given surface characteristic in a grid cell, the area-
weighted average of the terrain-type values was used. Table 5.3 summarizes the
ranges and averages of the characteristic values used in this heterogeneous sur-

face case.

Table 5.3: Surface characteristics for the heterogeneous surface case

Parameter A\}erage High Low
_ Surface Properties
albedo . 0.16 0.20 0.14
roughness - 017 . 1.00 0.05
moisture ' 0.10 0.24 0.01
Substrate Properties: _

specific heat capacity (J g'1 K'l) 1.34 1.76 1.00

| density (g cm™) 190 229 152
fhermal diffusivity (cmzs'l) . 0.0040  0.0057 0.0026

During initial simulations, the default values used in the homogeneous sur-
face case were tuned so that they closely matched the average values of this
heterogeneous case. Thus, the two cases can be compared, revealing the

meteorological irnpaets of the homogeneous surface assumption.
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A similar listing of surface and substrate properties is given in Table 5.4 for
the values at the specific grid cells correspondmg to the analys1s cities of River-
 side, Burbank, and Los Angeles. '

Table 5.4: Surface characteristics for specific cities

Parameter v | Domain Avg. Riverside Burbank Los Angeles
Surface Properties '

albedo o 0160 0.168 0152 0153

' | roughness - 0170 . 0304 . 0339 0.446
moisture 0.100 0.102 . 0.138 0.053

Substrate Properties:

specific heat capacity (J g'l Kl 1.34 1.30 1.34 1.13
density (g cm™) 190 ° 173 199 - 163
thermal diffusivity (cm?s™1) 0.0040 0.0038  0.0031 0.0039

The albedo for each of these cities is very'cloée to the domain-wide average
value of 0.16. As would be expected, the roughness of Los Angeles is the highest
of these cities and all three urban locations have roughnerss values substantially
above the domain average. Also of no great sufprise is the fact that Burbank and
Riverside have higher moisture availability than Los Angeies The substrate pro-
perties, however, do not vary significantly enough among these locations to be of

much consequence

3.1. Wind Speed and Temperature Differences

Figme 5.6a illustrates the subdomain horizontal flow field for the base case
simulation at 1500 LST. This 'ﬁgl;re is a vector difference between the hetero-
- geneous and homogeneous case winds. .Th‘e peak velocity difference is 2.9 m s,
The general character _of the flow fields are similar, with Se\?efal notable differ-

ences: the coastal breeze vappears to be enhanced slightly in this heterogeneous
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- .case; flow in the western basin is shifted north; and flow in the southern portion

of the eastern basin is deflected south by a significant amount.

Evidence of an urban "heat island" would be difficult to isolate because of
the sprawling nature of Los Angeles. Figure 5.6b, however, lprovides some evi-
dence of this effect. This plot is the 1500 LST temper'ature difference between 'the
~ heterogeneous and homogeneous cases. "Each solid contour line .repres_ents a
region where the‘ _heterogeneous case is 0.5 °C warmer than the homogeneous
case. The dashed lines represent regions where the heterogeneous case is cooler.
The homogeneous 'surface assumption thus results in an underestirnation of
urhan. air temperatures in excess of 1°C throughout the western basin. This
~ homogeneous assumption therefore misses the heat island effect which results

from surface characteristic vériability.

,. 3. 2 Diurnal Temperatures and PBL Helghts

The diurnal profiles of air temperature and PBL height are shown in Flgure
5.7 for the three analysis cities. In the morning, Los Angeles is consistently
warmer by roughly 1°C, but by 1400 LST both Burbank and Riverside are
warmer than Los Angeles. This result is in contrast to Flgure 5.4a which indi-
cated that R1vers1de was warmest throughout most of the day for the homogene-
ous case. The change in temperature profiles can be traced to changes in surface
characteristics in the heterdgeneous case. In this case the albedo and moisture
availability of Los Angeles are sighiﬁcanﬂy lewer than for Riverside (see Ta.ble,
5.4). The surface characteristic impect on PBL height is illustrated in Figure 5.7b.
GWhj'le the PBL height for River_side and Burbank have remained relatively |
unchanged from the homogeneous case, the PBL height over Los Angeles has

increased by about 100 m. This has important consequences in predictions of
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pho_tochemical smog concentrations. Because the PBL height is directly related -
to pollutant concentrations, a higher PBL will result in lower concentrations of
photochemical precursors and a concomitant lowering predicted smog levels. To
the first order the error in L.A. smog predictions resulting from the homogene-
ous sui'face assumption would be (100 m)/(600 ﬁ\) or about 15%. This estimate
uses the simplifying assumptions that precursor concentrations are proportional
to the volume of the mixed layer, and that photochemical srﬁog levels are pro-

~ portional to precursor concentrations.

4. ANTHROPOGENIC HEATING CASE

‘The previous cases ignore the presence of anthropogenic heaﬁng in the
highly urbanized Los Angeles Basin. Since two-dimensional simulations have
indicated that anthropogenic heatingmay result in noticeably elevated air tem-
peratures, this simulation ‘case was developed to.investigatel the implications of
anthropogenic heat release in a three-dimensional dorhain. This case is identical
to the heterogeneous base case, except that an anthropogenic heat source term
has been added to the energy balance lof the near-surface air. The profile shape
and magnitude are given in Chapter 4. This case is the most accurate feprésenta-
tion of the current physical characteristics of Los Angeles, and is used as the
departure point for the mitigation scenarios of the following section. All subse-
quent comparisons will refer back to this case as the base case.

Compaﬁng wind profiles and mixing heights between this Base case vand the
previous heterogeneous case, no significant differences were found, and so a
detailed discussion of these profiles is not warranted. Figure 5.8a shows the
wind vector difference at 1500 LST between the heterogeneous case with anthro-

pogenic heating and without anthropogenic heating. The impact on wind speeds
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is fairly small, not exceeding 0.8 m s1. ‘The air temperature differences associ-
ated with this base case were also quite small. Figure 5.8b is the corresponding
temperature difference plot. The most significant temperature impacts of 0.25°C
occur easf of Los Angeles and in tﬁe_ San Fernando valley. The sea breeze is
responsible for advecting this air temperature impact inland. Thus, earlier in the
day, the peak effect was found to be centered further west over the city of Los
Angeles. While inclusion of a_nthropbgenic heating has a minimal effect on the
meteorology, it is worth including since it improves our ability to model this
domain and idenﬁfy the heat island. In addition, a 0.25°C change in air tempéra-
ture is significant when compared with the other temperature impacts in this
study. Furthermore, future extensions of this work may include wintertime
simulations with elevated levels of anthropogenic heating. . Under such condi-
tions, the inclusion of the anthi'opdgenic h'eating.term may become quite impor-

tant.

5. MITIGATION SCENARIO DEVELOPMENT

An important driving force for this research was the interest in determining
thé potential for active mitigation of urban pollution and heat island problems
through implementation of programs and pohdes which seek to modify the
existing urban surface in a positive ;Aray. Two examples of mitigation schemes
are urban tree planting and urban lightening (high albedo) programs. The fol-
lowing sections describe the development of some pfototypical mitigaﬁon ,
schemes, and the resulting meteorological modiﬁéations and air quality implica-
tions based on three-dimensional simulations. Evaluation of these rrﬁtigation
schemes will completely bypass the issue of implementation, which is left for

other researchers to investigate.
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Developing mitigation scenarios fof these simulations consisted of three
steps. First was the identification of grid cells in the computational domain
‘which could be 'realisticallyr modified. It was then determined which of these
- cells had the need or potential for modification. Finally, the extent to which each

cell could be modified was determined.

The domain consists of 65 grids in the east-west direction and 40 grids in the
north-south direction, corresponding to 2600 surface grid cells. It would be inap-
propriate to assume that a mitigation scheme would be able to alter all of these
grid cells, many of which are covered with ocean, desert, or forest. Therefpre, the
following method was used for filtering these 2600 grid cells to- obtéini two
smaller sets of gnd cells. One set was designated for vegetative modification,
and the other was subject to albecio modifications. It is important to note that
these two sets could be identical or may simply overlap, depending upon the
rules applied to the ﬁltering of grid cells for each mitigation strategy. The poten-
tial for albedo modification is highest in the urban core and high-density residen- |
tial areas where artificial surfaces may be readily painted or resurfaced with
lighter colors. The potential for vegetation modification, on the other hand is
largest in sparsely built residential and commercial areas where large regioﬁs of
bare soil may be used for tree planting programs. In both cases, natural areas afe

unlikely candidates for modification.

Natural areas were defined as grid cells which contain less than 20% urban-
ized land use. This was accomplished using the information in the gridded
urban terrain zone data base as discussed previously. These grid cells were then
eliminated from conéideration. Thus, desert, ocean, forest, and other natural _
areas were not considered for either albedo or vegetation mo&iﬁcation. The

result was 394 grid cells which were left to be considered for albedo and/or
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vegetation modifications.

It was then determined which of the remaining grid cells would benefit
frém albedo and tree planting schemes. The current albedo of each grid cell was
calculated using the urban terrain zone data base and existing data relating each
terrain zone to a typical albedo value. vA threshold albedo was determined above -
which, a grid cell would not be modified. Specifically, if a grid cell had a pre-
existing albedo above 0.20 it was not considered for albedo'modiﬁcation. This
restriction was imposed because it is unlikely that such a program (with its asso-
ciated costs) would be implemented. in a region where the potential improve-
ment is not large. Since no l_and-use' is assigned an albedo above 0.20, however,

there were no cells which were excluded based on this criterion.

The approach used in developing vegetation mitigaﬁon cases Was slightly
different. Rather than using the rough estimate of the existing vegetative cover |
" of each grid cell, it was assumed that célls which contained residential or
commercially-developed land would be candidates for varying levels of tree
planting. Thus, each of the 394 cells would be assigned a given value of vegeta-

tion augmentation which would depend upon the makeup of each cell. -

The final step in developing mitigation schemes was to determine the extent
to which the remaining grid cells could be modified. For albedo, this issue was
addressed by Martien et al. (1989) and Bretz et al. (1992) in ani attempf to evaluate
the potential for incréasing the albedo of Sacramento, California. Data presen_téd
by Bretz show that the urban fabric of Sacramento consists of 28% rooftop, 16%
street, 14% éther impervious surfaces (including parking lots), and 42%
vegetated and bare soil areas. With this makeup and existing high-albedo roof
coatings and paving materials Martien postulates that the albedo of Sacramento

could be increased by 0.15. ‘While Los Angeles and Sacramento have distinct
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differences, it is likely that L.A. consists of a higher percentage of impervious
paved surfaces, and a higher density of housing, suggesting that the potential
albedo modification for L.A. may actually be much higher thén 0.15. The fifst
albedo modification scheme which was implemented in simulations used a con-
servative approach. It was assumed that each grid cell could have its albedo
increased by up to 0.15 multiplied by the fraction of that cell which was com-
posed of developed land. The resulting geographical distribution of albedo
" modification is concentrated in and around downtown Los Angeles as depicted
in Figure 5.9a. Note that of the 2600 grid cells in the domain, only 394 have been
marked for albedo modification. Since these cellé are concentrated in downtown
Los Angeles and} along the coast, their impact on the basin’s meteorology should
be significant. Although the mean of the albedo modification is 0.082, the major-
ity of the modified cells had their albedo modified by less than 0.05 or more than
0.10. The average modification, considering all 2600 surface cells of the domain
is only 0.012.

In order to assign appropﬁate levels of vegetative cover augmentation to
each grid cell a baseline level représenting a reasonable tree-planting program
was needed. While it would be incorrect to assume that theré is the same distri-
bution of surfaces in Los Angeles and Sacramento, this is a good point qf depar- -
ture. While Sacramento contains 42% permeable surfaces one rhigﬂt expect Los
Angeles to have less; assume 30%. Furthermore, if one assumes that roughly half
of this urban land is already covered with vegetation, or not conducive to vegeta-
tion, 15% of the developed Los Angeles Basin should be amenable to tree plant-
ing. Clearly, however, certain land-use types are more accommodating to tree
planting than ofhers. This baseline value ‘is therefore attenuated by 20% for

close-packed housing, the city core, and administrative land uses. Furthermore,
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t}ﬁs number is attenuated by 50% for the desert suburban land use due to the
difficulty in caring for vegetation in such a dry region. So in general, developed
land in the basin can be modified by increasing the vegetative fraction by a nomi-
nal 0.15. Using this sh‘ateg&, the average vegetation fraction increase for the 394
modified cells is 0.07. The averége modification, EOnsideﬁng all 2600 cells of the
domain, however, is or{ly 0.01. The distribution of the vegetation modiﬁcation is-
shown in Figure 5.9b. Note that the distributions of albedo and vegetation
‘modification are very sﬁnilar, resulting from their similar land-use-based

development.
' )

The above approach was used to develbp a series of albedo and vegetation
mitigation schemes for simulation. S_péciﬁcally, "moderate’, "ex'treme"', "com-
bined que_rate", and "combined _eXtreme" scenarios were developed. In .the
"moderate" level of modification albedo or vegetation fraction are both increased

by up to 0.15 within a single grid cell. In the "extreme" level, the modification is
doubled to 0.30. Resulté for.the moderate, extreme, and combined scénarios are
-preseﬁted in the following séction. Table 5.5 summarizes the albedo and vegeta-

tion modifications made in these scenarios.
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Table 5.5: Albedo and vegetation values before and after modification

Case ’ " Domain Avg. Riverside Burbank Los Angeles
ALBEDO ’
Heterogeneous Base Case 0.160 0.168 0.152 0.153
Moderate Modification - 0.176 - 0269 - 0.19% 0.291
Extreme Modification 0.192 0.370 0.240 0.429
, VEGETATION _ :
Heterogeneous Base Case 0.158 0.192 0170 0.065
Moderate Modification 0172. 0.279 0.208 0.189
Extreme Modification .|  0.186 0.366 0.246 0.313

6. MODERATE LEVEL MODIFICATION RESULTS

6.1. Wind Profile Differences

Application of eithef the mederate albedo or vegetation scenarios resulted

in notable wind speed impacts. Figure 5.10 illustrates the wind vector differ-

“ences between the (a) moderate albedo and (b) moderate vegetation cases rela-
tive to the base case simulation at 1000 LST. At the coast the sea breeze is weak-

ened substantially in the albedo case end less so in the végetation case. The wind

speed impact in both cases is primarily along the Long Beaeh. coast. The sea

breeze .ﬂow _varound Claremont, UTM coordinetes (434.5,3773), is actually

strengthened. The magnitude of the peak impact is 0.47 and 0.37 m 51

respec-
| tively for the albedo and vegetation cases. Noting that the peak 1000 LST wind -
speed for the base case was '5;4 m s'l, these values correspond to an aPproxixhate E
reduction in the sea breeze by 9 and 7%. The _strengthening of the sea breeze in
the Claremont area and weakening of the sea breeze near the coast may

correspond to the effect that cooling Los Angeles has on buoyant flow, the cooled

air is denser resulting in a down-flow (or reduced up-flow) over the city. To
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conserve mass, air exits this region radially. This is evident in this figure, where

the flow is superimposed over the baseline westerly sea breeze.

Figure 5.11 is the corresponding plof for 1500 LST. By this time in the after-
noon, the effeet of these moderate level modification schemes is quite significant
throughout the analysis _domain. The general result is a slowing oflthe' sea

| breeze, depicted by difference vectors which point to the south-west.l The peak
wind speed at this time. in the bese case was 7.3 'm s'_l. The moderate albedo

1

| modification slows the sea breeze by up to 1.23 m s *, or nominally by 17%. -The

moderate vegetetion modification has a less significant impact of 0.87 m s'l, ora

_ nofninal reduction of 12%.

6.2. PBL Height Differences.

The diurnal profile of PBL height reductions produced by these
modifications has a noisy signal. General trends, however, are evident as shown
in Figure 5.12. This figure displays the PBL height depression for Rivefside, Los
Angeles, and Burbank for bofh the (a) albedo and (b) vegetation cases relative to
the base case. The albedo case results in PBL height depressions on the order of |

50 m, while the vegetation case impact is on the order of 25 m. With the excep-
| tion of Riverside at 0900 LST under the albedo modification, the PBL height is
consistently lowered by the application of either of these modification scenarios.
This is due to the fact that the cooler surface resulting froni these scenarios pro-
duces less vertical motion in the atfnosphere. Thus, the boundary layer height is
reduced. As discussed previously, tlﬁs reduction in the PBL height may provide
‘a mechanism for increased levels of smog and ether pollutants since the effective
volume for mixing of surface emissions is reduced.

Ve
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6.3. Temperature Differences

The air temperature effects resulting from application of these mitigation
strategies are of particular importance since they are related to both the issues of
energy use and air quality. It was shown in Chapter 1 th& reducing air tempera-
tures in the Los Angeles Basin by 1°C for one hour is equivalent to more than
$50,000 in saved energy. This number should be considered as the following
tempefatﬁre results are presented. Figure 5.13 presents air temperature differ-
ences between the moderate modification cases and the base case at 1000 LST.
Each éontour represents a 0.25°C difference, indicating that the albedo
modification is responsible for more than 0.25°C cooling throughout the ba§in,
with a peak impact of 1°C in a.small (775 kmz) region of eastern Los Angeles.
The corresponding impact for the vegetation case is shown to bé much smalier,

exceeding 0.25°C primarily in the western basin and San Fernando valley.

Figure 5.14 presents the same data for 1500 LST. Here the contour 1evels are
0.5°C. At this afte_rnoon hour, the temperature impacts are much more
significant. The albedo case cools most of the ;l)asin by more than 1°C and a

significant area including L.A., Burbank, and Claremont is cooled by nearly
1.5°C. Again, the vegetation case produ‘ées less significant resﬁlts.» The peak
- vegetation impact of nearly 1.5°C occurs in eastern Los Angeles and the north-

western San Fernando valley.

Tﬁe diurnal temperature differences between these cases and the base case
reveal an interesting effect. Figure 5.15 presents these profiles for Riverside, Los
Angeles, and Burbank. The albedo plot, (a), indicétes that the peak temperature
‘effect of 1.6°C occurs in Los Angeles around noon. The peak impact for River-
side and Burbank, however, is delayed until about 1500 LST. In the vegetation

. case of (b), the peak effect in Los Angeles of 1.4°C also precedes the peak effect in



139

Rive_réide and Burbank. The température in Riverside peaks latest in the day in
both cases. Since Los Angeles is nearest the coast it is the first of these cities to
éxperience the sea breeze, which has the tendency of smoothing out any surface-
induced meteqrological effects. Thus, | since Riverside is furthest inland, the

impact of the surface modifications remains strong later in the day.

6.4. Vertical Structure Differences

It is important to analyze the vertical structure of the meteorological impacts
‘'so that a true assessment of the potential air quality impacts can i)e made. In
terms of energy use, the near-surface air temperature is most important. Photo- |
chemical reactions, on the other hand, take place throughout the vertical extent
of the lower troposphere. Thus,. the vertical depth of tempéreiture modifications,
is as important as their magnitude. Figure 5.16 presents the vertical cross-section
of the velocity vector differences and temperature differences between the
moderate modification cases and the base case at 1500 LST. This cross-section
¢uts through downtown Los Ahgeles which is _ldcated ét‘ x=385.5. The lowest
contour is the topdgraphy, and each additional contour represents a 0.5°C air
temperature difference. The solid contours represent regions where the rrtiﬁga—
tion cases cool the air relative to fhe base -case.v The dashed contours are regions
where the mitigation cases have actually warmed the air. This figure indicates
that the air heai the surface is cooled whereas a small vOlume of air at higher
elevations is actuaﬂy warmed. This dichotomy can be explained by two compet-
ing mechanisms. Both modifications result in a reduced heating load on the air
near tile surface. This effect is transmitted vertically through convective and dif-
fusive transport. This is the mechanism responsible for cooling the air near the

surface. But, because the surface is cooled, the driving force for the generated



140

sea breeze is reduced and Wind speeds .are slowed by up to 2.8 and 2.2 m s for
the albedo and vegetation case respectively. The afternooh wind speed reduc-
tion is largest at elévations in the 400 to 800 m range. Near the surface this wind
speed reduction is also significant but only about a quarter as large. This is the
warming' inechanism since the reduction in the sea breeze results in generally
warmer air over land as less of the cool ocean air is allowed to ventilate the basin.
Near the surface the energy balance effect dominates, and aloft the sea breeze
effect dominates. Since the volume of air which_is warmed is much smaller than
the volume which is cooled, the net temperature effect on the rate of photochemi-
cal smog formation should still result in reduced concentrations. In addition,
since the temperature-sensitive emissions occur at the surface, there is little. ques-
tion that in the summer fhese mitigation strategies will résult in reduced emis-

sions.

7. EXTREME LEVEL MODIFICATION RESULTS

The extreme level modifications produced meteorological impacts with the
same characteristics as the moderate level cases. Althoﬁgh climate processes are
governéd by non-linear equations, the meteorological impacts from these simula-
tions scaled in an approximately linear fashion between the moderate and
extreme cases. Since the extreme level modifications were exactly double the
moderate level, the resulting meteorological impacts were a factor of two more

intense in the extreme modification cases.
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7.1. PBL Height Differences

Figure 5.17 presents the PBL height differences between the extreme
rhodiﬁcation cases .and the base case for the threé analysis' cities. The albedo case
resulted in PBL height depressions on the order of 100 m for all 3 cities. In the
vegetatioh case the PBL was depressed by as much as 90 m over Los Angeles at
1300 LST. Riverside and Burbank, however, experience peak PBL depressions on

the order of 50 m.

7.2. Temperature Differences

Figure 5.18 presents the air temperafure depressions resulting from the
extreme modification cases. As was the case with the moderate modifications,
Los Angeles expeﬁences the largest temperature depression of 3.4 and 2.2°C for

the albedo and vegetation scenarios respectively.- These temperature impacts are
roughly twice those found in the moderate modification cases, indicating that the
temperature impact of _inc'reasirig albédo or vegetation is also approximately a

linear function of the modification level.

8. COMBINED MODIFICATION RESULTS

- Figure 5.19 preéents the air temperature depressions resulting from the (@)
combined moderate and (b) combined extreme modification cases. The tempera-
tﬁre impact of these combined schemes is actually larger than thé addition of the
individual impacts. In the combined Amoderate case, for example, Los Angelesis .
‘cooled by 3.6°C compared with 1.6 and 1.4°C for the individually applied |
moderate albedo and vegetation cases. If the impacts were simply additive, one
would expect a combined moderate case;temperaturé depression of only 30°C.

The actual depressiofl was larger‘ than expected by 20%. Similarly, the combined
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| exfreme case resulted in a témperaturé reduction of 6.0°C comi)ared with-3.4 and
2.2°C for the individually applied extreme albedo and Vegetation cases. Thus,
the combined application of vegetation and albedo modification strategies
appears to have a \slightly'synergistic effect in terms of air temperature. It should
be emphasized that this apparent effect is likely the result of the city of Los

Angeles benefiting, not only from local modifications, but from modifications in

nearby communities.

9. SUMMARY

The simulations presented here have provided insight into the relationship
between urban surface characteristics and local meteorology. Both the accuracy
of surface characteristic .specification and the potential impact -of surface

modifications have been evaluated and shown to be significant.

The honiogeneous surface characteristic 'assumpticvm was applied in one
‘simulation, and a much improved heterogeneoﬁs surface case was developed in
another simulation. In comparing these two cases, it was found that the surface
winds were only slightly modiﬁed, and air temperature deviations of slightly
more than 1°C were 'found. The addition of mild profiles of anthropogenic heat-
ing was only found to increase air fempefatures by fougf;ly 0.25°C, with rela-
tively little impact on wind speeds. |

Six surface modification schemes were investigated. These included the
. individual moderate and extreme augméntation of albedo and vegetative covér,
and several combined modiﬁcation cases. The moderate level cases were
developed to fepresent plausible modifications which could be implementéd
fairly easily using available technology. The extreme cases are believed to

represent the upper limits of plaﬁsibility, but should become more reasonable in
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the near future as more research effort is devoted to heat islaﬁd mitigation.
Increasing the albedo or vegetation fraction in the domain had similar general
effects: the sea breeze was. reduced; low level air temperatures were decreased;
‘and the boundary-layer height was depressed. The magnitude of peak tempera-

ture depressions in Los Angeles for the moderate albedo and vegetation cases
were around 1.5°C. The corresponding PBL height depressions were 25 to 50 m. _
The effects of the extreine modification cases were about double, and the com-
bined cases ehOWed an approximately additive effect. As was pointed out in the
text, the depressed PBL height is a mechanism for increasing photochemical
smog concentrations, and the reduced air temperature is a mechanism for
improving air quality. The net tradeoffs between these two mechanisms must be
thoroughly understood prior to recommending these mitigation strategies to
policy-makers. This will require detailed photochemical simulations for the
same computational domain. In the end, the conclusions of such paired meteoro-
logical and photbchemical simulations may be application specific, and thus

preliminary results should be interpreted with caution.

10. CONCLUSIONS AND FUTURE DIRECTIONS

This dissertation has focussed on developing better simulation techniques
for the highly heterogeneous surfaces associated with urban climates. Improve-
ments to basic modelihg ‘'strategies have been pfo;dos_ed and investigated. In
addition several strategies for nﬁﬁgaﬁng the urban heat island have been
developed and investigated. The findings reveal that more work is necessary so
that results of urban climate simulations can be interpreted with greater

confidence, and used to shape public policy and future research.
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10.1. Urban Modeling

It has been shown that the specification of the urban surface characteristics
for use in mesoscale models is a difficult and important aspect of simulating the
urban climate. Two methods for obtaining subgrid-scale surface characteristics
have been introduced. The method employed in this research has used a land-
use data base and suppositions regarding the relationship between surface
characteristics and land use categories. It has been suggested that use of
satellite-derived remotely-seﬁsed surface data would be a significant improve-
ment in the specification of surface albedo, moisture availability, and vegetative
cover. Since albedo and moisture have been identified as the most significant
surface characteristics in terms of the ability to affect local climate, the incorpora-
tion of satellite data in future studies may be the single most important improve-
ment to the modeling 6f urban climate. While the issues of calibration of these
data and accounting for at_mospheric. attenuation need to be studied further,
satellite data are already making great improvements m the ability to model

large heterogeneous domains.

It must be emphasized that all simulations in this work have ﬁsed surface -
grid cells which were 5 km in each horizontal dimension and 25 m in the vertical
dimension. Thus, the temperature reported for downtown Los ‘Angeles really
represents a model prediction for a 0.125 km? volume of air. The temperature
reported for this volume of air is then an average valﬁe, and the actual tempera-.
ture at locations within the corresponding grid cell may span a range of 5°C or
" more. Because of the limitations of the model, the details of the urban canopy' are
not considered in the simulations. Thus, the low-level air témperature predic-
tions must be considered to be only first order estimates. A future improvement

to this modeling strategy would be to include the urban canopy effects through
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the combined use of a canopy layer model and a mesoscale model as outlined in
Chapter 2. Ultimately, however, monitoring studies must be conducted to pro-
~ vide a strong base of measured data for validation of model results. -In addition
.to fhese monitoring stﬁdies, wind-tunnel measurements may provide insight to
‘the relationship between the flow within the urban canopy and the overlying

mesoscale flow which has been predicted in this research.

Ahother importaht drawback bf this research is that it has focuséed on a typ-
ical summer day in the Los Angeles Basin. The initialization profiles taken from
the LA Interhatiohal Airport were in fact assumed to be representative of the
entire computational domain.. The corresponding error is believed to diminish as
the simulation proceeds away from the initialization time of 0400 LST. For this
reason, results were only presentéd for times after 0600 LST, and the focus:~was
on times much later in the day. Future research should target other geographical

areas, different synoptic weather patterns, and several times of the year.

10.2. Mitigation Strategies
The mitigation strategies developed and investigated in this chapter
‘re‘present a very simplified approach. Future studies need to be developed to

delve into many unresolved issues.

~

The impleméﬁtaﬁon of a high albedo program is complicated in several
ways. First, it must be decided which level the prograrh is to be guided at.
Should the state, county, or municipélity. take the lead on high-albedo legisla-
tion? Or, should individual utility companies or air qﬁality districts be charged
~ with developing incentive plans? Once the legislation or incentivé, plans are in
place, various coatings and b'uil’ding'mateﬂals need to be evaluated with respéct

to their albedo and other thermal properties. In the end there are issues of cost



146

and benefit as well as aesthetics. For example, it is possible that high-reflectivity
road surfaces and single-story rooftops will result in undesirable glare. While
many Mediterranean "white-washed" cities do not appear to have significant
compiaints regarding aesthetics, it would be difficult to gauge thé po'ssible_ reac-
tion of the American people. All of these issues need to be thoroughly evaluated

or tested before major programs are implemented.

- There are sirnﬂaf issues to be considered with regard to vegetation augmen-
tation strategies. Identifying a group of suitable tree families for a particular cli-
mate is a significant problem in of itself. Trees planted in the Los Angeles Basin,
for i_nstance, should be drought-resistant, and low emitters of mohoterpene and
isoprenes. Trees also require a certain amount of,cafe, especially in the first few
years. Root systems can be responsible for damaging sidewalks and streets, and
tall branches can interfere with overhead power lines. These and other issues all

play arole in determining the usefulness of massive tree-planting programs.

10.3. Initial Indications and Future Research

The work presented here has clearly indicated that, in terms of air-
~ temperatures and urban energy use, the investigéted mitigation strategies are
quite promising; The results in terms of air quality have been complicated by the
potentially negative effects of lowering the boundary-layer heights and slowing
of the sea breeze. Clearly, more work is required to evaluate the air quality
trade-offs which have Been identified. The first step is to use the meteorological 'v
output as input to a photochemical model. The resulting simulations will pro-

vide a quantitative evaluation of the impact of surface modifications on air qual-

ity.



"(a) Computational Domain (b) Analysis Subdomain

3800
3821

37734

Y (km)

3724

3675 +——r—r—r—p—r—r—r— 0~ Y4 .U
280 360 440 520 600 aso

X (km) g . - X (km)

Figure 5.1: Computational modehng domain (a) and analysis subdomam (b).
Contoursarechnnaultopography(SOOIn)

54



3725

3700
3

a) Homogeneous, morning -

50 . .388 428 ‘463 500

Figure 5.2: Low—level (5 m) horizontal wind speed vectors at (a) 1000
and (b) 1500 LST. Peak velocities are 6.4 m/s and 6.8 m/s respectively.
Contours are domain topography (300 m).
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Figure 5.4: Diurnal profiles of (a) temperature and (b) PBL height
for Los Angeles (triangles), Riverside (circles), and Burbank (squares)
for the homogeneous base case simulation. ‘ -
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Figure 5.5: Vertical cross—section through domain showing velocity vectors
and potential temperature contours (300, 305, 310, 315 K) for the base case
at (a) 1000 and (b) 1500 LST. Peak velocities are 4.0 and 7.4 m/s.
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(b) Temperature Contours
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Figure 5.6: Velocity (a) and temperature (b) differences between heterogeneous
and homogeneous surface cases at 1500. Peak velocity difference is 2.9 m/s and
the temperature contours are every half degree C: dashed lines being negative.
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Figure 5.7: Diurnal profiles of (a) temperature and (b) PBL height
for Los Angeles (triangles), Riverside (circles), and Burbank (squares)
for the heterogeneous base case simulation. '
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Figure 5.8: Velocity (a) and temperature (b) differences between heterogeneous
surface case with and without anthropogenic heating at 1500 LST. Peak velocity
dlfference is 0.8 m/s and temperature contour is 0.25 degrees C.
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(a) Moderate Albedo (b) Moderate Vegetation
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Figure 5.10: Moderate level mitigation scenario impécts on 1000 LST wind vector
differences for (a) the albedo modification and (b) the vegetation modification
" relative to the base case. Peak wind speed differences are 0.47 and 0.37 m/s.
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Figure 5.11: Moderate level mitigation scenario impacts on 1500 LST wind
vectors for (a) the albedo modification and (b) the vegetation
modification. Peak wind speed differences are 1.23 and 0.87 m/s.
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Figure 5.12: PBL height depressions resulting from (a) moderate albedo

case and (b) moderate vegetation case for Los Angeles (triangles), Riverside

(circles), and Burbank (squares).
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Figure 5.13: Moderate level mitigation scenario impacts on 1000 LST air
temperatures for (a) the albedo modification and (b) the vegetation
modification. Difference contour levels are every quarter degree C.
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Figure 5.14: Moderate level mitigation scenario impacfs on 1500 LST.air . .
temperatures for (a) the albedo modification and (b) the vegetation '

‘modification. Difference contour levels are every 0.5 deg. C. :
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Figure 5.15: Temperature depressidns resulting from ia) moderate albedo
case and (b) moderate vegetation case for Los Angeles (triangles), Riverside
(circles), and Burbank (squares). : ,
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(b) Moderate Vegetation
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Figure 5.16: Vertical cross—section through domain showing velocity vector
and potential temperature differences for (a) moderate albedo. - base case,

—-and (b) moderate vegetation-— base case at 1500. .Peak velocity differences
are 2.8 and 2.2 m/s. Temperature contours are every 0.5 'dleg. C.
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Figure 5.17: PBL height depressions resulting from (a) extreme albedo

case and (b) extreme vegetation case for Los Angeles (triangles), Riverside
(circles), and Burbank (squares). - :
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Figure 5.18: Temperature depressions resulting from (a) extreme albedo

case and (b) extreme vegetation case for Los Angeles (triangles), Riverside
(circles), and Burbank (squares). : .
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(a) Combined Moderate

(b) Combined Extreme

‘Figure 5.19: ,Temperature depressions resulﬁing from (a) combined moderate -

case and (b) combined extreme case for Los Angeles (triangles), Riverside
(circles), and Burbank (squares).
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