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Chapter 1 

Introduction 

1.1 Results 

This thesis is primarily a study of certain aspects of the geometric and algebraic 

structure of coadjoint orbit representations of infinite-dimensional Lie groups. The goal of 

this work is to use coadjoint orbit representations to construct conformal field theories, in 
a fashion analogous to the free-field constructions of conformal field theories. 

The new results which are presented in this thesis are as follows: First, an explicit 

set of formulae are derived giving an algebraic realization of coadjoint orbit representations 

in terms of differential operators acting on a polynomial Fock space. These representations 

are equivalent to dual Verma module representations. Next, intertwiners are explicitly con­

structed which allow the construction of resolutions for irreducible representations using 

these Fock space realizations. Finally, vertex operators between these irreducible repre-· 

sentations are explicitly constructed as chain maps between the resolutions; these vertex 

operators ~ow the construction of rational conformal field theories according to an alge­

braic prescription. 

From the point of view presented in this thesis, the space of states associated with 

. each primary field of a conformal field theory is described by a Hilbert space of holomorphic 

sections of a certain line bundle over a complex homogeneous space. The ·vertex operators' 

are simply differentiai operators taking sections of one line bundle to sections of another 

line bundle. For 'conformal field theories with a simple Yirasoro symmetry, there is a BRST 

complex of line bundles connected by differential operators for each primary state, and 

physical states are those states in the BRST cohomology of this complex. In the case 



CHAPTER 1. INTRODUCTION 2 

of conformal field theories with affine algebra symmetries such as the WZW model, the 

restriction to holomorphic sections of the line bundles automatically restricts to the space 

of physical states, so no BRST complex is necessary. \' 

The infinite-dimensional groups which are studied in this thesis are the centrally 

extended loop groups LG where G is a compact simple finite-dimensional Lie group, and -the Virasoro group Diff 51. In the case of the loop groups, the coadjoint orbit construction 

is effectively equivalent to the Borel-Well theory describing irreducible representations, and 

is already fairly well understood [53]. For the Virasoro group, on the other hand, there is 

not yet a complete understanding of the structure of coadjoint orbit representations; the 

results presented here are a modest step towards such an understanding. For all these 

infinite-dimensional groups, the explicit realization in terms of differential operators given 

here is new. 

The construction of rational conformal field theories using resolutions and vertex 

operators on dual Verma module representations is algebraically very similar to the related 

construction using free field theories and Feigin-Fuchs or Wakimoto modules [27, 18]. The 

approach developed here has several advantages over the free field construction. Because 

of the geometric nature of the coadjoint orbit construction, the dual Verma module reso­

lutions are more naturally geometrically motivated. Additionally, the resolutions in terms 

of coadjoint orbit representations are one-sided, and therefore avoid some of the compli­

cations associated with the two-sided resolutions arising from Feigin-Fuchs and Wakimoto 

modules. Finally, the known relationship between coadjoint orbits and actions for con­

formal field theories may indicate that the vertex operators described here naturally arise' 

in some unifying geometric approach to conformal field theory. On the other hand, some 

of the advantages of the free field realizations are absent in the coadjoint orbit construc­

tion. The most significant of these features is the field theory interpretation of the free 

field construction. Asyet, we have no analogous field theoretic interpretation for the coad­

joint orbit representations, which presents a major obstacle to the physical interpretation 

of this construction. Also, the free field construction is based on well-studied techniques 

from string theory, which lead to powerful computational methods for the conformal field 

theory correlation functions. The construction presented here in terms of coadjohit orbit 

representations is not yet sufficiently well developed to allow the computation of correlation 

functions of any significant complexity. 

~, 
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1.'2 Background 

The method of, c~adjoint orbits was originated by Kirillov and Kostant twenty 

years ago, [43]. This approach has proven to be a valuable tool in investigating geometri­

cal aspects of the representation theory of Lie groups. The Kirillov-Kostant approach is 

ess~ntially a generalization of the Borel-Well theorem, which constructs irreducible unitary 

representations of a finit~dimensional compact semi-simple Lie group G as spaces of holo­

morphic sections of complex line bundles over the homogeneous space G IT, where, T is a 

maximal subtorus of G. In the coadjoint orbit approach, one begins with a"group G, with 

Lie algebra g. The group G has a natural coadjoint action on the dual space g* . Choosing 

an element b in g*, one considers the coadjoint orbit Wb of b in g*. For any b, the space 

Wb has a natural symplectic form w. For those b with the property that a complex line 

bundle L,b can be constructed over Wb with curvature form iw, one' attempts to relate an 

appropriate space of sections of L,b to an irreducible unitary representation of G by using 

the technique of geometric quantization on the '~pace Wb. For finite-dimensional compact 

semi-simple G, the representations produced by this construction are equivalent to those 

given by the Borel-Well theory. The coadjoint orbit approach is particularly useful in the 

case of non-compact groups, where the Borel-Well theory does not apply. It is possible 

to apply the Borel-Well approach to certain infinite-dimensional groups such as the cen­

trally extended loop groups LG [53]. For other infinite-dimensional groups, such as the 

(orientation-preserving) diffeomorphism group of the circle DiffSl , and its central exten­

sion Dills l , the Virasoro group, there are difficulties with applying even the more general 

coadjoint orbit theory. Many of the Virasoro coadjoint orbits do not admit a Kahler struc­

ture, so that it is difficult to geometrically quantize these spaces. Also, it is known that 

the Virasoro group has rather peculiar mathematical properties, such as the fact that the 

exponential map on the Lie algebra is neither onto nor 1-1 in the vicinity of the identity. 

Due to these difficulties, a full understanding of the coadjoint orbit representatlons for this 

group has not yet been attained, although there are some partial results in this" direction 

[44,47,58,64]. Achieving a full understanding of the geometry of the coadjoint orbit rep­

resentations of the Virasoro group could be a valuable step in the general study of Virasoro 

representations and conformal field theory. 

A more direct relationship between irreducible representations of infinite-dimensional 

Lie groups and conformal field theory (CFT) is embodied in the free field approach to CFT's. 
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The free field approach was fundamental in early developments in string theory [37] .. It was 

eventually shown that the operators associated with free fields acting on a bosonic Fock 

space could be used to construct all irreducible unitary representations of theVrrasoro 

algebra. The "Feigen-Fuchs" free field representations were described in the work of Dot­

senko and Fateev [22] using a Coulomb gas-like free field theory with background charge. 

In this work, these representations were used to calculate correlation functions in Virasoro 

minimal models. The structure of the Fock space in the Feigen-Fuchs representations was 

originally described in [26]. It was subsequently shown by Felder [27] that the irreducible 

representations in the c ~ 1 discrete series could be described in terms of the Feigin-Fuchs 

representations using a BRST-type screening operator which had previously. been intro­

duced by Thorn [61]. A similar construction for conformal field theories with affine algebra 

symmetries has also been carried out [14,33, 63]. The resulting free field representations of 

the affine algebras are known as "Wakimoto" modules. Recently, the free field approach to 

conformal field theory has been described in the algebraic language of modules and resolu­

tions, and put into a systematic algebraic formalism. From this point of view, the algebraic 

structure of the Feigin-Fuchs representations is similar to that of a twisted Verma module. 

For a review of this approach, see [18]. 

1.3 Summary 

The structure of this thesis is as follows. In Chapter 2, we review the coadjoint 

orbit description of irreducible representations of Lie groups, and construct an explicit al­

gebraic realization of the Lie algebra of an arbitrary Lie group by taking local coordinates 

on a coadjoint orbit and performing a gauge fi."cing on the complex line bundle over that 

coadjoint orbit. This construction gives a set of representations of the Lie algebra which are 

expressed in terms of first-order differential operators acting on a polynomial Fock space. 

These representations are studied in detail for finite-dimensional Lie groups, loop groups, 

and the Virasoro group, and examples of explicit realizations are given for each of these 

types of groups. By considering global aspects of these representations, we show that in the 

cases of finite-dimensional groups and loop groups this construction gives rise to irreducible 

unitary representations, and that for such groups all irreducible unitary representations can 

be constructed using this method. In the case of the Virasoro group, these representations 

are reducible representations, with irreducible subspaces corresponding to the irreducible 

.. 
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unitary representations of the Virasoro group. In Chapter 3, we consider in more detail 

the module structure of these representations. We show that all the coadjoint orbit repre­

sentations we have constructed are locally equivalent to dual Verma modules, and describe 

resolutions for irreducible representations in terms of explicitly defined formulae for inter­

twiners between coadjoint orbit representations. We go on in Chapter 4 to describe vertex 

operators which allow these irreducible representations to be combined into rational con­

formal field theories. In Chapter 5, we review our results, and discuss open questions and 

. relationships between this research and other recent work. In particular, we describe briefly 

a recently active area of research in which coadjoint orbits are used to construct conformal 

field theory actions. We speculate that there may be an underlying connection between the 

structure of these actions and the conformal field theory formalism described in this thesis. . 
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Chapter 2 

Coadjoint Orbit Representations 

In this chapter, the geom:tric and algebraic structures of coadjoint orbit represen­

tations are presented and analyzed. In Section 2.1, we describe the class of groups to which 

the analysis in this chapter is applicable and establish notation for Lie groups and algebras 

which will be used throughout this thesis. For each of the groups in this section, a de­

scription is· given of a local coordinate system near the identity on a homogeneous quotient 

space of the group which will be later identified with a coadjoint orbit space. In Section 

2.2, we review the geometric constructi~m of coadjoint orbit representations as sectio~s of 

line bundles Cb over the coadjoint orbit space~ associated with elements b in the dual of 

the Lie algebra. In Section 2.3, we prove a pair of general propositions in which sufficient 

conditions are given for a set of functions to describe a local gauge-fixed connectiQ.n on the 

line bundle Cb. These propositions are used in Section 2.4 to construct formulae for the 

coadjoint orbit representations of the group algebra in terms of differential operators on the 

space of locally holomorphic functions at the point b in the orbit space. In Section 2.5, we 

give examples of these realizations for the groups SU(2), SU(3),LSU(2), and the Virasoro 

group. In Section 2.6, we discuss gio-bal questions about these representations; in particular 

we consider the question of which sections of the line bundle Lb are globally holomorphic, 

-and we discuss the existence of Hermitian structures on the line bundles Lb. Both of these 

questions are addressed from the point of view of the local formulae derived in the earlier 

sections. 
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2.1 Lie groups and algebras 

There are three main types of Lie groups which, along with their associated Lie al­

gebras, will be of interest in this thesis. The compact simple Lie groups are the most familiar 

and best understood examples in the. theory of continuous groups and their representations. 

We will use these groups as a class of elementary examples and as a reference point with 

which to compare our results for infinite-dimensional groups. The centrally-extended loop 

groups, whose associated Lie algebras are affine algebras, are the second class of groups 

which we will study. Although not as well understood as the finite-dimensional simple Lie 

groups, these groups share many of the properties of groups in that class. The affine al- . 

gebras are important in physics, where they appear as current algebras in two-dimensional 

field theories and provide a primary tool for the understanding of the algebraic structure of 

a larg~ class of conformal field th~ries. Finally, we will' study the representations of the Vi­

rasoro group, which is of central importance in the physics of conformal field theories. This 
, . 

group is even less understood from a geometric perspective than the loop groups ~ hopefully 

some of the work in this thesis will help to provide a basis for a deeper understanding of 

the geometric structure of the representa~ions of this group. 

In this section, we define these three types of Lie groups and develop tlle notation 

which will be used throughout the thesis. We also derive or state some important theorems 

about these groups which will be used in later developments .. In partieular, we give a 

description in terms of local coordinates of a natural quotient space of each Lie gro,!!p by a 

maximal abelian subgroup. In the case of the Virasoro group, a rigorous proof of the validity 

of this coordinate system is not given; however, arguments are given for the plausibility of 

this coordinate system in a well-defined mathematical context. General references for the 

background material in this section are [1,40,41,45,51, 53]. 

2.1.1 Compact simple Lie groups 

A finite-dimensional Lie group G is a manifold of finite dimension which has a 

group structure 

.: G x G -+ G. (2.1) 

In this subsection, we assume that all Lie groups are finite-dimensional. Associated with 

every Lie group is an algebraic structure on the tangent space 9 to G at the identity. This 

'< 
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algebra, called the Lie algebra of G, is defined by the product 

1 
[~, 11] = lim _{eSeet'1e-see-t'1 - 1}, 

. s,t-+O st 

8 

(2.2) . 

where the exponential map e : 9 _ G is defined by taking ete to be a one-parameter 

subgroup of G with detejdt = limt-+oetejt =~. When G is finite-dimensional, it can be 

shown that this exponential map exists and is locally 1-1. The Lie algebra product is 

antisymmetric and satisfies the Jacobi identity 

[~,[11,(]]+ [11,[(,~]]+ [(,[~,11]] = o. (2.3)' 

A Lie group is compact if its underlying manifold is compact. A Lie group is 

complex if its manifold is a complex manifold and the group composition law is holomorphic. 

A Lie algebra is complex if the vector space is complex and the Lie algebra product is 

. complex-bilinear. The Lie algebra associated with a complex Lie group is a complex Lie 

algebra. A complexification Gc of a Lie group G is a complex Lie group whose Lie algebra 

is the complexificat~on gc = 9 ®lR C of the Lie algebra 9 of G. When G is a compact group, 

such a complexification always exists [53]. 

A simple Lie group is a nonabelian Lie group with no continuous normal subgroups. 

It follows that a simple Lie algebra is a nonabelian Lie algebra' with no nontrivial ideals. 
, - , 

The compact s~ple Lie groups have been classified, and consist of the groups SU(N), 

SO(N), Sp(N), the exceptional groups G2 , F4 , E6 , E7 , E8, and groups which are related to 

any of these groups by taking a quotient through a finite normal subgroup [40]. For the 

remainder of this subsection, we assume that all Lie groups are compact and simple. Most. 

of the results for simple groups can be easily generalized to the class of semisimple Lie 

groups, which are groups locally isomorphic to a product of simple groups (with no abelian 

factors); we will not bother, however, to explicitly discuss these generalizations, in order to 

keep the presentation relatively simple. 

A representation of a Lie group G (Lie algebra g) is a linear action of G (g) on a 

vector space V. A representation is irreducible if V does not contain a nontrivial subspace 

W which is mapped into itself by G (g). It is a theorem that all irreducible representations 

of compact Lie groups are finite-dimensional [53] . 

. The group G has a natural representation on 9 known as the adjoint action; for 

eachgEG 

Adg : g - g, (2.4) 

.... 
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where 

(2.5) 

There isa related coadjoint action of G on the dual space to g, g*. The coadjoint action is 

denoted by Ad*, and given by 

(Ad;b, '1.£) = (b,Adg-lu), forb E g*,u E g. (2.6) 

The derivative of the adjoint action gives an action of 9 on g, denoted by ad, where adu 1l = 

['1.£,11], for all '1.£,11 E g. Similarly, the infinitesimal co adjoint action of 9 ong* is denoted ad*, 

and is given by 

(ad:b, u) = (b, ['1.£, 11]), for b E g*, '1.£, 11 E g. (2.7) 

In order to study the representations of a Lie group G and its algebra g, it is useful 

to describe a root space decomposition of the complexified Lie algebra gc. One first picks 

a maximal subtorus T of G. (A maximal subtorus of G is a continuous abelian subgroup: 

of G which is not contained in a continuous abelian subgroup of higher dimension.) The 

complexification tc of the Lie algebra of T is a Cartan subalgebra of gc. The dimension of 

T is defined to be the rank r of G. All maximal subtori of G are conjugate [1], so the rank is 

well-defined. The adjoint action of 9 on 9 extends naturally to an action of 9 on gc. Since 

the Lie algebra t is abelian, the restriction of the adjoint action on gc to t is simultaneously 

diagonalizable,-and we can write 

(2.8) 

where cP C tC is the set'of nonzero roots of G (which we will also refer to as roots of g), and 

'-
ga = {u E gd[h, '1.£] = (0, h)u Vh E t}. (2.9) 

An analysis of this root space decomposition reveals that the root spaces ga are one­

dimensional and that 0 E cP :::} -0 E CP. - It is possible to choose elements ea E ga 

and ha Etc such that when fa = e_a , we have 

[ea , fa] = ha 

fha, ea] - 2ea 

fha, fa] = -2fa· 

(2.10) 
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In this basis, when a =1= -/3 and rea, el3] -:f. 0, it follows that rea, el3] C 90+.8. It is furthermore 

possible [40] to choose a base 6. for ~, where 6. C ~ is defined to be a base when 6. = 
{ a1, ... , a r } gives a basis for the linear space tC spanned by ~, and each root /3 E ~ has a 

(unique) decomposition 

(2.11) 

with ko integral and with all coefficients ko being either nonnegative or nonpositive. The 

roots in 6. are called simple roots. If all the coefficients ko in the decomposition (2.11) of a 

root /3 are nonnegative, /3 is defined to be a positive root, and we write /3 >- o. Similarly, if 

all coefficients are nonpositive, we define /3 to be a negative root. Because the root spaces 

are one-dimensional, we can directly associate generators eo with roots; thus, we will often 

refer to generators as being simple or positive when the associated root has such a property. 

We denote by ~+ = {a E ~Ia >- O} the set of all positive roots. In physics terminology, 

positive and negative roots are often referred to as "annihilation'" and "creation" operators 

on a representation space, respectively. The root lattice A is defined to be the sublattice of 

tC spanned by the simple roots D.. 

We denote the generators associated with simple roots by ej = eOj for 1 ~ j ~ T; 

similarly, we define /j = e-Oj , hj = hor The generators {ej, hj,!j : 1 ~ j ~ r} give rise to 

a complete basis for the Lie algebra ge, under the relations 

[ei' Ii] = hi 

[ej, ik] = 0 when j-:f.k 

[hi, ej] Aijej (2.12) 

[hi, /j] -Aij/j 

(ad ei)1-A;jej = 0 when i-:f.j 

(ad !il-Aij /j = 0 when i -:f. j. 

This basis for the Lie algebra is called a Chevalley basis for the algebra, and the matrix 

A is the Cartan matrix for the group G. Note that, the algebra elelllents ej associated 

with simple roots generate the algebra o~ positive roots in 9c; similarly, the negatives of 

the simple roots, Ii, generate the algebra of negative roots. Both of these subalgebr¥ are 

closed subalgebras of 9c. Note also that the algebra elem~nts hj form a basis e for the· 

Cartan sub algebra {c. 

" 
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We now turn our attention to irreducible representations of simple groups. To 

begin. with, it is a well-known result that all irreducible representations of simple groups 

admit unitary structures. That is, on any complex representation space V of a finite­

dimensionai compact simple group G, it is possible to construct a positive-definite inner 

product which is invariant under the action of G. The existence of such a unitary strUcture 

can be seen by taking an arbitrary positive-definite inner product on V, and averaging 

over Gwith respect to an invariant measure (such a measure, called a Haar measure, 

exists on all compact finite-dimensional groups). In most physical systems where group 

representations play an important role, the understanding of a unitary structure on the 

representation space is essential. It is customary for physicists, when dealing with unitarity 

group representations, to take a basis for the Lie algebra of the form iJa where Ja are 

Hermitian operators. In terms of this basis, the Lie algebra is written in terms of the 

structure constants fob C as 

(2.13) 

We will freely switch between mathematical and physical notations for Lie groups and 

representations in this thesis. 

In any (complex) vector space V carrying a representation of G, it is possilJle to 

choose a basis with respect to which the. Cartan algebra tc is diagonal. The eigenvalues of tc 
on a basis element are then described by a weight wE te. The weights w of a repres~Iitation 

lie on the weight lattice Aw C tC, which contains the root lattice A as a sublattice. Clearly, 

acting on a basis element of weight w with a generator eor gives a vector of weight w +q 
in V.A representation of G on a vector space V is defined to be highest weight if there 

exists a vector v E V which is annjhilated by all positive roots; i.e., eorv = 0 for all a E ~+. 

For v to be a highest weight vector, it clearly suffices for all simple roots ej to annihilate 

v. It follows from the fact that all irreducible representations of a compact Lie group are 

finite-dimensional, that all irreducible representations of such a group are highest Weight 

representations. 

Given a choice ~ of base for G, the associated Borel subalgebr"a b:- C 9c is defined 

to be the subalgebra generated by the Cartan subalgebra and the positive roots, 

(2.14) 

Similarly, the Borel sub algebra b-" C gc is defined to be the sub algebra generated by the 
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Cartan subalgebra and the negative roots, 

b-: = tcffi E9 gao (2.15) 
a-o(O 

The Borel subalgebra which is customarily used in representation theory is the positive 

sub algebra b+. For the purposes of this thesis, however, we will find it more constructive 

to use the negative subalgebra b-. It is a theorem that these two Borel subalgebras are 

conjugate [40]; therefore the analysis using b- is equivalent to that using b+. (In fact, ' 

generally a Borel subalgebra is defined as a maximal solvable subalgebra; the theorem 

states that all Borel subalgebras are conjugate.) The Borel subgroup B- of Ge is the 

subgroup whose Lie algebra is spanned by"b-. The space Gel B- is a compact Kahler 

homogeneous space for Ge; as long as the group G is compact, we have Gc/ B- = GIT 

[53]. This space can be,used to construct a general irreducible representation of G according 

to the Borel-Well theory [17], which we now review briefly, following [53].' 

It is a general fact that every irreducible representation of G is uniquely determined 

by the associated representation of T on the highest weight state [1]. The representations 

of T are the one-dimensional representations on a space of fixed weight, and are simply the 

products of representations of the circle group Sl = {ei8 : 0 :$ e :$ 211"}, 

(2.16) 

Given a representation A : T _ Sl of T, it is possible to construct a line bundle C)., over 

the homogeneous space G/T. This is done by considering the product bundle G x C, and 

modding out by the equivalence relation,....., defined by 

(g, z) ,....., (gt, A(e1)Z )V't E T. (2.17) 

The line bundle is thus defined by 

C)., = G xCi,.....,. (2.18) 

An alternative description of this line bundle is given by extending the representation A 

holomorphically to the Borel subgroup B-. This gives a holomorphic representation of B­

taking values in C \ {o}. The line bundle C)., can then be defined by 

C)., = Ge x CI ,....." (2.19) 
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where the equivalence relation (2.17) is extended to all elements t E B-. From this point 

of view, it follows immediately that C>. is a homogeneous complex line bundle and that 

the group Ge has a natural action on the space 1£>. of holomorphic sections of c,>.. The 

Borel-Well theorem states that the resulting representation of G on 1£>. is an irreducible 

representation which reduces to the representation .A of T on a one-dimensional subspace. 

All irreducible representations of G can be obtained in this fashion; however, an irreducible 

representation of G may arise from several distinct representations of T which are equivalent 

under a Weyl group symmetry. In particular, however, choosing .A to be the representation 

of T associated with the highest weight subspace of a particular representation of G will 

reproduce that representation of G in the action on 1£>.. 

Most of the analysis in this thesis will be done locally, in a coordinate patch around 

the identity of G. In order to perform local calculations, it will be useful to have a general . 

system of coordinates in a neighborhood of the identity both on G and on G IT. It is clearly 

desirable to choose these coordinates to be holomorphic on G IT. Such a coordinate system 

is a familiar tool in physics; see e.g., [66, 6]. We can define a natural set of coordinates 

{za,aa,,8ala E ~+} on Ge by writing an arbitrary element near the identity in the form 

(2.20) 

Where ha are the basis for the Cartan subalgebra tc defined by (2.10). Clearly, Za are a set 

of coordinates on Gel B- , since modding out by the right action of B- simply corresponds 

to dropping the coordinates aa, f3a. It follows that Za can also be taken as coordinates on 

GIT. This result can· be made more explicit by observing that (2.20) can be constrained 

to be an element of G, which gives aa(z, z) and ba(z, z) = Re f3a as functions of the 

coordinates Za, za. These functions are_single-valued in a neighborhood of the identity" 

and can be calculated in a perturbative eXpansion about Za = 0 by applying the Baker~ 

Campbell-Hausdorff (BCH) formula [43] 

(2.21) 

which expresses the product of two exponentiated elements of a Lie algebra in terms of a 

single exponentiated element of the algebra as a formal power series. (The ellipses in this 

formula denote third- and higher-order commutators between X and Y.) It can be seen that 

the coordinates Za define a G~invariant ·complex structure on GIT by multiplying (2.20) 
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on the left by an arbitrary element g' E Gj expressing the result again in the form (2.20), 

one finds that the coordinates za(g' g) of the resulting point in G /T depend only on g' and 

the holomorphic coordinates za(g) and not on the antiholomorphic coordinates za(g) [66]. 

Although this complex structure is defined locally, it can be extended to a global complex 

structure on G/T by translating under the left action of G. 

We now conclude this subsection with a pair of examples of finite-dimensional 

simple Lie groups, 5U(2) and 5U(3), which we will use throughout this thesis as canonical 

examples with which to compare results from infinite-dimensional groups. We will follow 

the customary practice of using lower-case characters to denote Lie algebras, so that the 

algebras of SU(2) and 5U(3) are written su(2), su(3). 

First we consider the group SU(2) of unitary 2 x 2 matrices. As usual (for physi­

cists), we take the generators of the algebra 9 = su(2) to be {iJk : k = 1,2,3}, where 

[Jj, Jk] = i€jklJl. The structure constants of su(2) are thus fob C = €abc. su(2) is a three-­

dimensional real vector space. Taking coordinates Xb X2, X3 on g, an arbitrary element 

u E 9 can be written as u = i'£XkJk. An arb~trary element 9 of G can be written as 9 = eU
, 

where u E g. We will take the maximal subtorus T to be {e2i9J3 : 0 ::; e ::; 211"} ~ A root 

space decomposition of gc is given by defining the generators 

(2.22) 

These generators satisfy [J3 , J±] = ±J±, and [J+, J_] = 2J3 • The basis elements ea , ha can 

be described in terms of these generators by e+ = J+, e_ = f+ = J_, and h+ = 2J3 . We' 

can now define A = {J+} to be a base, so that J+ is the unique positive root. The resulting 

Chevalley basis is el = e+, it =e_, hI = h+, and the Cartan matrix is the 1 x 1 matrix (2). 

The finite-dimensional irreducible representations of su(2) are representations with 

highest weight j E 71./2, corresponding to the eigenvalue of J3 on the highest weight vector. 

The set of weights for the "spin" j r~presentation is given by {j,j - 1, ... ,1 - j, -j}j to 

each weight there corresponds a single vector in the representation space Vj. To each finite­

dimensional irreducible representation of su(2) there corresponds a representation of SU(2). 

The weight space of a typical 5U(2) representation '(spin 3/2) is shown in Figure 2.1. 

With each irreducible representation j of SU(2), there is an associated represen­

tation of the maximal sub torus T. The homogeneous space SU(2)/T is S2 with the usual 

complex structure. The bundle structure of this quotient space is exactly that of the well­

know:n Hopf fibration SI -+ 53 -+ S2 [60]. Each representation j of T defines a complex 
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Figure 2.1: Spin 3/2 representation of SU(2) 

line bundle £j over S2 by the Borel-Well theory (2.19). The bundle associated with the 

representation j has a first Chern class with integral 2j, and 2j + 1 linearly i~dependent 

holomorphic sections which transform under the representation j of SU(2). The geometric 

structure of this representation is equivalent to the coadjoint orbit construction for SU(2) 

and will be discussed in more detail in Section 2.5. 

We next consider the group SU(3) of unitary 3x3 matrices. The generators of su(3) 

are custom~y taken to be {Ja : 1 :s; a ~ 8}, which in the fundamental representation are 

related to the Hermitian Gell-Mann matrices {Aa } by Ja = Aa/2. The Gell-Mann m~trices 

are 

(2.23) 

. I 

AT = U ~ ~i) As = }. U : ~J 
The generators J3 , J8 form a maximal abelian sub algebra of su(3) and can be taken 

to be the generators of a maximal subtorus 

(2.24) 
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f el 
-----~-.. 

h· 

Figure 2.2: Roots of SU(3); simple roots are bold. 

A root space decomposition of gC is given by the generators 

J6 - iJ7 iv J4 - iJs (2.25) 

(-/3Js - J3 ) hv = (..;3Js + J3 ), 

where the roots t, u, v are given by t = «t, J3 ), (t, J8 )) = (1,0), u = (-1/2, -/3/2), v = 
(1/2, -/3/2). In terms of this basis, we can choose a base A for su(3) to be A = {et, eu }. 

The resulting ChevaJley basis is given by 

= eu 

= iu (2.26) 

= hu, 

and the Cartan matrix is 

(2.27) 

In terms of this ChevaJley basis, the remaining generators are e3 = [el, e2] = ev and h = 
[12, it] = Iv. The generators are graphed according to their roots in Figure 2.2. 

Irreducible representations of SU(3) are labeled by the eigenvectors (p, q) of the 

highest weight vector with respect to the Cartan algebra elements hl' h2 • The weights of 

a typical highest weight representation (4,1) of SU(3) are shown in Figure 2.3. Note that 

there are in general multiple linearly independent vectors in the representation space with 

a given weight. As in the case of SU(2), all the irreducible representations of SU(3) can 

be realized via the Borel:Weil theory in terms of the left action of SU(3) on spaces of 

holomorphic sections of line bundles over the homogeneous space SU(3)/T. 



,~ 
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.iJ(2h2 + hl ) 
~4,1) • • • 

• • • • • • 
hl 

• • • • 
•• • 

• • 
Figure 2.3: Representation (4,1) of SU(3) 

2.1.2 Loop groups 

In tp.e previous subsection we described a class of finite-dimensional Lie groups. It 

is possible to develop a similar theory for infinite-dimensional Lie groups (51]. In general, an 

infinite-dimensional Lie group isa group whose manifold is an infinite-dimensional manifold 

modeled on a complete, locally convex _topological vector space (a manifold is modeled on 

a vector space V when the coordinate charts give diffeomorphisms between neighborhoods 

in the manifold and open sets in V). When the group is modeled 'on a Banach space, there 

is a fairly well-developed theory, and several theorems are true which do not hold in a more 

general context. We will primarily be concerned with local algebraic properties of certain 

infinite-dimensional groups, so we will not deVelop the general theory of infinite-dimensional 

groups in any detail, but will simply quote results as necessary. 

One of the main properties which we will need in the analysis of infinite-dimensional 

groups is. the existence of a real analytic structure on the group. A sufficient condition for 

a group to have a real analytic structure is that the exponential map from the Lie algebra 

onto the Lie group is locally 1-1 and onto. The existence of a real analytic structure on a 

Lie group is in turn sufficient for the group to have theBCH property, which means that 

the Baker-Campbell-Hausdorff formula (2.21) is valid in a neighborhood of the identity [51]. 

Groups with this property are completely described in a neighborhood of the identity by 

the Lie algebra structure. Since we will be concentrating on analyzing the representations 



CHAPTER 2. COADJOINT ORBIT REPRESENTATIONS 18 

of the algebra, this property is necessary to validate our analysis in a more global context. 

It is possible to generalize the concepts of a complex structure and differential 

forms on a manifold to the infinite-dimensional case, provided that certain conditions· are 

satisfied. These generalizations are possible for all the manifolds we consider here [53] . 

The first class of infinite-dimensional groups which we will consider are the cen­

trally extended loop groups LG. The loop group LG is defined for an arbitrary finite­

dimensional Lie group G by the set of smooth maps from 51 to G 

LG = {J: 51 -+ GIJ E C OO (51,G)}. (2.28) 

The composition law in a loop group is defined pointwise by 

(J. g)(t) = J(t) . get) '<It E 51. (2.29) 

For simplicity, in this thesis we will restrict attention to loop groups LG where G is simple; 

as in the finite-dimensional case, an extension to general semisimple Lie groups is straight­

forward. 

The Lie algebra Lg is simply the algebra of smooth maps from' 51 to the .Lie 

algebra g. Again, the Lie algebra product of Lg is defined pointwise on 51. It is not hard 

to show [51] that the' loop groups LG admit real analytic structures, and thus have the 

BCH property (the argument is more generally valid for arbitrary map groups; i.e., groups 

of maps from an arbitrary compact manifold M to G). The existence of a real analytic 

structure in this case follows from the fact that the exponential map 

exp: Lg -+ LG (2.30) 

is a local homeomorphism. If the Lie group G has a complexification Gc, there is a natural 

complexification LGc of the loop group LG~ which gives a natural complexification Lgc of 

the Lie algebra. The Lie algebra Lgc has a natural basis Ja(n) given by the set of Fourier 

modes relative to a basis Ja of gc (actually, technically this is a basis for the related algebra 

of real-analytic maps from 51 to g; in this thesis we will ignore this distinction, for details . , 

see [53]). The function from Sl -+ 9 described by an element of this Fourier basis is 

(2.31) 

If the structure constants of 9 are given by Jab c, then. the Lie algebra of the loop group is 

given by 

(2.32) • 
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The loop groups LG appear in physics as the symmetry groups of certain conformal 

field theories (CFT's); see for example [34]. For example, the conformal field theory with 

n free real fermionic fields has a natural LSO(n) symmetry, and theCFT' with n free 

complex fermionic fields has LSU(N) symmetry. These symmetries apply ~o the classical 

field theories. When the quantum field theories associated with these classical theories are 

constructed, the classical symmetry group acquires a central extension due to a quantum 

anomaly. For other conformal field theories, such as the WZW model, the classical symmetry 

group has already a central extension. Thus, we now discuss the modification to a loop group 

caused by a central extension. 

A central extension G of a group G is topologically a circle bundle over G. The 

algebraic structure of a central extension is described by the exact sequence 

51 -+ G -+ G. (2.33) 

In a neighborhood of the identity, we can choose a coordinate system in which the Circle 

bundle of the central extension is locally trivial .. In such a coordinate system, an element 

of G can be written as (g, z), 9 E G, z E 51; the group product is given by 

(g,z)· (g',z') ~ (gg',c(g,g1zz'), 

where c(g, g') E 51 is a group co cycle satisfying 

c(g, g')c(gg', g") = c(g, g'g")c(g', g"). 

(2.34) 

(2.35) 

The Lie algebra of a centrally extended group G has a similar description as 

9 = 9 EB JR. An element of 9 is given by a pair (u, t) where u E 9 and t E JR. The Lie algebra 

product is given by 

[(u,t), (v,s)] = ([u,v],w(u,v», (2.36) 

where w is a skew-symmetric Lie algebra cocycle satisfying 

w([u,v],w)+w([v,w],u)+w([w,u),v) = o. (2.37) 

The cocycle conditions (2.35) and (2.37) follow directly f!,om the condition of associativity 

on the group G and the Jacobi identity on th.e algebra g, respectively. 

It is a straightforward algebraic exercise to demonstrate that in terms of the Fourier 

basis Ja(n) , the most general central extension of L9 has a complexification with a Lie algebra 

d~scribed ,by 

(2.38) 
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:where C is the (Hermitian) central generator and l(Ja, Jb) is a symmetric invariant bilinear 

in gc[53]. In particular, since G is simple, there is a unique symmetric invariant bilinear 

form in 9C (up to scalar multiplication). This is the Killing form 

(2.39) 

\ 

It follows that I( Ja , J~) is proportional to 1]ab. By choosing a basis in which the structure 

constants faboc are completely antisymmetric, the Killing form can be put in diagonal form; 

often physicists write the algebra (2.38) in terms of the diagonal form gab. 

In order to extend the algebra (2.38) to a global central extension of LG, it is . 
necessary to make a choice of I such that the cocycle w can be extended to a central 

extension of the group. A necessary and sufficient condition for this to be possible is that 

l(hOl , hOi) be an even integer for every root a of G. It is fairly easy to see that this condition 
I 

is at least necessary. Consider the subalgebra of (2.38) generated by 

(2.40) 

This subalgebra is isomorphic to the (complexified) Lie algebra su(2), which follows from 

[13 ,1±] = ±1± and [1+,1_] = 213. Th~ central terms vanish, since they are proportional to 

the mode number which in this case is o. We now consider the sub algebra generated by 

e:;:OI(±l) , 

xC 
"4" - hOl(o)/2, 

(2.41 ) 

where x = l(hOl,hOl ). This sub algebra is also an su(2) subalgebra, as can be seen from 

computing 

[13,i±] 
[1+,)_] 

= ±1± 
- xC 

213 - ""2 + 1(101' eOl)C, 

and observing that the invariance of I under Gimplies that 

1 
2/([101' hOi], eOl ) 

1 x 
2/ (hOl , [eOl' fOlD = 2· 

(2.42) 

(2.43) 
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From the subalgebra (2.40), we know that that exp( 41riI3) = 1 in the group LG. Similarly, 

for (2.38) to extend to a global group structure, we must have exp( 41rii3) = 1. From the 

definition of C as the generator of the central extension satisfying exp(21riC) = 1, it follows 

that x E 2Z. 

It can be shown that the above condition is also sufficient to guarantee that the 

algebra (2.38) can be globally extended to a central extension LG ofthe group LG[53]. The 

condition on the algebra can be rewritten as a global topological condition on the differential 

form associated with the co cycle Wj we will discuss the geometry of this condition further in 

S,ection 2.5.3. It is easy to see that there must be a minimum multiple of the Killing form 

which has the desired property. We will denote this minimum multiple by 9ab = im(Ja, Jb). 

In terms of 9ab, the centrally extended algebra (2.38) is written 

(2.44) 

where k is integral. 

At this point, it is necessary to discuss a difference between physical and mathe­

matical notation for current algebras: In general, physicists take the convention that C = 1, 

and define the algebra (2.44) to be the current algebra, or (untwi~ted) affine algebra, on 

G at level k. Mathematicians, on the other hand, restrict attention to the case k = 1, 

and retain the description of C as a (commuting) alg~bra element. The group for k = 1 is 

referred to as t~e universal central extension of LG, and is written as LG. This extension is 

called universal because all other extensions can be realized as quotients of LG 1>y a finite 

cyclic group. We will primarily use the mathematical description here, because it allows for 

a simpler and more consistent description of the coadjoint orbit representations of centrally 

e.'Ctended groups. We will, howev~, denote the eigenvalue of the operatorC by k, so that 

the notation is still ostensibly equivalent to that used by physicists. Note that the centrally 

extended loop groups have locally 1-1 e.'Cponential maps from the Lie algebra; whi4J. follows 

directly from the fact that the groups without central extensions have this property. The 

exponential map is also locally surjective, so it follows that the groups LG have the BeH 

property. (N ote that in general, the exponential map is not globally surjective for loop 

groups.) 

We will now describe the adjoint and coadjoint action of the centrally e.'Ctended 

loop group LGon the algebra L9. Denoting an arbitrary element of L9 by 

(f,ia) = J(t) + iaC, J: Sl - g,a E R, (2.45) 
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we can describe the adjoint action of an element 9 :,51 -+ G of LG on (J, ia) by 

(2.46) 

(The adjoint action of the central element SI is trivial.) To prove that (2.46) is the correct 

formula for the adjoint action, it suffices to demonstrate .that taking 9 close to the identity 

reproduces (2.44) and that the action is indeed a group action in the sense that AdhAdg = 

Adhg. The first of these conditions is easily verified; when 

and f = Jb(m), (2.46) reduces to 

:€ le=oAdg(J, ia) 

= (ifab c Jc(n+m) , ncn,-m9ab) • 

(2.47) 

(2.48) 

Although this calculation is performed in the complexified algebra, clearly the restriction 

to real linear combinations satisfies the same equation. Recall that we are using the math­

ematician's convention of k = 1. To demonstrate that the action is a group action, we 

write 

(2.49) 

where 

X 2
i
7r fo21r dO, [I'm (g-l (O)g'(O), f(O)) + I'm(h- l (0)hl (0),Adg(6)f(0))] 

= 2~ fo21r dO 'Ym(g-I(O)g'(O) + g-I(O)h-l(O)h'(O)g(O), f(O)) (2.50) 

2~ fo21r dOl'm«hg)-1(0)(h9nO),J(0)), 

so 

(2.51) 

The dual space to Lg is L(g*) EB R. We can write elements of thi,s space as pairs 

(b, -it) where b : S1 -+ g* and t E R. The dual pairing between the extended loop algebra 

and dual space is given by 

1 121r (b, -it), (J, ia)} = - dO (b(O), f(O)) + at. 
27r 0 

(2.52) .. 
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It is straightforward to verify that in order for this dual pairing to be preserved under the 

group action, the coadjoint action of an arbitrary element 9 E LG on (b, -it) must be given 

by 

Ad;(b, -it) = (Ad;b + t(g'g-I)*, -it), (2.53) 

where we have defined a dual map * from g to g* such that 

(g*'1) = im(g, f), Vj,g E g. (2.54) 

This map is well-defined since the Killing metric is nondegenerate for simple G. From (2.53) 

we can calculate the coadjoint action of the algebra; we find that 

1 1211' (ad:(b,-it),(j,ia)) = - d8 [(b(8),[J(8),u(8)])+tim(U'(8),j(8))] , 
. 211" 0 . 

(2.55) 

in agreement with (2.44). 

Just as for finite-dimensional ',groups, we will find it useful to define simple roots 

for the centrally extended algebra Lg. If G is a simple finite-dimensional group of rank r, 

and we denote the highest root of g by 1/;, then we define the generators· associated with the 

r + 1 simple roots of Lg to be 

{

_ ej(O) , 1'5:. j '5:.r 

ej = e_.p(I) , j = r + 1 
(2.56) 

The space of roots for Lg is naturally described by Z x ~, where the integral parameter is the 

mode number and ~ is the root space of g. (Often, an auxiliary operator generating rotations 

about SI is introduced, for which the mode number is the eigenvalue; this formalism has 

the advantage of keeping the interpretation of a root as an element of the dual space to the 

Cartan sub algebra, where the dual of Cis 0 and the new Cartan sub algebra is R ®RC ®tqO). 

We will forgo the extra complications in notation which would be involved in this formalism, 

and we will simply take the mode number as an extra parameter in the root space.) In 

this space, we define a positive root (n, a) ~ 0 to be any root which can be written as a 
f 

sum of the simple roots with nonne~ative coefficients. For a general representation, positive 

weights can be defined similarly. We have then a natural decomposition of the algebra LgC, 

LgC = tqO) (BeG (B E9 go(n) (B E9 ga(n)· (2.57) 
(n,a)>-O (n,aHO 
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Note that the central element has weight -(0,0) in the adjoint representation. Note also, 

that the adjoint representation is not highest weight. Just as in (2.56), we can define the 

rest of a ChevaJIey basis for Lge by 

and 

h; = { 

f;={ Ii(o) , 1 <.5: j <.5: r 

e1/l(-1), j = r + 1 

hj(O) , 1 <.5: j <.5: r 

!I'm (h1/l , h1/l)C - h1/l(O)' j = r + 1 

(2.58) 

(2.59) 

Using this basis, the Cartan relations (2.12) are satisfied, with a singular Cartan matrix A. 

Using the Cartan matrix approach, a general class of affine algebras can be defined which 

contains in particular the centrally extended current algebras described here [41]. 

The main result we will need about simple roots is that just as for finite-dimensional 

groups, the simple roots of Lg generate the subalgebra S of positive roots. This result can 

easily be seen, as follows. Certainly, if a E ~ + is a positive root ~f g then ea(O) is in S, 

since eo: is. iIi. the sub algebra of positive roots of g, which is generated by the simple roots 

of g. The root e_1/I(1) is a simple root of Lg, and is thus in S automatically. Since the roots 

of g form an irreducible representatio~ of g (the adjoint) with lowest weight -t/J, we can 

reach any root e.B(l)by commuting positive roots eo:(O) with e-1/I(1). Since t/J :I 0, there is 

an element h = -h1/l/2 of the Caitan subalgebra of ge which satisfies [h, e_1/I] = e_1/I. The 

first Fourier mode of this operator, hpj, is an element of S from the above argument, so 

[h(l)' e_1/I(1)] = e_1/I(2) E S. -Continuing in this fashion, we see that all generators associated 

with positive roots are in S. Similarly, the negatives of the simple roots generate the algebra 

of negative roots, again as in the finite-dimensional case. 

We now review briefly the representation theory for centrally extended loop groups 

and their algebras. In the case of finite-dimensional groups, we had the result that all 

irreducible representations are highest weight representations. This is not the case for the 

groups LG. We shall restrict attention, however, to a class of irreducible representations 

which are of physical interest; all the representations we shall consider are highest weight. 

To begin with, we will restrict attention to representations on vector spaces V which can 

be written as direct sums of weight spaces 

V = i'T:'. v: . 'l7 1/I(n) (2.60) 
(n,1/I)EZxt;; 
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Not all representations are of this form, since some representation spaces do not admit an 

action of the rotation group 51 which commutes with the constant generators Ja(O). We will 

further restrict to the class of representations for which the decomposition (2.60) contains 

only weights (n,.1/J) with n < m for some integer m. These representations are referred 

to as "positive energy~' representations, because the mode number m - n . can be related 

to an energy operator of a physical system. From now on, unless otherwise noted we will 

assume that all representations of LG and its algebra are positive energy representations 

which admit the decomposition (2.60). As an example of a representation which does not fit 

in this category, consider the adjoint representation of LG on Lg, which has both positive 

and negative mode numbers of arbitrary magnitude. It can be shown that all irreducible 

representations in the category of interest admit unitary structures [53]. We shall discuss 

these unitary structures further in Section 2.6. 

With the above restriction, the representation theory of the groups LG can be 

described in a very similar fashion to that of the finite-dimensional simple groups. In 

fact [53], it can be shown that all irreducible representations of the algebra Lg of the 

desired type are highest weight representations. Note that we have defined highest weight 

representations with re~pect to the choice of simple roots given in (2.56). In some of 

the literature, these representations are referred to as "antidominant" representations, due 

to a different convention for positive and negative roots. The fact that all irre~ucible 

representations are highest weght can be s~en fairly easily by showing that the subspace 

of highest mode number n must admit an irreducible representation of the subalgebra g(O) 

of Lg generated by the 0 modes Ja(O)i since this representation is irreducible, it must be 

finite-dimensional, and therefore must contain a highest weight vector which is annihilated 

by all simple roots of LG. 
Thus, we can describe every repres~ntation of Lg by an integer k (the eigenvalue 

of C, also called the level of the representation) and a highest weight vector v, with weight 

(n, >.). Since the mode number n of the highest weight vector can be shifted by aD. arbitrary 

integer, we will take n = 0 for all representations. Finally, by examining 5U(2) subgroups 

of LG, it is possible to show that k and, >. must satisfy an additional relation for a highest 

weight representation of Lg to extend to a representation of LG. From (2.40) and (2.41), 

we know that the eigenvalues of the operators 213 and 213 defined in those equations must 

be nonnegative integers when acting on the highest weight state v. It follows that for all 
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roots a, we have 

(2.61) 

(Recall that the weight>. is naturally in the dual space te.) It can also be shown [53] that 

for any k, >. satisfying the constraint (2.61) an irreducible' representation of LG exists. Note 

that the condition (2.61) indicates that fora given level k, there are a finite number of 

distinct irreducible representations of LG. 
The Borel-Well theory which is used, to describe irreducible representations of 

finite-dimensional compact groups can be generalized to cover the groups LG; however, the 

apparatus used' to implement the constructIon in the infinite-dimensional case is consid­

erably more sophisticated [53]. This construction is again closely related to the coadjoint 

orbit technique which we will describe later in this thesis. As in the finite-dimensional case, 

one can construct a homogeneous space 

(2.62) 

where T(o) is the zero mode restriction of a maximal·subtorus of G, Sl is the central 

extension, and B- is a Borel subgroup formed just as in the finite-dimensional case from 

the group whose Lie algebra contains the negative roots of Lg and the zero modes of a Cartan 

subal~ebra (and also C). Because Ld has an analytic structure, we can put a coordinate 

system on this quotient space just as in (2.20) (with an infinite number of coordinates 

{za(n) : (n, a) ~ o}). We will use such a coordinate system when describing coadjoint orbit 

representations of loop groups in Section 2.5.3. 

Finally, we will give a simple example of a representations of a loop group. Consider 

the. group LSU(2). For SU(2), weights are given by a single integer 2j = (>', h+) = (>',2J3 ). 

The inner product 1m satisfies 'Ym(h+, h+) == 2 From (2.61) it follows that at level k, the 

all~wed highest weights A satisfy j ~ ~. Thus, for k = 1, the only allowed representations 

of LSU(2) have j = 0 and j = 1/2. Consider the representation"with j = o. For each n, we 

have ansu(2) sub algebra of the current algebra generated by 

I±(n) = e:r(±n) ' 

nC 
13 (ri) = ""'2 - h+(o)/2. 

(2.63) 

The eigenvalue of I3(n) on v is n/2; so the operator I~t~) must annihilate v. Based on this 
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m = ('IjJ,J3(O») 
• 

1 -3 -2 -1 0 1 2 3 

0 • \(-(1) 
-1 • • • 
-2 • • • 
-3 • • • X-(2) n 
-4 • • • • • 
-5 • • • • • 
-6 • • • • • 
-7 • • • • :X-(3) 
-8 • • • • 
-9 • • • • • • • 

Figure 2.4: Weights of representatio~ (j, k) = (0,1) of LSU(2) 

observation, we graph the weights of the representation (j ,k) = (0, 1) in Figure 2.41• In 

general, highest weight represe~tation~ of LG have this general structure. The subspace 

with mode number 0 carries an irreducible representation of the group G, and the subspaces 

with fixed mode number contain a finite number of irreducible representations of G, with 

highest weight vectors whose weights increase approximately as Vii, We will discuss the 

detailed structure of these representations further later in this thesis: 

2.1.3 The Virasoro group 

We will now consider our final example, the Virasoro group. The Virasoro group is 

the universal central extension of the group Diff51 of smooth diffeomorphisms of the circle 

51. Unlike the centrally extended loop groups, the Virasoro group does not admit a locally 

1-1 or onto exponential map from its Lie algebra. We shall, however, avoid this difficulty 

by analyzing a more well-behaved group which has an equivalent algebraic structure. 

lNote that the weights ofthis representation (called the fundamental representation) are ostensibly given 
in [53] (Figure 3, Chapter 9; pp. 180). The weights in that figure are different from those shown here. By 
examining the character formula from [53] (Chapter 14; pp. 282), it is clear that the weights given here 
are correct and those in the reference are incorrect. Apparently, the error in [53] is that the inner product 
should be defined (in their notation) by IIp.W = p,2/2, not by IIp.W = 'p,2. 

.. 
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The group Diff51 is defined to be the group of all sm~oth orientation-preserving 

diffeomorphisms I of the circle 51, 

(2.64) 

The group multiplication is defined by the composition' of maps, so (g . 1)(9) = I(g( 9)). 

The Lie algebra of this group is the algebra Vect51 of smooth vector fields on 51. Writing 

a vector field I as a function I : 51 --+ R, the Lie- algebra product is given by 

[/(9),g(9)] = 1(9)g'(9) - g(9)/'(9). (2.65) 

Just as for central extensions of loop groups, it is possible to find a single central extension 

D1ffS1 of Diff 51 which is universal in the sense that all other central extensions can be 

rea.1.ized by taking a quotient by a finite cyclic group. This universal central extension is 

the Virasoro group. We denote its algebra by V~51. Elements of V~51 are of the form_ 

(f, -ia), with 1(9)8 j 89 a vector field on 51 and a E R. The commutation relation between 
-elements of Vect51 is given by 

[et, -iad, (9, -ia2)] ~ (Ig' - gl', ~ (21r(f(O)g"'(9) - 9(O)/"'(O))dO) . 
481r )0 

(2.66) 

Defining the (complex) vector fields l~ = iein88j89 in- Vect5t, we can define the usual 

Virasoro generators by 

Ln = (In, 0); for n -=I 0, 

Lo = (lo, 2~)' (2.67) 

C = (0,1). 

The commutation relations then take the standard form 

(2.68) 

, 
The Virasoro algebra is defined to be the complex Lie algebra spanned by the generators 

(2.67). As in the case of current algebras, it is traditional for physicists to treat the operator 

C as a c-number c, whereas mathematicians leave C in operator form and take c to be its 

eigenvalue in a specific representation. For the purpose of the coadjoint orbit description of 

representations, we will adhere to the latter convention. 
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We will now briefly describe the adjoint and coadjoint action of VectS1 on itself 

and its dual space. The (smooth) dual space to V~Sl consists of pairs (b, it), with b(O)d02 

. a quadratic differential on Sl, and t E R. The dual pairing between (b, it) and an element 

(j, -ia) E VectS1 is given by 

f21r 
«b,it),(j,-ia)} = Jo b(fJ)f(9)dfJ+at. (2.69) 

For this pairing to be invariant under the action of the algebra Vects1 , (b, it) must transform 

under the coadjoint action by 

Ad*(J_ia)(b,it) = (2bf' + b'f - _t_f"', 0). 
• . 241r (2.70) 

Using these equations, it is possible to derive formulae describing the coadjoint action Ad* 
- - * of the group Diff Sl on the dual space VectS 1 ; however, we will not need these formulae 

since the orbits of the c6adjoint action with which we will be concerned are topologically 

trivial (see Section 2.5.4).· 

. Unlike the centrally extended loop groups, the Virasoro group cannot be described 

by the formalism of simple roots and the Cartan matrix. In'many ways, the Virasoro group 

is structurally similar to finite-dimensional non-compact groups, while the loop groups are 

more similar to compact groups. Nonetheless, it is possible to make a definition of .positive 

and negative weights and roots for the Virasoro algebra .. The Virasoro algebra has a natural 

. decomposition 
-DiffS1 = (<CC EB CLo) EB V+ EB V_ (2.71) 

where 

(2.72) 

and 

V_ = ffiCL_ n (2.73) 
n>O 

are defined to be the spaces of positive and negative roots of DiffS1 • (Technically, these are 

the spaces of generators associated with the positive and negative roots; we will simplify 

notation by referring to these generators as themselves being the roots. This will not lead 

to confusion, since the roots and generators of this algebra are in a 1-1 correspondence, just 

as is the case for compact groups.) The operators C and La form a maximal commuting 

subalgebra of the Virasoro algebra. On any irreducible representation space V of DlffS1 , 
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the eigenvalue of C is a constant c, and the representation space can be decomposed into 

subspaces with distinct eigenvalues of Lo 

V=E9Vn 
nEZ 

(2.74) 

where Lov = nv for all v E Vn. We t~e n to be the weight of the space Vn; accc;>rding to 

the definition (2.72) of positive roots, a ~eight n is "positive" when n < 0 (this unfortunate 

terminology arises from the merging of well-established conventions in mathematics and 

physics for highest weight representations and Vir.asoro generators). 

At this point, one might be tempted to define L1 to be the single simple root of 

nlffS1. Unfortunately, how:ver, the generators {Lo,L±l} form a closed sub algebra of the 

Virasoro algebra, isomorphic to the algebra of 5L(2, C). Thus, it is impossible to define the 

Virasoro algebra from this subalgebra with any choice of Cartan matrix. It is impossible to 

choose more than one simple root for the Virasoro algebra, since then roots could not be 

uniquely written as a linear combination of simple roots. For our purposes, however, the 

only result about simple ro.ots which will be used in the following development is the fact 

that the simple roots generate the sub algebra of positive roots. To this end, we can select 

the pair of roots L1, L2 of the Virasoro algebra, and denote these roots to be "quasi-simple" 

roots. These roots' do indeed generate the algebra of positive roots, which can be seen 

inductively by observing that [Lb Lnl is nonzero and proportional to Ln+1 for n ~ 2. In 

the general analysis in the subsequent sections of this chapter, whenever we are discussing 

a general Lie group and its simple roots, we include under consideration the Virasoro group 

and its quasi-simple roots L1 , L2 • 

In discussing representations of the Virasoro group, we will again restrict attention 

to a category of representations of particular physical interest. This category of represen­

tations consists of highest weight representations which admit a unitary structure. Since' 

some highest weight representations do not admit unitary structures, this means that we 

will restrict attention to representations· with a certain set of values for the highest weight. 

A highest weight representation of the Virasoro algebra Vect""51 is simply a repre­

sentation which admits a decomposition (2.74) such that for some weight h the space Vh is 

. one-dimensional, and all spaces Vm with ni < h are zero-dimensional (recall the convention 

of positivity for the Virasoro roots). For all values of h and c (c being the eigenvalue of 

C), there eXists a unique irreducible highest weight representation of the Virasoro algebra. 

These representations do not all admit unitary structures, and cannot all be integrated to 



CHAPTER 2. COADJOINT ORBIT REPRESENTATIONS 31 
\ 

representations of the Virasoro group DiffSl . A theorem by Goodman and Wallach, how~ . 

ever, states that all unitary representations of the Virasoro algebra can be integrated to a 

continuous unitary representation of the Virasoro group [36]. This theorem is based on a 

conjecture due to Kac [42]. Since we are actually only interested in unitary representations, 

~ it will suffice to categorize representations of V;;Sl which admit unitary structures. 

The set of values (h, c) for which the Virasoro algebra admits an irreducible unitary 

highest weight representation is a well-known result to physicists. We will simply quote the 

result here, although in Section 2.6 we will briefly discuss the formalism used for its proof. 

The result is that unitary representations break up into two categories. In the first category 

are all pairs (h, c) with c ~ 1 and h ~ O. The second category consists of the so-called 

"discrete series" of representations, which have 

6 
c=I--~-..,. 

. m(m+ 1)' 
(2.75) 

and 
h = [(m+ l)p- mq]2 -1 

4m(m+ 1) , 
. (2.76) 

for integers m, p and q satisfying m > 2 and 1 ~ q ~ p ~ m - 1. 
. . 

We conclude this subsection :with a description of the geometry of the Virasoro 
. . . 

group and a set of coordinates on a quotient space analogous to the homogeneous spaces 

G IT for compact finite-dimensional groups. 

As mentioned above, the Virasoro group has a poorly behaved exponential map, 

which keeps us from defining coordinates in a neighborhood of the origin as we did· in the 

cases of compact groups and loop groups using (2.20). The failure of the exponential map 

to be 1-1 and onto follows from two important features of this group, which we will now 

describe, following Milnor [51]. To begin with, we note that because the extension of the 

diffeomorphism group DiffSl is central, the failure of the exponential map must also occur 

for the unextended group. Thus, we will focus attention here on the unextended group. 
0" • 

The first aspect of the full diffeomorphism ·group which gives problems for the 

exponential map is the inclusion of diffeomorphisms which have no fixed-points. From 

the existence of such diffeomorphisms in the group, we can prove that the exponential 

map is neither locally 1-1 or onto. To see that the map is not locally 1-1, consider the 

diffeomorphis~ <I> : SI -+ SI given by <1>(8) = 8 + 211" In where n is an integer. For any vector 

field f E VectS I which is nowhere zero (1(0) :f 0 'VO : 0 ~ 0 < 211") and which is periodic 
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with frequency n (f(8 + 27rln) = f(8)), there must exist a real number t E R such that 

This follows because etJ (8) satisfies 

so 

!....esJ (8) = j( esJ (8)), os 

etJ (8) = 8 + lot dsj(esJ(8)), 

and when j is periodic with frequency n it suffices for 

lo
t . 27r 
dsj(es! (8)) = -

·0 n 

(2.77) 

(2.78) 

(2.79) 

(2.80) 

to hold for any value of 8 to guarantee that the condition (2.80) holds for all values of 8. It 

follows that the periodic diffeomorphism ¢ lies on the one-parameter families corresponding 

to the trajectories under the exponential map of an infinite number of elements of the Lie 

algebra; thus, the exponential map is 00-1 at each point ¢. Since -by choosing n large, . 

we Can make the diffeomorphism ¢. arbitrarily small, the exponential map is certainly not 

locally 1-I. 

In a similar fashion, we caD. use the existence of diffeomorphisms without fixed­

points to show that the exponential map is not surjective. Consider the diffeomorphism 

¢(8) = 8 + 27r + €sin2(n8), 
·n 

(2.81) 

where € <: lIn. The diffeomorphism ¢n-clearly has fixed-points at 8 = 7rk/n for integral k, 

however no other points are fixed under ¢n. Because ¢ has no fixed points, if ¢ = e! for 

some vector field j it follows that j can have no zeros. But by the same argument as above, 

if j has no zeros and en! (0) = 0 then en! (8) = 8 for all 8. It follows that ¢ is not in the 

image of the exponential map. Since ¢ can be taken arbitrarily small by taking n arbitrarily 

large and € arbitrarily small, it follows that the exponential map on VectS1 is not locally 

surjective onto DiffS1. (Actually, here we must be careful about our definition of local; 

technically, DiffS1 as a group is modeled on a Frechet space - see below. In fact, however, 

it is still true that any neighborhood of the identity in Diff Sl contains some diffeomorphism 

of the form of ¢.) 

We see then, that _the existence of diffeomorphisms without fixed-points in the 

diffeomorphism group makes the e.."\.-ponential map from the algebra of vector fields rather 
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poorly behaved. In. fact, still more problems arise from the inclusion of non-analytic vector' 

fields; this is the second problem referred to above. As an example, take I to be a vector 

field which vanishes with all derivatives at e = 0, but which is nonzero in a region 7r /2- < 
e < 37r /2. The constant vector field I = -i1o = 1 can be exponentiated to form the rotation 

diffeomorphism ~ satisfying R1/J(e) = e + tf;. IT the Lie group DiffS I had a well-behaved 

real analytic structure, the adjoint action of the group on the algebra which gives 

(2.82) 

could be described by an exponentiation of the adjoint action of the algebra on itself 

[1, I] = adII = /'. (2.83) 

However, since I and all its derivatives vanish at e = 0 it follows that 

e1/J ad11(0) = 0'Vtf;, (2.84) 

which contradicts (2.82). Thus, the analytic structure of DiffSI is further disrupted by the 

existence of non-analytic diffeomorphisms. 

In. order to accomplish the coadjoint orbit construction of representations of the 

Vuasoro group, we will need to' have coordinates on a homogeneous space of the form 

Diff SI / SI. Although by the arguments above, ,such a. coordinate system cannot directly 

be constructed using a formula like (2.20), it is possible to proceed formally as though 

such a formula were applicable. This approach has /beensuccessfully used in ,the past, and 

-leads to correct results for the curvature and other properties of the space DiffSI /SI [66] 

(the curvature result 'Was first obtained by Bowick and Rajeev using a generalization of a 

method of Freed [20, 30]). We will make some attempt to justify the use of this type of 

coordinate system here, by considering a closely related group which is more nicely behaved. 

Finally, however, the justification for the formulas we will derive is that they successfully 

give algebraic representations of the form expected from the co adjoint orbit construction. 
-' 

A more rigoroils demonstration of the validity of the methods used here is left as a project 

for further research. 

We now sketch an argument for the validity offormula (2.20) on a group with an al­

gebra isomorphic to the Virasoro algebra. To begin with, the homogeneous space Diff SI / Sl 

is the space of the infinite-dimensional manifold of the group DiffoSl of diffeomorphisms of 

Sl w~ch have a fixed point at e = o. By restricting to this group, the problems associated 
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with diffeomorphisms without fixed-points are removed. The only obvious difficulty which 

remains is the existence of non-analytic diffeomorphisms. For our purposes, ana as far as 

most physicists are concerned, we can restrict to the subgroup of DiffoSl of real-analytic 

diifeomorphisms, which we denote Do. This group has none of the problems described 

above for its exponential map; however, it is still not clear whether this group admits a 

real-analytic structure. We will now show that a closely related group with an isomorphic 

algebra can be given a real-analytic structure; we will denote this group by V, and we will 

show that Do C V. Although this result does not prove conclusively that Do admits a 

real-analytic structure, it indicates the plausibility of this assertion. For those purists un­

willing to accept this statement without a more rigorous proof, the discussion in the rest of 

this chapter should be taken to apply to the formal group V, with the homogeneous space 

DiffS l / SI being the formal quotient of V through the action of Lo. 

We define the group V to be the set of all formal power series in x with leading 
"\ 

term proportional to x and leading coefficient positive, 
/ 

V = {I = hx + hx2 + ... E xlR[[x]] : h > OJ. (2.85) 

We can define a topology on the space of V by tre<;l.ting Vasa subspace of the vector space 

A = xlR[[x]]. We take a local base around 0 E A for the topology of A to be given by the 

countable family of open sets 

B(n,m) = {I E V: Ii < ~Vi:::; m}, 
n 

(2.86) 

where n and m are integers. The topology on V is then that induced by the embedding in 

A. Since the topology thus defined on V has a countable, convex ~ocal basis, it follows that 

V has a metric invariant under linear translations on. the vector space [56J. It can be shown 

that V is complete in this metric, so V is a Frechet space. It is also possible to show that 

A has no bounded neighborhood of 0 with the resulting metric, so V cannot be a Banach 

space. The technical details of what type of space V is modeled on will not concern us here; 

however, it is significant that V is modeled on a Frechet space, since the essential problem 

her~ is to show that a group modeled on a Frechet space can have a real-analytic structure. 

Having defined a topology on V, we can now define a group structure given by 

compositibn. Given elements I = IIX + hx2 + ... and 9 = gIX + g2x2 + ... , we define 

g. I E V by 

(2.87) 
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where 

(2.88) 

with the sum taken over all s,11 ,' ••• 111 ,> 0 with k =.11 + ... + 111. 

The inverse can be computed; if 9·1 = 1, then 

h = 1/91 (2.89) 

Ik = -91k [2: 11I9l1 •• • 9l.] k > 2, 
lI<k 

with the sum taken over the same range as before, however with the additional restriction 

that s < k. 

From these explicit expressions, it is easy to verify that multiplication and inverses 

are continuous in the chosen topology, so V is a Lie group modeled on a Frechet space. 

Furthermore, we can define a smooth "square root" operation in V. HI = 92 , then we have 
i , 

g1 (ft)1/2 (2.90) 

gk = (Ik -2: 91l9l~·· ·gl.)/(g1 + gf) k > 2, 
1<II<k 

where the sum is again as before, except now we restrict 1 < s < k .. 

Now, we can prove the further claim that the exponential map from the Lie algebra 

of V to V is 1-1 and onto (globally). The Lie algebra of V is exactly the space A, with the 

Lie bracket of two vector fields U = UIX + U2x2 + ... and v = VIX + V2x2 + ... given by 

with 

WI = 0 
k 

Wk = 2:j(Uk-j+1Vj - UjVk-j+t} •. 

j=l 

(2.91) 

(2.92) 

The Lie bracket operation on the algebl,"a is clearly smooth in the same topology we had 

before. 

The proof that e..-<p : A --+ V is 1-1 and onto essentially follows from iterating the 

square root .map above. H we define I(n) by 1(0) = I, I(n-l) = I(n) . I(n), then by iterating 
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the square root map we can show that the limits 

gl = n~ (2n(fl
n) - 1») 

gk = n~ (2n/~n») k > 2 

36 

(2.93) 

exist. We then define 9 == glX + g2x2 + ... , and have # = I. Since each function I has a 

unique "logarithm" g, the exponential map is 1-1 and surjective. 

We have thus shown that the Lie group V, ~hich is modeled on a Frechet space, 

has a 1-1 and onto exponential map. The Lie group Do can be identified with the subgroup 

of V consisting of power series which are a) convergent with all derivatives for all' x, b) 

periodic in x· in the sense that I( x + 211') = I( x ) + 211', and c) monotonically increasing in x 

(f'(X) > 0 'v'x). The topology on Do induced by this embedding is different from the usual 

topology, however the group operation is smooth under both definitions. In order to prove 

that the exponential map on Do is 1-1 and onto, it would suffice to demonstrate that the 

square root operation defined above for V is closed on Do. In fact, we assert that it suffices 

to show that if I E Do t V and I = g. g. in V then condition (a) holds for g. That is, if 9 

is convergent for all x conditions (b) and (c) on 9 follow from the same conditions on I. A 

brief outline of this argument will now be given to conclude this subsection. 

Assume that I and 9 are as above, with I = g2 in V and I satisfying conditions 

(a), (b), (c), and with 9 satisfying condition (a). It follows from the fact that 9 satisfies the 

differential equation g'(g(X» = f'(X)/g'(X), that if 9 has a bounded continuous derivative, 

then 9 is monotone increasing. It is then fairly easy to see that the. following conditions 

must hold on g: 

lex) > g(x) > x, when 

I(x) = g(x) = x, when 

f(x) > x 

f(x) = x 

I(x) < g(x) < x, when I(x) < x. 

(2.94) 

To see that these conditions must hold, assume that xo, Xl are consecutive fixed-points of 9 

(and therefore also of f). If g( x) > x for Xo < x < Xl then g(g( x» = I( x) > g( x) > x since 

g(x) < XI, which follows from the monotonicity of g. The other conditions can be proven 

in a similar fashion. From these inequalities. we see that G( x) = g( x + 211') - 211' is also a 

solution to G(G(x» = I(x). If the solution 9 is unique, which it is in V, then 9 = G, and 

9 is periodic. We have thus shown everything e..''{cept that the square root of an element 
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of Do must be 'convergent. The exponenti~ map on Do is thus at least 1-1; however, the 

surjectivity of this map has not been shown rigorously. To be certain of working with a 

group with the BCH property, one must consider V; in the remainder of this thesis, however, 

we will ignore the details of this question and simply calculate with the Virasoro group and 

algebra as though it were well-behaved. 

2.2 Coadjoint orbit construction 

. This section contains a description of the geometry of coadjoint orbit representa­

tions. The construction of coadjoint orbit representations is originally due to Kirillov and 
\ , 

Kostant [43]: The discussion here is similar to the presentations in [43, 64]; however, the 

notation is slightly different; in particular, some difficulties with signs are dealt with here 

in an internally consistent fashion. 

As described in Section 1.1, given a Lie group Gwith algebra g, G acts on the 

dual space g* by the coadjoint action (2.7). For any b E {I*, one can consider its orbit Wb 

in g* under the coadjoint action of G. It turns out that Wb admits a natural symplectic 

structure, which maybe defined as follows: There is a natural association between elements 

of 9 and tangent vectors to Wb at b. Given an element u E g, we define u(b) E TbWb to be 

the tangent vector to Wb at b associated with ad~b. (Note that u(b) = 0 when u is in the 

.stabilizer of b; i.e., when ad:b = 0.) We can define a 2-form won Wb by 

w(u(b), v(b)) = (b, [u, v». (2.95) 

It can be verified that this 2-form is well-defined, closed, G-invariant, and nondegenerate, 

and thus defines a G-invariant symplec.tic structure on Wb. w also gives a Poisson bracket 

structure to the space of functions on Wb. In component notation, the Poisson bracket of 

two functions f and g is given by 

(2.96) 

wher~ wij are the components of w"': l . Every function f on Wb generates a Hamiltonian 

vector field v f on Wb, defined by 

(2.97) 

Fo"r any uE g, there is a function ~u on Wb which generates the Hamiltonian vector field 
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u. This function is given by 

q)u(b) = -{b,u}. 

To see that ~u generates the vector field U, we use the fact that for any v E g, 

Since the vector fields v span the tangent space to Wb at b, we have 

so 

The functions q) u also satisfy the equation 

slnce 

{q)t" q)v} = w ij ( Oiq)u)( Ojq;v) = wij(WikUk)(WjlVl) 

= WikU~vi'= (b, [v, u)) = q)[u,v]. 
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(2.98) 

(2.99) 

(2.100) 

(2.101) 

(2.102) 

(2.103) 

In order to construct representations of G using the coadjoint orbit Wb, it is now necessary 

to quantize the manifold Wb according to the technique of geometric quantization [65,59]. 

The first step in this procedure is to construct a complex line bundle L,b over Wb with 

curvature form iw. This is known as "prequantization". For this step to be possible, it is 

necessary that ~be an integral cohomology class (i. e., that the integral of w over any closed· 

2-surface in Wb be an integral multiple of 211".) If such a line bundle L,b exists, then there 

is a natural homomorphism 4> from the Lie algebra g to the space of first-order differential 

operators on sections of L,b, given by 

(2.104) 

where V' u is the covariant derivative in L,b in the direction u. Explicitly, written in compo­

nent notation in a local coordinate chart, 

(2.105) 
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where Ai is a connection on L,b satisfying 8iAj - 8jAi = iwij. To verify that </>. is a homo­

morphism, we must check that 

(2.106) 

We define ~u to be the differential operator corresponding to the vector field -u; i.e., 

~u = -ui8i' and we define Au = uiAi. With these definitions, 

(2.107) 

One can easily calculate 

(2.108) . 

and 

(2.109) 

One also finds that 

--- . . . 
~uAv- ~vAu = [u, v] Ai - ii,'ijJ(8iAj - 8jAi) (2.110) 

- A[u,v] + i9?[u,v]. 

Note that since the vectors u span the tangent space to Wb at each point, Equation 2.110, 

along with the conditions that Au is linear in u and that Au(b) = Q when ad:b = 0, c~uld 

have been taken as the definition of a connection Au associated with the der~vative operators 

~u. It is now trivial to compute the commutator 

[it, il] = [~u - Au +i9?u, ~v - Av + i9?v] 

- ~[u',v] - A[u,v] + i9?[u,v] 

[~]. 

(2.111) 

Thus </> is a homomorphism, so we have determined that </> gives a representation of 9 on the 

space of smooth sections of L,b. Unfortunately, this representation is in general much too 

large to be irreducible; this is where the second stage of geometric quantization enters, which 

involves choosing a "polarization". We will only be concerned here with a specific type of 

polarization, the Kahler polarization. In general, choosing a polarization restricts the space 

of allowed smooth sections of L,b to a subspace containing only those sections which satisfy 

some local first-order differential equations. A Kahler polarization of Wb exists when Wb 

admits a G-invariant Kahler structure with w as the associated (1,1 )-form. This condition 

/ 
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is equivalent to the condition that Wb admits a G-invariant complex structure with respect 

to which w is a (1, I)-form; i.e., the only nonvanishingten:n.s in w have one holomorphic 

and one antiholomorphic index. In general, if Wb does not admit a Kahler polarization, 

and is not equivalent to a cota.ri.gent bundle, there is no standard way to find a polarization, 

and carrying out the geometric quantization program becomes extremely difficult. In case 

Wb does admit a Kahler polarization, we can restrict the space of allowed sections of c'b 

to the space fib of holomorphic sections. 'When.cb has a Hermit~an metric, then we can 

further restrict fib to be the Hilbert space of square-integrable holomorphic sections of c'b. 

According to the general principles of Kirillov and Kostant, the action of G on fib should 

give an irreducible unitary representation of G for every b such that fib can be constructed. 

This principle holds fairly well for compact semi-simple finite-dimensional groups, and even 

for loop groups; however, it does not seem to hold in complete generality. Some of the 

representations of nfffS1 constructed this fashion are nonunitary; and some are reducible, 

as we demonstrate below. In the case of finite-dimensional compact simple Lie groups, this 

construction is equivalent to the Borel-Well construction outlined in Section 1.1, and the 

Kahler structure compatible withw is equivalent to the complex structure defined in (2.20) 

for the homogeneous space G/T. 

2.3 Gauge fixing 

In this section, we prove several assertions which will simplify the process of explic­

itly constructing the coadjoint orbit representations in local coordinates. If one attempts to 

use Equation 2.107 to construct explicit formulae for the operators it as differential opera­

tors on fib, one encounters several obstacles. First, it is necessary to calculate the functions 

q>u in local co?rdinates. Second, one must find an explicit formula for a connection Au 

which satisfies (2.110). Finding these ex:pressions in terms of a local set of holomorphic 

coordinates is in general a somewhat nontrivial problem. Note, however, that the operator 

it can b~ written as 

(2.112) 

where ~u is the first-order differential operator defined above, and fu is a function of the 

local coordinates satisfying 

~ufv - ~vfu = f[u,v]. (2.113) 
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We will find it easiest to construct explicit expressions for the operators it by finding directly 

a set of functions fu which satisfy (2.113), and which correspond to the representation in 

question. We find these functions fu by making a simplifying assumption which amounts to 

choosing a simple gauge for the connection Au. To ensure that the set of fu's we construct 

in this fashion are equivalent to those we would get from (2.110) by a specific choice of 

gauge, we will need the following two propositions. 

Proposition 1 Given a coadjoint orbit Wb of a group G, with Cb a complex line bundle 

over Wb with curvature iw, and with ~u and q;u defined as above, on a coordinate chart 

corresponding to a local trivialization of Cb, if a set of functions fu on Wb are linear in 

u E £I, and satisfy the conditions 

(i) ~ufv - ~vfu = f[u,vj, 

(ii) fu(b) = iq;u(b) when ad:b = 0, 

then the operators 'it = ~u + fu are equal to the operators it from Equation 2.107 for some 

choice of connection Au' on Cb satisfying (2.110). 

Proof. To prove this proposition, it will suffice to show that the functions A~(b) = 
- fu(b) + iq;u(b) satisfy (2.110), are linear in u, and are zero when ad:b = O. The last two 

-
conditions follow immediately from the definition of fu and assumption (li). To see that A~ 

satisfies (2.110) is a simple calculation: 

~uA~ - ~vA~ = ~u( - fv + iq;v) - ~v( - fu + iq;u) 

= - f[u,v) + 2iq;[u,v) 

= A[u,v) + iq;[u,v). 

Thus, A~ is a valid connection on Cb, and the proposition is proven. 0 

(2.114) 

Proposition 2 With the same premises as Proposition 1, when G is path connected the 

condition (ll) can be replaced by the weaker condition 

and the"result of proposition 1 still holds. 

Proof. We need to prove that when G is path connected, condition (ii') implies condition 

(ii). Assume ad:b = 0 for some u E £I, b E lVb. Since bo E Wb, for some g E G we have 

.. 
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b = Ad;bo. If 'U stabilizes b, then 'Uo = Adg-l'U must stabilize boo But then we have. 

(2.115) 

so ~u(b) = ~tJ()(bo). It remains to be shown that fu(b) = ftJ()(bo). Since G is path connected, 

we have a path get) in G with g(O) = 1 and g(l}= g. We claim that 

d 
dtfu(t)(b(t)) = 0, (2.116) 

where 'U(t) = Adg(t)'Uo, and bet) = Ad;(t)bo. Defining 

vet) = d~~t) g-l(t) E g, (2.117) 

we have 

d
db(t) = ad:b(t), 
t . 

, (2.118) 

and 

(2.119) 

It follows that 

d 
dtfu(t)(b(t)) = -{vfu-<t) (b(t)) + f[v.u(t)](b(t)) 

= -{v/u(t)(b(t)) + {u(t)fv(b(t)) + f[v.u(t)](b(t)) (2.120) 

= 0, 

where we have used the fact that'ii(t)(b(t)) = O. Thus, we have shown that 

(2.121 ) 

Since 'U and b were an arbitrary solution of ad~b = 0, we have proven that condition (ii') 

implies condition (ii), and thus the proposition is proven.D 

2.4 Local formulae 

In this section, we derive a set of general formulae for the local realization of a 

coadjoint orbit representation in a neighborhood of a point b in the co adjoint orbit Wb. This 

is done by first computing an exact local formula for the vector fields {u and then performing 

a gauge-fixing to derive a general expression for a set of functions fu satisfying the conditions 
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of Proposition 2. For finite-dimensional compact groups, the resulting formulae give a 

representation of the Lie algebra g in terms of first-order differential operators acting on 

a ring R of polynomials in a finite number of complex variables. When the group G is an 

infinite-dimensional group, suclf as a centrally extended loop group or the Virasoro group, 

the realizations are again in terms of first-order differential operators acting-on a ring R of 

polynomials in a set of complex variables; however, the set of complex variables becomes 

infinite, and the differential operators are described by infinite series, with only a finite 

number of terms acting nontrivially on any fixed polynomial in R. One important feature 

of these explicit realizations of Lie algebras in terms of differential operators is that the 

differential operators associated with raising operators Ja , ex. E ~+ in the Lie algebra are 

independent of which representation of the algebra is being realized. The independence of 

these operators from the highest weight of the relevant representation will be used in the 

following chapters to simplify formulae for conformal field theory observables calculated 

using these representations. 

The first step in finding a local realization of the coadjoint orbit representations 

is to choose a set of coordinates on the orbit space Wb in the vicinity of b. In Section 2.1 

we described such a set of coordinates on quotient spaces of the form G /T where T is a 

maximal abelian subgroup of G, for all types of groups under consideration in this thesis. 

A given coadjoint orbit space Wb is homeomorphic to a quotient space of G of the form 

G/ S where S is the stabilizing subgroup of bin G. (The stabilizer of a point p in a space 

V which carries an action of the group G is the subgroup of G which leaves p invariant.) 

All the coadjoint orbit spaces which we will consider here arise from elements b E g* whose 

stabilizer is a maximal abelian subgroup T; thus, these coadjoint orbits are homeomorphic 

to quotient spaces of the form G/T. We will describe these coadjoint orbits more explicitly 

for specific Lie groups in Section 2.5. In general, however, we can use. the coordinates 

{za : ex. E ~+} associated with the positive roots of a group G, which are defined through 

(2.20), as complex coordinates on the coadjoint orbit spaces of interest. 

Once we have a set of coordinates on Wb, we can use explicit formulae for the 

coadjoint action to calculate the value of the symplectic form w associated with the coadjoint 

orbit Wb in terms of the local coordinates ZQ' As discussed above, the form ;'11" must be an 

integral cohomology class in order for the coadjoint orbit to admit a holomorphic line bundle 

Cb with curvature iw. For all the groups with which we are concerned in this thesis, there 

is a set of coadjoint orbits which have a symplectic form w satisfying this condition. These 
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coadjoint orbits have the additional property that with respect to the complex structure 

described by the coordinates (2.20), the symplectic form w is a (1,1) form. Thus, on all 

these coadjoint orbits we can take a Kahler polarization of the space of sections of .Cb by 

restricting to the space 'Hb of holomorphic sections. Locally, the holomorphic sections of Cb 

are described around the point b by polynomials in the variables Za. The action (2.104) of 

the Lie algebra on the space of holomorphic sections reduces to a representation of 9 in terms 

of first-order differential operators u on the space of these polynomiafs. The remainder of 

this section is devoted to the derivation of a general formula for these differential operators. 

For the rest of this section, we assume that a specific group G has been chosen, and . . 
that a particular coadjoint orbit Wb satisfying the necessary conditions for quantization has 

. also been selected. We will assume that the group G has a set of simple roots which generate 

the sub algebra associated with positive roots; as described in 2.1.3, when G is the Virasoro 

group, the set of simple roots actually refers to the set {Ll, L2} of quasi-simple roots, which 

also generates the sub algebra of positive roots. We will use a combination of physical 'and 

mathematical notation for the generators of the algebra gc; we write all generators in the 

form Ja , where a can either be a root a = 0 E ~, or an element a = h E 0 of the basis 

0= {halo E Do} of the Cartan sub algebra. When Ja is in the Cartan sub algebra, we write 

a = h ~ 0, since a corresponds to a_weight of o. We use the physics notation fab C for 

algebra structure constants, so that 

(2.122) 

In particular, in this notation we have 

ifha a = (0, h) for 0 E ~, hE 0. (2.123) 

All the equations in this section could be rewritt~n in terms of a Chevalley basis and Cartan 

matrix; however, this does not seem to simplify the form of the results. 

2.4.1 Vector fields 

The first step in constructing the operators 

(2.124) 

which implement the action (2.104) of 9 on 'Hb is to calculate the vector fields 

(2.125) 
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associated with the coadjoint action adj" of J a on Wb. Actually, these are vector fields in 

the complexification of the tangent space to Wb, since the generators J a are in gc and not 

necessarily in g. The vector fields in the actual tangent space are constructed by taking 

the complex linear combinations of Jain g; since the left action of G on Wb leaves the 

complex structure invariant, we are only interested in the holomorphic parts of the vector 

fields ea. We are constructing operators which will act on polynomials in the holomorphic 

variables Za, so by taking the holomorphic vector fields (2.125) we actually will construct a 

representation of gc. on the space of polynomials in 1ib. 

The holomorphic vector fields ea can be calculated by multiplying an arbitrary 

. element of the form (2.20) on the left by the group element exp(E-Ja ). The components 

ii~ appear as the order e shifts to the holomorphic coo~dinates Za, and can be derived by 
I 

writing the product exp(€Ja)exp(I:zaJa) in the form 

eeJ"exp( L zaJa) = exp [L (Za+eii~)Ja] f({Jala j 0})+O(e2
) 

ae~+ ae~+ 

(~.126) 

to first order in e, where f is some function of the generators J a corresponding to negative 

roots and the Cartan sub algebra. To explicitly compute these vector fields, we use the 

infinitesimal forms of the Ben theorem, . 

and 

- -

eex eY = exp(Y + e L~~ (ady )kX) + O(€2), 
k~O • . 

eY+Ez+ex = exp (Y + eZ - e L ~~ (~adYlx) eU + O(e2
), 

k~l . 

(2.127) 

(2.128) 

(2.129) 

where Bk is the kth Bernoulli number (Table 2.2). The first of these equations can be 

derived by writing 

(2.130) 

and defining 

(2.131) 
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From these definitions it follows that 

(2.132) 

But writing 

(2.133) 

we have 

(2.134) 

It follows that 

(2.135) 

and thus that 

(2.136) " 

From this expression and (2.132), it follows by formally manipulating the power"series in 

ady that 

( 
ady ) ~ Bk k " 

Z = e ady -1 X = ~ T!(ady) X, • (2.137) 

which gives (2.127). Equations (2.128) and (2.129) follow immediately from the same type 

of argument. 

We now give the general expressio~ for the vector "field components which arise 

from performing the calculation (2,126) using (2.127), (2.128) and (2.129). 

Proposition 3 The components u~ of the vector fields {a are given by' 

u~ = - L fA.>..Ca(at, ... ,ak)zal···zalc' 
1c2:0 ,A,,(Ic,o) 

(2.138) 

where'x is the minimum integer such that a + al + a2 + ... + a>.. r 0 (,X = 0 when a r 0), 

and 

(2.139) 

(2.140) 

k->" B 
f3 - ( )k+1 '"" I (2 141) k.>" - -1 ~ I! (k -1)1" . 

(B, is the lth Bernoulli number, as in (2.127) and (2.153). The Bernoulli numbers and . 
values of f3k,>.. are tabulated for small values of the subscripts 1, k,'x in tables 2.1, 2.2 at'the 

end of this section. ) 
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Proof. We begin by noting the identities 
• 

(ad<L:zaJa»kJa = L Ca(at, •.• ,ak)zal· "ZaI<Ja+al+ ... +al<' (2.142) 
(11.···,0.,,>0 

and 

(2.143) 

Applying Equation 2.127 to exp(E"Ja)exP(L:zaJa), we have 

(2.144) 

where by x fV Y it is meant that x = yf + O( e2 ), with f some function of the Ja's with 

a ~ o. Dividing the terms in the exponential into generators Ja with a ~ 0 and a ~ 0, this 

can be rewritten as 

(2.145) 

where J31t~ is defined by , 

and the sets A.;"( k)..a.re defined by 

(2.147) 

and 

(2.148) 
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Applying (2.128) and (2.143) to Equation 2.145 t tim~s, we get 

exp(€Ja)exp( L zaJa)'" 
aE~+ 

exp ( L zaJa - € L ,8t~Ca(ab ... ,ak)Za1 ..• Zal.Ja+a1+ ... +a" (2.149) 
aE~+ ,,~o,A;t(,,) 

~ ( )t+l-lt Bl1 B12 -11 Bl-lt C ( ) J ) +€ L.. _-1 i
I
! (12- 11)!"'(1-lt)! a aI,···,al Za1,·,za, a+a1+ ... +a, . 

0$11 < ... <It<I,A .. (I) 

Since ,8i~~ = ,8t~) for t ~ >., to all drders in Z we have 

(2.150) 
aE~+ 

exp (. L zaJa - € L ,8k~)Ca(ab .. _.,ak)Za1 ... za"Ja+a1+ ... +a,,), 
aE~+ ,,~o,A;t(,,) 

We will now show that ,8i~) = ,8k,>... Using the fact that B2k+1 = 0 for k > 0, it is not hard , 

to determine that 

,8(00) 
k,O 

Bk 
- -T!' 

,8(00) 
k,I - Ck,I, (2.151) 

,8(00) 
k,>.. 

= L' (-1 y+k B,1 - I B,2 -,1 ' Bl~-I~_l Bk-l~ for>. > 1. 
~~0,1<11< ... <1~<'\ (11 - 1)! (12 -It)! ... (Is -la-t)! (k -la)!' 

. When>. > 1, we can write a generating function for ,8i~) by 

where 

L ,8k~)yk-Axk = L ym~I(_x)l+I2)1_ </>(-x))\ 
k~A>l l>m~O· a~O 

</>(x) = _x_ = L Bnxn. 
eX - 1 n~O n! 

From (2.152), it follows that 

.k-l B k-A B 
, a(oo) _ (_i)k ~ I _ (_1)k+1 ~ 1 

i-'k,>.. - l=kL::5.+1 I! (k - I)! - . ~ i! (k - I)!' 

where we have used the fact that 

LBI 
k-l (k) 
1=0 ,I 

= 0, for k > 1. 

(2.152) 

(2.153) 

(2.154) 

(2.155) 

/ 

I 
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From (2.151) and (2.155), it is also easy to verify that f3t~) = f3k,o and f3ic;) = f3k,l. Thus, 

for all k and A, we have shown that f3t~) = 13k,>., and Proposition 3 is proven.O 

The result of Proposition 3 can be restated in terms of the vector fields ~a. 

Corollary 1· The vector fields ~a are given by 

(2.156) 

where A, Ca, 13, and At are defined as above. 

When a t 0, we can use (2.151) to simplify the formulae for ~a to 

Bk a· 
. ~a = I: -kTCo(at, ... ,ak)zOl ... ZO/c-a-·----

/c~O."l ....... /c >-0 • Za+al + ••• +a/c 

for a r 0, (2.157) 

and 
a 

~h = E -(a, h)zOt-a· for h E 0. (2.158) 
Ot>-O ZOt 

Note that (2.158) could also have been obtained more directly through (2.129).) 

2.4.2 Gauge fixing 

Now that we have explicit forn;tulae for the vector fields ~a, in order to construct the 

operators ja it will suffice by the results of the previous section to find a set of functions fu 

which are linear in the parameter U E gc and which satisfy conditions (i) from Proposition 1 

and (ii') from Proposition 2. vVe will explicitly construct these functions by making an 

appropriate choice of gauge; before discussing the gauge-fixing procedure, however, it will 

be useful to discuss some general features of the vector fields ~a calculated in the previous 

subsection. 

The main observation to be made is that the ring R = q {ZOt }] of polynomials in 

the variables ZOt has a natural grading, according to the weights w E A in the root lattice 

of the group G. Recall that the root lattice A etC is the lattice generated by the simple 

roots a E Ll. We can associate to each variable ZOt a degree 

degzOt = a E A. (2.159) 

By giving the unit element 1 a degree 

deg 1 = 0, (2.160) 
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and by defining the degree of a product of monomials recursively by 

deg(fg) = degf + degg, .(2.161 ) 

we define the degree for all monomials f = zal ... za, to be 01 + ... + 0i. The ring R thus . 

admits a A-grading 

where 

R= EBRw , 

wEA 

Rw = {f E R : deg(f) = w}, 

and where ~\ 

(2.162) 

(2.163) 

. RwRy ~ Rw+y. (2.164) 

We define a polynomial fER to be quasi-homogeneous when f has a definite' degree 

'degf E A. 

Considering the action of the operators {a on the space R of polynomials in the 

Za, we find that 

(2.165) 

and 

(2.166) 

Thus, the action of the vector field part of the operators ia on R has a very natural structure 

with respect to the grading. 

We now prove a proposition which describes further the action of the vector fields 

{a on R; this proposition will be used in this section to calculate the gauge-fixed functions 

fa, and will also be used in Chapter 3 where we describe in more detail the gc-module 

structure of ?-lb. 

Proposition 4 The unit element 1 in R, which we denote by I }, is the. unique function in 

R (up to scalar multiplication) which is annihilated by {a for all a >- 0; i.e., I} is the unique 

highest weight state in the module R under the action of the {a's. 

Proof. Assume there is another function <P E R which is annihilated by {a for all a >- O. 

Since R is graded, <p can be written as a sum of quasi-homogeneous functions, 

<P= L<Pw, <Pw E Rw. (2.167) 
wtO 

.. 



.. 

CHAPTER 2. COADJOINT ORBIT REPRESENTATIONS 51 

~ Take w to bea minimal nonzero weight with 4>w :f; 0 (w is a minimal weight satisfying this 

condition as long as there does not exist a nonzero weight yEA with w ~ y and <Py :f; 0).' 

Now, let a be a maximal root such that some term in 4>w contains a factor of Za. 4>w can 

now be written in the form 

4>w = L z:g~~ma( {z,8 : f3 ;t a}), 
m2:0 i 

(2.168) 

where for each m ~ 0, g~~ma is a quasi-homogeneous polynomial of degree w - ma in the . 

set of variables z,8 with f3 ;t a. Since for a ~ 0, all terms in ea except the leading term 

-8j8za contain derivatives 8j8z,8 with f3 ~ a, we can compute 

ea4>w = - L mz:-1 g~~ma( {f3 : f3 ;t a}). (2.169) 
m>O 

For this expression to be zero, all the functions g~~ma would have to be zero for m > o. 
But then <Pw would not contain any terms with a factor of Za, contradicting our assumption. 

" . Thus, the only states in R annihilated by all ea with a ~ 0 are the constant functions in 

Ro.D 
Note that the proof of this proposition also indicates that there are not even any 

formal power series in q[{za}]] other ~han I) which are annihilated by all ~a, a ~ o. We 

will mention this point again in connection with Virasoro representations. 

The choice of gauge we 'use to construct the functions fa is a gauge in which the 

structure ofthe action (2.165), (2.166) of the operators ~a on R is preserved for the operators 

fa; that is, we will find a gauge in which 

(2:170) 

for all generators fa (w - a = w when a E 0). A priori, it is not clear that such a gauge 

choice is possible. We will use (2.170) as an Ansatz for the functions fa = Ja - ~a. We 

now demonstrate that there is a unique set of functions fa satisfying this Ansatz and also 

conditions (i), (ii'), and that therefore these functions fa correspond to a particular choice 

of gauge by Proposition .2. 

The first consequence of the Ansatz is that the functions fa all lie in the ring R, 

and furthermore that fa E R_a. Specifically, this means that 

fa = 0, for a ~ 0, 
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fh E C, for h E e, 

f-a ERa,. fora >- O. 

52 

(2.171) 

We have chosen the element b in the coadjoint orbit Wb to be such that the stabilizer of 

b under the coadjoint action of 9c is precisely te. In the coordinates Za, b is the point at 

which all coordinates are O. By condition (ll'), it follows that the functions fh are given at 

the point b = 0 by 

(2.172) 

Since the functions !h are constant functions in R, it follows that 

fh = -i{b, h}. (2.173) 

We will now use (2.173)and the consequences (2.171) of the Ansatz to construct 

functions f-a E Ra for all a >- 0 which satisfy (i). For these functions, the condition (i) is 

given by 

f.afc - f.cJa = i fac d /d. (2.174) 

For particular choices of a and c, this equation reduces to the equations 

f.hf-a = -(a, h)f-a, Va>-O,hEe (2.175) 

f.af-'a = L:ifa(_a) hfh' Va>- 0 (2.176) 
hE0 

f.af-c 0, Va, c >- 0 where c - a ~ 0 (2.177) 

f.af-c = 'f a-c J. ~ a(-c) a-c, Va,c>- 0 wherec - a >- 0 (2.178) 

f.-af -c - f.-cf-a if(_a)(_c) -a-c f-a-c, Va,c>- O. (2.179) 

From (2.166) and (2.171), it follows immediately that (2.175) and (2.177) must hold. We can 

use (2.176) to calculate the functions f-a for simple a. For a simple root a, the space Rex 

is one-dimensional and consists of all functions of the form f = XZex with x E C. The vector 

field operator f.ex has a leading term -8j8za , with all other terms containing derivatives 

8j8z/3 with {3 >- a. Thus, if we write 

(2.180) 

then 

f.af-ex = -x = fha = -i(b, hex). (2.181) 
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It follows that 

(2.182) 

(Note: in th~ case of the Virasoro algebra, this equation does not give the function f-2 

associated with the quasi-simple root L2 ; this special case is discussed in the next section. 

The rest of the analysis in this subsection, however, is still correct for the Virasoro algebra 

after one correctly fixes the function f-2.) 

Now that we have expressions for fa where a is either a simple root or an element 

of the Cartan sub algebra, we can proceed to construct the remaining functions fa induc­

tively, using (2.179). Such a construction is possible because the set of simple roots always 

generates the algebra of positive roots. We will now proceed to prove that this construCtion 

gives rise to a unique and well-defined set of functions fa for each a >- 0, which satisfy 

(2.175)-(2.179). 

Proposition 5 The functions fa E R defined by the recursive formulae 

fa = 0, a>- 0, 

!h = -i(b, h}, hE0 (2.183) 

f-O/ = i(b, hO/}zO/, a E .6., 

fa+e 
-z 

= f, -a+e {{afe - {cia], 
ae 

a,c ~ ° 
are well-defined, and satisfy (2.174). 

Proof. In order to prove this proposition, it is clearly necessary to demonstrate that for a 

fixed root d ~ 0, the last equation in (2.183) gives a well-defined function for fd = fa+(d-a) , 

independent of the choice of a satisfying ° >- a >- d. The fact that all functions fd are defined 

by this equation follows again from the fact that the simple roots generate the algebra of all 

positive roots. Because the functions fa defined through (2.183) clearly all satisfy (2.171), 

we know that (2.175) and (2.177) are satisfied by these functions. What we must therefore 

show in order to guarantee that the remaining conditions (2.176), (2.178), and (2.179) hold 

and that the functions fa are well-defined, is that for every a >- 0, there is a unique function 

i-a E Ra which satisfies the conditions 

{ai-a = :E ifa(_a) h fh' 
hE0 . 

(2.184) . 

{ei-a 'f c-a J. 
Z c(-a) c-a, "Ie a >- e >- 0, (2.185) 
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i-a - -~ .. -a [~c-ai-c - ~-cic-a], Ye: are r o. 
i(c-a)(-c) 

(2.186) 

We will prove (2.184)-(2.186) by induction on a. As a basis for the induction, 

we take the simple roots a = a E Ll. We have defined the functions i-a for simple roots 

precisely such that (2.184) holds when a E Ll. In this case, there are no roots' e satisfying 

are r 0, so (2.185) and (2.186) are vacuously satisfied. We now proceed by induction, 

taking as the induction hypothesis the assertion that for all roots a' satisfying a ~ a' >- 0, 

conditions (2.184)-(2.186) are satisfied. In order to guarantee that these conditions are also 

satisfied for the root a, we claim that it will suffice to demonstrate that 

(2.187) 

Yd, e: a>- d>- 0, e >- o. 

(where we have written i-a' as i-a' when a' -< a.) That this condition implies conditions 

(2.184) and (2.185) follows immediately when the function i-a is well-defined. However, 

because the right hand side of (2.187) is independent of d, it also follows from this condition 

that 

~c [ .. -i -a (~d-af-d - ~-dfd-a) - -i -a (~d'-af-d' - ~-d'fd'-a)] = 0 
f(d'-a)(-d) f(d'-a)(-d'). 

Yd, d', e: a>- d, d' r 0, e >- o. (2.188) 

But by Proposition 4 this implies that the quantity in brackets is an element of C for fixed 

values of d, d'. Since this quantity is an element of Ra , and a >- 0, the quantity must be 

o. But this would imply that f-a is well· defined , and thus that (2.186) is satisfied for a. 

Therefore, it will be sufficient to prove (2.187) in order to have a proof of the proposition. 

We shall now demonstrate that (2.187) is satisfied, given the induction hypothesis. 

This is essentially a straightforward algebraic computation. Using the induction hypothesis 

and the Jacobi identity, we have 

-~ 
~c [~d-af-d - ~-d/d-a] (2.189) 

f(d-a)(-d) -a . 

-i -a [iLic(d_a)e~ef-d +~d-a~c!-d - iEfc(_d)e~e!d-a - ~-d~c!d-al 
f(d-a) (-d) e e 

= 1 -a L [fc(d-a) e~ef_d + fc(-d) e~d_afe - fc(-d) e~efd_a - fc(d-a) e~_dfe] 
f(d-a)(-d) e . . 
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= J, . 1 -a L [feed-a) e (~e!-d - ~-dfe) + fe(_d) e (~d-afe - ~e!d:...a)] 
(d-a)(-d) e 

= J, ~ -a L [feed-a) e fee-d) 9 fg + fe(_d) e f(d-a)(e) 9 fg] 
(d-a)( -d) e,g 

= i -a L [f(d~a)(-d) efcegfg] 
f( d-a)( -d) e,g . 

= ife(_a) 9 fg. 

We have thus shown by induction that the condition (2.187) is satisfied for all 

a>- 0, so the proposition is proven.O 

We now have an explicit set of formulae which define the functions fa in the gauge 

fa E R_a • 

\ 

2.4.3 General formula 

We can now state the complete result of this section. 

Proposition 6 An explicit representation of the algebra 9 on the space R of polynomials 

in the variables {ZOt : a E <) +} is given by the operators 

(2.190) 

where ~a are the first-order differential operators given by (2.156), and fa are the functions 

defined by (2.183). On the space of holomorphic sections 'Hb of L,b, this representation 

corresponds to the coadjoint orbit representation in the particular gauge fa E R_a.O 

Because the operators ~a are independent of which coadjoint orbit Wb is used, 

and the functions fa are 0 for a -< 0, it follows immediately from this proposition that the 

operators ia with a -< 0 are independent of the chosen coadjoint orbit, and thus independent 

of the highest weight of the associated representation. This feature of the coadjoint orbit 

representations will be exploited in Section 4, where it is used to simplify formulae for 

certain correlation functions of vertex operators in conformal field theories. 

Note also that the explicit representations described in this section can be defined 

for any highest weight representation of the Lie algebra, whether or not it is integrable to a 

representation of the Lie group. Thus, the set of formulae given here are actually somewhat 

more general than what we need for analysis of the coadjoint orbit representations. 
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A\k 0 1 2 3 4 5 6 7 8 9 

0 -1 1 1 0 1 0 1 0 1 0 2 -12 720 -30240 1209600 

1 0 1 0 0 0 0 0 0 0 0 

2 0 0 1 1 0 1 0 1 0 _1_. -2 -12 720 -30240 1209600 

3 0 0 0 1 1 1 1 1 1 1 
6 24 720 -I440 -30240 60480 1209600 

4 0 0 0 0 1 1 __ I_ I 1 17 
-24 -80 1440 5040 60480 -3628800 

5 0 0 0 0 0 1 1 1 1 17 
120 360 5040 -24192 -3628800 

6 0 0 0 0 0 0 1 1 1 1 
-720 -2016 -24192 145152 

7 0 0 0 0 0 0 0 1 1 1 
5040 Ei40 145152 

8. 0 0 0 0 0 0 0 0 1 1 
- 40320 -103680 

9 0 0 0 0 0 0 0 0 0 1 
~ 

Table 2.1: Values of 13k,).. 

In the following sections and chapters we will give explicit examples of these repre­

sentations and study their properties further. 'We give here tables of the Bernoulli numbers 

(Table 2.2) and the constants 13k,).. which appear in (2.156) (Table 2.1) for convenience in 

explicit calculations. 

1 0 1 2 3 4 5 6 7 8 9 10 

B, 1 1 1 0 1 0 1 0 1 0 5 -2 6 -30 42 -30 66 

Table 2.2: Bernoulli numbers B, 
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2.5 Examples of coadjoint orbit represe~tations 

In this section, we calculate some explicit examples of the coadjoint orbit repre-

. sentations described in the previous sections. We give the formulae in local coordinates for 

the coadjoint orbit representations of the simple groups SU(2) and SU(3), the loop group 

LSU(2), and the Virasoro group. The coadjoint orbit description of the representations 

of the groups SU(2), SU(3) and LSU(2) are already understood from a global perspective 

(in these cases, the coadjoint orbit approach is equivalent to that given by the Borel-Well 

theory); however, an explicit realization for LSU(2) such as that given here has not previ­

ously been described. In the case of the Virasoro algebra, the representations arising from 

the coadjoint orbit description have not been previously analyzed in a complete fashion, 

since the Borel-Well theory does not hold for the Virasoro group. In this case, the explicit 

formulae given here provide a useful tool for understanding previously unstudied aspects of 

these representations. 

2.5.1 SU(2) 

We begin with the group G = SU(2). As described in Section 2.1.1, the Lie algebra 

9 = sU(2) is a 3-dimensional vector space spanned by the generators iJk, k E {1,2,3}. The 

effect of the adjoint action of iJk is to generate a rotation around the Xk-axis in g. The 

dual space g* is also a 3-dimensional vector space. We choose a set of coordinates bk in this 

space such that the vector 

(2.191 ) 

has coordinates 

(2.192) 

In terms of these coordinates, the coadjoint act.ion of iJk generates a rotation around ~he 

bk-axis in g*. Given a vector b = (b l , b2, b3 ) E g*, the coadjoint orbit of b is given by 

(2.193) 

which is just the 2-sphere in g* ofradius b = Ibl. We will now explicitly calculate the 2-form 

won Wb. We choose a canonical element b = (0,0, -b) E Wb. To calculate w at the point 

b, we need only find the explicit correspondence between elements of 9 and TbWb. Under 
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the Lie algebra coadjoint action, we have 

adiJ1 b 

adiJ2b 

adiJa b 

It follows that 

= 
= 
= 

(0, -b, 0), 

(b, 0, 0), 

(0,0,0). 

iJ2 iJl 1 
W12(b) = (b'[T'-T]) = b' 

Since w is G-invariant, it is ,easy to see that w is defined globally on Wb by 

58 

(2.194) 

(2.195) 

(2.196) 

In order for w/27r to be an integral form, we must have fWb w/27r = 2b E Z, so b must be 

a half-integer. Thus, whenever b E Z/2, we can construct a line bundle Cb over Wb with 

curvature form iw. 

Because the stabilizer of b under the coadjoint action is precisely the maximal 
I -

subtorus T = {e2i6Ja : 0 ::; (J ::; 27r}, the coadjoint orbit space Wb is homeomorphic to the 
I 

space G /T. Using the results of Section (2.1.1), we have a simple complex coordinate system 

on this space. As in (2.20), given any_ complex number z, it is possible to find functions' 

a(z, z) and.B(z, z), with .B(z, z) real, such that 

(2.197) 

The functions a(z, z) and .BCi, z) can be calculated explicitly by working in the fundamental 

representation of 5U(2); one finds that 

a(z, z) = 
-z 

(2.198) 
1 + Iz12' 

.B(z, z) = In(l + IzI2) . 

By the general argument given for (2.20), z gives a naturai G-invariant complex structure 

to the space W b. In fact, Wb is just the space 52, and z is just the usual complex coordinate 

on 52 given by projection from the south pole onto C, which is naturally invariant under 

the rotations generated by 5U(2). 

We can now rewrite the symplectic form w in terms of the complex coordinate z. 

We begin by rewriting the differentials dz, dE in terms of the original coordinates bk. At b, 
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we have 

dz 2
1
b (db! - idb2), 

dz = :b (db! + idb2). 

It is now possible to express W at b in terms of the z, z coordinates; one finds that 

W zz = -Wzz = 2bi, 

W zz = -Wzz = o. 

59 

(2.199) 

(2.200) 

Thus, W is indeed 'a (l,l)-form, and along with theG-invariant complex structure given by 

z, defines a Kahler structure on Wb. We can therefore restrict attention to the space 11.b 

of holomorphic sections of £b. Since ;: is the first Chern class of .cb, .cb is a holomorphic 

line bundle over Wb = . S2 of degree 2b. For b ~ 0 it is a simple result of the Riemann-Roch 

theorem that .cb admits exactly 2b +\...1 linearly independent holomorphic sections (see for 

example Griffiths and Harris [38]). The 2b + 1 holomorphic sections can be represented in 

the vicinity of the origin z = z = 0 by the holomorphic monomials, 1, Z, z2, ••• ,z2b . .cb also 

has a natural Hermitian metric, which we will discuss further in the next· section. Note 

that when b < 0, the coadjoint orbit Wb is the same as the coadjoint orbit corresponding 

to -·b. However, the complex structure on· this space defined .by (2.197) has the opposite 

orientation to that defined for ·-b. The holomorphic line bundle thus defined has negative 

degree, and thus no holomorphic sections. 'We will discuss the representations associated 

with these bundles again briefly in 2.6; for now, we simply restrict attention to the coadjoint 

orbits and associated line bundles. defined for b ~ o. 
!tis also important to observe that when b = 0, the coadjoint orbit becomes 

singular and the above analysis breaks down. On the level of the coadjoint orbit, what 

happens is that for this exceptional value of b, the stabilizing subgroup increases in size 

from T to the entire group SU(2). Thus, in this case the coadjoint orbit is a single point. 

In this case constructing a line bundle, polarization, and representation over this space is 

trivial and leads immediately to the trivial representation. However, for the other groups 

which we consider in this thesis, there are analogous singular coadjoint orbits; particularly in 

the cases involvin~ infinite-dimensional groups, discovering a polarization on these coadjoint 

orbits is a difficult and in some cases unsolved problem. Thus, we will use a slight variation 

on the usual coadjoint orbit method to construct representations for such . singular values of 

~hedual space variable. 
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The essential observation is that when b = 0; that is, when the usual coadjoint 

orbit is singular, we can simply take the usual space G/T as the base space upon which to 

construct a line bundle leading to the· appropriate representation of G. We use the same .. 

holomorphic coordinates,on Wo = G/T = 52 as above, and continue to use iw as a curvature 

form where w is ·defined through (2.200). Although w is degenerate and thus no longer a 

symplectic form on the manifold when b = 0, the form is still a nonsingular G-invariant 

(1,1) form on 52, and gives rise to a lGi.hler structure. The rest of the analysis here, from 

the construction of a line bundle over Wb with curvature iw to the final local formulae for a 

representation of 9 on a polynomial space, can be carried.out directly on this "alternative" 

orbit space. However, the resulting line bundle Cb will now be :fiat in. certain directions 

(all directions in the case of 5U(2)). We shall see that for all the groups considered here, 

this general procedure gives rise to representations for exceptional dual space parameters 

similar in structure to the more generic coadjoint orbit representations. For the remainder 

of .this section when we refer to a general coadjoint orbit Wb, we include the alternative 

orbit space Wo = 52. 

We have shown that we have a K3.hler polarization for 11.b. We can now proceed to 

apply the rest of the results of the previous 'section to the group 5U(2). The result (2.190) 

states that there exist operators 

(2.201) 

for a = 3, ±, which act on 11.b to give a representation of gC, where the operators ~a and fa 

are given by (2.156) and (2.183) respectively. 

We will first describe the calculation of ~a in this case. The operators ~+, 6 
can easily be computed from the simplified versions of the vector field formula (2.157) and 

(2.158) respectively. Since J+ is the only positive root for g, we have 

~+ = -a/oz. 

a 
6 = -z-. . oz . 

For the remaining vector field ~_, it follows from (2.156) that 

2 a 
~- = ,B22C-(+,+)z -;-. , uz 

Computing C_( +, +) = -2, and looking up fh2 = -1/2 in Table 2.1, 'We have 

a , __ 2 

<,,- -.;. oz· 

(2.202) 

(2.203) 

(2.204) 

(2.205) 
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It is easy to verify that these vector field operators satisfy the correct commutation relations 

(6,~±] ::= ±~±, [~+,~-] = 26· 

We can now calculate the functions fa. The nonzero functions are hand f-; these 

functions are immediately given by (2.183), and are 

h = -i(b, J3 ) = b, (2.206) 

f- = i(b,2J3 )z = ~2bz. 

Combining these results together, we have 

J 3 
/) 

= -z-. +b, 
/)z 

J+ 
/) 

= , 
/)z 

(2.207) 

J_ = 
2 /) 

z /)z - 2bz. 

Again, it is easy to verify that these operators satisfy the correct commutation relations 

[J3 ,J±1= ±J±, [J+,J-l = 2J3 • 

The operators (2.207) give an explicit realization of the algebra su(2)c on the 

space R = C[z] of polynomials in the variable z. The Hilbert space 11.b C R consists of all 

polynomials in z of order ~ 2b, and c~ries an irreducible representation of the algebra. A 

basis. for the Hilbert space 11.b is given by the vectors 

(2.20SY 

In terms of this basis, the operators J a act according to 

J 3 1m) = (b- m)lm) 

J+lm) = -mlm-1) (2.209) 

J_lm) = (m - 2b)lm + 1). 

Note that the state 10) = I) is annihilated by J+ and has weight b with respect 

to J3~ and the state 12b) is annihilated by J_; allof these conditio~.s are necessary in order 

for 11.b to form an irreducible representation of the algebra. In Section 2.6 we will describe 

in more detail the" condition of global holomorphicity on sections and the existence of a 

Hermitian metric on this Hilbert space; in the following chapters we will also discuss the 

general module structure of these representations. 
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2.5.2 SU(3) 

We now consider the case G = SU(3). The Lie algebra 9 = su(3) is an 8-

dimensional vector space spanned by the generators iJa = iAa/2, a E {1, 2, ... , 8} defined 

through (2.23). As in the case of SU(2), ,we can choose a set of coordinates bk in the dual 

space g* such that the vector 

b = (b}, ... ,bs) E g* (2.210) 

has coordinates 

(2.211) 

We now choose a canonical element b E g* with 

b3 -p/2 
1 

bs = --(q+p/2) 
v'3 

(2.212) 

bk = 0, k f/. {3,8}. 

In this subsection, we will denote the generators of 9 by 

J+a = ea , 

-J-a = fa, (2.213) 

J a 
1 
'2ha, 

where Q E {t,u,v} (note that Jv = J t + Ju ). With this notation, the nonzero structure 

constants of the algebra are given by 

if±t±u 
±v "I ±v ± -~ ±u±t = 1 

if±aTa 
a = ±2 

ifa±{3 
±{3 

= ~if±{3a ±{3 = ±(/3, Ja ) (2.214) 

if±UTV 
Tt = -ifTV±u Tt = ±1 

if±tTv 
TU = "I TU_ -~ Tv±t - =Flo 

For generic values of p, q the only generators which stabilize b under the coadjoint action 

are Ju and J t • In this case, the (continuous) stabilizing subgroup is the maximal subtorus 

T of SU(3), and the coadjoint orbit space is equivalent to the homogeneous space SU(3)/T. 

There are exceptional values of the parameters p and q (for example, p = 0 or q = 0) for 
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which the stabilizing subgroup of b is larger than T. In this case, the actual coadjoint orbit 

space becomes a smaller quotient space of SU(3). As in the case of an exceptional orbit 

for SU(2) described above, rather than dealing directly with these smaller coadjoint orbit 

spaces, we use the alternative coadjoint orbit space Wb = SU(3)/T for all values of p, q and 

carry out the analysis using the consequent degenerate symplectic form w. 

We will use the local complex coordinates t, u, v on Wb = G /T defined by 

(2.215) 

where aa and f3a are functions of t, u, v, t, u, v, with f3a real. In terms of these coordinates, 

it is easy to calculate that w isa (1,1) form at the pointb~ with nonzero components 

Wtt = {b, [J+t , -J-d> = -ip 

Wuii = (b, [J+u , -J-u ]) = -iq (2.216) 

Wvii = (b, [J+v , -J-v ]) = -i(p + q). 

Again, note that ,in the exceptional cases when p = 0 or q = 0, this form is degenerate. 

Because the complex structure and W are both G-invariant, it follows that W is a (1,1) form 

everywhere on Wb, and thus that we can choose a Kabler polarization when w/27r is an inte­

gral cohomology class. By using the an3J.ysis for the SU(2) case in the previous subsection, 

necessary conditions for the integrality condition on W can be derived. Essentially, these . 

conditions follow from taking all subgroups S of G which are equivalent to SU(2), and which 

have the property that the stabilizer T of bin S is a maximal subtorus (homeomorphic to 

Sl) of S. In fact, because we are taking the orbit space to be SU(3)/T regardless of the 

size of the stabilizer of b, we can also take SU(2) subgroups which completely stabilize b. 

For each SU(2) subgroup containing at least a T stabilizer, the coadjoint orbit contains a 

(possibly trivial) second homology class S /T. The integral of W over this homology ~class 

must be an integral multiple of 27r; by contracting b with the generator of T this implies an 

integrality condition analogous to that derived for SU(2). For the specific group SU(3) with 

which we are currently concerned, these necessary conditions for integrality can be derived 

by taking the two SU(2) subgroups generated by the algebra elements {iJt , iJI, iJ2 } and 

{iJu ', iJ6 , iJr}, with ~tabilizing' subgroups generated by iJt and iJu • The consequent inte­

grality condition is that p and q must be integral. It is possible to show that this condition 

is also sufficient for W /27r to be an integral cohOl:nology class. For the rest of this subsection, 
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we restrict to coadjoint orbits which satisfy this integrality condition. Just as we restricted 

to b ~ 0 for SU(2) to guarantee that t~e line bundle Cb was of nonnegative degree, we will 

also restrict here to line bundles with p, q ~ O. Negative values for these parameters again 

correspond to a different choice of complex structure on the same coadjoint orbit, as was 

the case for SU(2); the resulting line bundles admit no globally holomorphic sections. 

We will now proceed to construct the operators 

(2.217) 

As in the previous subsection, we begin by calculating the vector fields ~a. From (2.158), 

we can calculate 

(2.218) 

From (2.157), we calculate 

~+t 
0 1 0 

= ----u-· 
ot 2 ov 

~+u 
0 1 0 

= --+-t-
ou . 2 ov 

(2.219) 

~+tI 
0 

= ov 

Finally, from the general equation (2.156), we calculate the remaining vector fields 

20 1 0 1 12 0 
= t ot + ( -v - "2 tu ) ou + ("2 tv - 4t u) ov 

1 0 20 1 1 2 0 
(v - "2 tu ) ot + u ou + ("2 uv + 4 tu ) ov (2.220) 

1 2 fJ 1 2 o. 2 1 2 2 0 
= (tv-"2tu)fJt+(uv+ 2tu)ou+(v +4tu )ov' 

It can be verified that these vector fields satisfy the commutation relations [~a, ~b] = ilab c~c, 

with the structure constants (2.214). 

We can now proceed to calculate the functions la from (2.183). The nonzero 

functions are It, I u, and f -0" a E {t, u, v}. The functions aSsociated with the Cartan 

subalgebra are given by 

It = -i(b, J t ) = p/2 (2.221) 

lu -i(b, Ju) = q/2. 
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The functions associated with the simple roots are given by 

I -t = i(b,2Jt )t = -pt (2.222) 

I-u i(b, 2Ju )u = -quo 

We can compute the final function I-v from the recursive definition in (2.183), which gives 

.. 1 
I-v = [~-u/-t - ~-d-u] = -v(p + q) + 2tu(P - q). (2.223) 

Again, it is straightforward to verify that ~alb - ~bla = ilab C Ic. 
We can now write the expressions for the complete operators Jo. as first-order 

differential operators on the space R = qt, u, v] of polynomials in the variables t, u, V. 

Jt = 

Ju = 

J+t = 

j+u = 

j+v = 

j-t = 

j-u = 
j_v = 

a 1 a 1 a . 
-t at - 2 v av + 2 u au + p/2 

a 1 a 1 a 
-u au - 2 v av + 2t at + q/2. 

a 1 a 
- at - 2 u av 

a 1 a 
--+-t-. 

au 2 av 
a 

-avo 
2a 1a· 1 12 a 

t - + (-v - -tu)- + (-tv - -t u)- - pt 
at 2 au 2 4 av 

1 a 2a 1 12 a 
(v - -tu)- + u - + ( -uv + -tu )- - qu 

2 at au 2 4· av 

(2.224) 

.. 1 2 °a 1 2 a 2 1 2 2 a 1 
(tv--t u)-+(uv+-tu )-+(v +-tu )--v(p+q)+-tu(p-q). 

2 at 2 au 4 av 2 

We will discuss the module structure of these representations in later sections. For now, we 

consider a simple example of an SU(3) coadjoint orbit representation, when p = q = 1. This 

choice of values for (p, q) corresponds to the adjoint representation of SU(3). The irreducible 

representation of su(3)c on R which contains the highest weight vector I) is a representation 

. on an 8-dimensional subspace 1f.b of R. A basis for 1f.b is graphed in Figure 2.5, according 

to the weights of the states. Note that there are two linearly independent basis states with 

weight (0,0). It is a simple calculation to verify that the operators (2.224) act on the basis 

of 1f.b according to the usual qescription of the adjoint representation. Note that we have 

not normalized this basis for 'H.bi a Hermitian structure for this Hilbert space is discussed 

in Section 2.6. 
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2.5.3 LSU(2) 

-t. .1= I} 

2tv+tu v • tu 
-u • 

• 2uv - tu2 

Figure 2.5: Polynomial baSis for adjoint representation of SU(3). 
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We now consider the example of the centrally extended loop group LSU(2). We 

denote the Fourier generators of this group by Ja(n) where a E {3, ±} and n E Z; the central 

generator will be denoted by Je = C for uniformity of notation. We will also abbreviate 

J3 (n) to simply J(n) The dual space L(g*) EB R to the Lie, algebra of a general loop group 

was described in 2.1.2. In this case, an element (b, -it) of the dual space is defined by a 

function 

b: 51 _ su(2)* (2.225) 

and a real number t E R. We will concern ourselves here only with the elements of the dual 

space where b is a smooth function. The dual pairing between the algebra Lg and the dual 

space is given by (2.52), and the coadjoint action of LG on the dual space is given by (2.53). 

A fairly straightforward analysis of the coadjoint orbits of a general loop group leads to the 

result [53] that the coadjoint orbits are in 1-1 correspondence with pairs (c, -ik) where cis 

a conjugacy class in G and k E R. In the case we are concerned with here, namely LSU(2), 

we can choose a representative of each coadjoint orbit to be described by a pair (b, -ik) 

with b being a constant function taking a vaiue in g* with coordinates (0,0, -b), where we 

use the same coordinates bj for g* as in Subsection 2.5.1. We will take the dual elements of 

this type to be the canonical elements of the coadjoint orbits. We denote a fixed coadjoint 

orbit of this type by Wb,k. 

From the expression (2.55) for the coadjoint action of the algebra., we can calculate 

the change in (b; -ik) under the action of the generator Ja(n)' Calculating the components 

of this shift, we have 

(2.226) 

'. 
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From this equation, it is straightforward to verify that when 2b/k ¢ Z, the stabilizer of 

(b, -ik) under the coadjoint action of LSUJ(2) is generat~d by the elements J(O) and C',and 

is given by T(o) x S1. Thus, the coadjoint orbits associated with these dual space elements 

are homeomorphic to LG/(T X S1). For the exceptional values of b,k where 2b '= nk for 

some nEZ, the coadjoint orbit spaces are smaller. As in the previous subsections, we 

simply take LG/(T x S1) to be the alternative orbit space in these exceptional cases and 

carry out the analysis in a uniform fashion. 

As mentioned in Section 2.1.2, the expression (2.20) can be used to construct a 

holomorphic coordinate system on Wb,k = LG/(T X S1), with an infinite set of coordinates 

{z(n,a)l(n, a) >- OJ. Explicitly, we will use the coordinates za(n) where a E {±,3}, n E Z 

and either n > 0 or (n,a) = (0,+). As with the generators, we will write Zen) = Z3(n)' 

In these coordinates, we can proceed to calculate the components ofthesymplectic 

form w. We find that w IS a (1,1) form at the. point (b, -ik), with nonzero components 

. In particular, we have 

WZa(n)%a(n) = {(b, -ik), [Ja(n), -J -a( -n)]) 

- -ib( ifa( -a) 3) + iknga( -:a) • 

WZ±(n)Z:f(n) = =t=2ib + ink 

W - = ink/2. Z(n)Z(n) 

(2.227) 

(2.228) 

This s~plectic form (degenerate for exceptional values of b, k) is a G-invariant (1,1) form 

on Wb,k; thus, as usual, we can choose a Kahler polarization when W /27r. is an integral 

cohomology class. As in the previous subsection, we can use SU(2) subgroups of LSU(2) 

to give necessary conditions on b and k for the integrality condition to be satisfied. This 

analysis is parallel to that carried out in Section 2.1.2 to determine the integrality condition 

for a central extension of LG. Clearly, the SU(2) subgroup given by the constant loops 

SU(2)(o) isa subgroup of LSU.(2) with a subgroup stabilizing (b, -ik) given by T(o). The 

generators of this subgroup are the generators la given by (2.40). The integrality condition 

associated with this subgroup is that 

{(b, -ik), i13} = -b E Z/2. (2.229) 

So we have the condition that 2b E Z. Similarly, we find that the sub algebra (2.41) also 

generates an SU(2) subgroup with stabilizing subgroup T., The real generators of this 
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subgroup are given by the functions 

i l (0) 
1 - -= -(1+(0) + 1_(0)) = cosOJl + sinOJ2 2. . 

i 2 (0) = sin OJI - cos OJ2 (2.230) 

i3(0) = C/2 - J3 • 

The integrality condition associated With this SU(2) subgroup is that 

k - 2b E Z. (2.231) 

As previously, in order to have holomorphic sections in our line bundles, we must further­

more restrict to values where k ~ 2b ~ O. Thus, for all integers k and half-integers b 

satisfying k ~ 2b ~ 0, we have a coadjoint orbit Wb.k which admits a Kabler polarization, 

over which we can choose a line bundle Cb with curvature form iw .• 

We can now proceed to construct the operators 

ia(n) = ~a(n) + fa(n) (2.232) 

and 

(2.233) 

These operators act on the space R of polynomials in the infinite set of variables Za(n). This 

space is graded according to Z EB Z, with the variables z±(n) having degrees (n, ±1) and Z(n) 

having degree (n, 0). From (2.158) we can calculate the vector fields corresponding to the 
. , 

generators in the stabilizer 

() () 
~(O) = L: -z+(n) () + L: Z_(n)-{)--

n~O z+(n) n>O z_(n) 
(2.234) 

~c = O. \ 

The vector field ~(O) contains an infinite number of tenus, but its action on any fixed 

polynomial in R only involves a finite number of these terms. This is a characteristic 

property of the generators in the polynomial coadjoint orbit representations for infinite­

dimensional" algebras. The vector field ~c is 0 because C is central in the algebra. 

We can now proceed to calculate the vector fields ~a(n) for (n, a) >- 0 using (2.157), 

and the remaining veCtor fields using (2.156). It is difficult to write down these vector fields· 

in closed-form notation; again, there are an infinite number of terms in each vector field, 
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only a finite number of which contribute to the action on a specific polynomial in R. The 

leading terms in the vector field operators ~a(n) corresponding to positive roots are 

8 1 8 . a 
~+(n) = - + '- I: z(m) - I: Z_(m) + ... (n ~ 0) 

8z+(n) 2 m>O . 8z+(m+n) m>O 8z(m+n) 

8 1 8 8 
~-(n) = - - - I: Z(m) - I: z+(m) +... (n > 0) (2.235) 

8z_(n) 2 m>O 8z_(m+n) m~O 8z(m+n) 

8 1 ·88 
~(n) = -- + - I: Z_(m) ~ I: Z+(m) + ... (n> 0). 

8z(n) 2 m>O 8z_(m+n) m~O 8z+(m+n) 

We can calculate the functions fa(n) using (2.183). The functions associated with 

the generators in the stabilizer are given by 

1(0) = b, 

Ie = k. 

(2.236) 

In general, the functions I±(n) are of degree (-n, ~1), and the function I(n) is of degree 

(-n,O). The simple roots of LSU(2) are associated with the generators J+(O) and J_(I). 

The associated function!) are 

1-(01 =. -2bz+(o) 

1+(-1) = (2b - k)Z_(l)· 

(2.237) 

All the remaining functions la(n) can be calculated using the recursive equation 

(2.183). Explicitly, we have 

f+(-n-l) = ~(-l)i+(-n) - ~+(-n)f(-l) (n> 0) 

I-(-n) = ~-(O)/(-n) - ~(-n)l ... (O) (n > 0) (2.238) 

I(-n) = ~ [~+(-n)/-(o) - ~-(o)j+(-n)] (n > 0). 

We can combine these functions with the vector fields described above to get the 

complete set of operators Ja(n) , C which realize the algebra Lsu(2) on the sp~ce R of 

polynomials. Explicitly writing all the terms in these operators which have nonzero matrix 

elements between states of degrees with n ~ 2, we have 

{; = k 
Gal 2 G 

---+z+(O)--+-z ()--+1)'3 
GZ_(2) GZ(2) 6 + 0 GZ+(2) 
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j(2) = 

j+(2) = 

j-(l) = 
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4b- k 2 . 
= -3-Z+(0)Z-(I) - bZ_(l)Z(I) + (2b - 2k)z_(2) 

. (2 1 2 2 + . 3Z+(0)Z-(I)Z(1) - 3z+(0)Z-(I) 

--2
1 

Z[I) - Z_(I)Z+(I) - z+(0)Z-(2) + Z(2») -8 a +0(Z_(3»), 
. z+(O) 

where by V3 we denote terms containing derivatives a/azOt(n) with n ~ 3, and by O(Z_(3» 

we denote terms containing quasi-homogeneous polynomials of degree (n, w) ?: (3, -1). 

As an example, we consider the coadjoint orbit with (b, k) = (0,1). In the repre-

sentation of the algebra on R, the highest weight state 1 ) clearly must satisfy 

(2.240) 

and 

CI) = kl)· (2.241) 

From this, it follows that the irreducible representation of th.e algebra which contains 1 )' 

must be exactly the irreducible representation with (j, k) = (0,1) which was described in 

Section 2.1.2 and whose weights are graphed in Figure 2.4. As a check on this equivalence, 

we can verify that the generator J+<_l) acting twice ~:>n I) gives O. Indeed, 

(2.242) 

and 

(2.243) 

We will study the structure of the coadjoint orbit loop group representations further in the 

following sections. 

2.5.4 Virasoro group 

Finally, we discuss the coadjoint orbit representations of the Virasoro group. As 
-described in Subsection 2.1.3, the generators of VectSlc are Ln and C. The equation 

- - * describing the coadjoint action of the Virasoro algebra VectSl on the dual space VectSl is 

given by (2.70). By computing the stabilizer of a general dual element (b, it), it is possible 

to completely classify the coadjoint orbits of Dills1 [58,47]. A clear review of this analysis 

in the general case is given in [64]. \Ve will only be concerned here with the simplest case, 

in which the orbit contains an element (b, ic) with bee) = b a constant function. We will 
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refer to this orbit as Wb,c. In this case, the stabilizer in Vect51 of the point (b, ic) is given 

by all elements (f, -ia) with f( B) satisfying 

_c_ flll = 2bJ'. 
247r 

(2.244) 

When -487r~ is not the square of an integer n, the only solution· to this equation with 

period 211' is f( B) = 1. In this case, the stabilizer of (b, ic) is the subgroup generated by Lo· 

and C, so the space Wb,c is equivalent to the space Diff 5 1/51. For the exceptional values of . 

b, c, the generators L±n are also stabilizers of (b, ic). Thus, the coadjoint orbits W -cn2/4811',c . 

are given by the spaces Diff51 /5L(n)(2,lR), where SL(n)(2,lR) is generated by the elements 

10 ,1±n in Vect51. As we have done for all the other groups, we will take the alternative 

orbit space to be Wb,c = Diff51 / 51 even for these exceptional values _of b, c, and we will 

proceed with the analysis using the degenerate symplectic form w on this space. 

From now on, we will consider a fixed orbit Wb,c, of the Diff51 /51 type. We 

can now follow the identical procedure to that used for all the examples in the previous 

subsections to construct representations of Vect51 on a polynomial space. In Subsection 

(2.1.3), we gave an argument justifying the use of (2.20) in constructing a holomorphic 

coordinate system on the quotient space Diff 5 1/51. Explicitly, we have the formal re­

sult that given a countable set of variables z = {zt, Z2, ••• }, there exist unique functions 
, 

J.£n(z,z),p(z,z),,(z,z), expressed as formal power series in the z~s, such that ,(z,z) is real 

and 

(2.245) 
n>O n>O 

The variables Zn thus form a set of holomorphic coordinates on Diff51 / 51 which give a 

G-invariant complex structure. 

We can now compute the components of the symplectic form w with respect to 

this coordinate system. As usual, w is a (l,l)-form; the nonzero components are given by 

(2.246) 

Note again that when b~ -~:, the 2-form w is degenerate. 

We now make the observation that Diff 5 1/51 is a contractible space. To see this, 

we use the identification of Diff 5 1/51 with the group Diffo5 1 of orientation-preserving .dif­

feomorphisms of 51 which :fi."C the point 1. Viewing an element of Diff05 1 as a monotonically 
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increasing function f : R. -+ R. with the properties f(O) = 0 and f(x + 211') = 21f + f(x), we 

can explicitly give a retraction of DiffoS1 to a point by defining the,one-parameter family 

of functions ft(x) = (1 - t)f(x) + tx, for each f E DiffoS1, t E [0,1]. Since DlffS1j51 

is a contractible space, all 2-cycles are homologous to the null 2-cycle, so that fa W = 0 

for any 2-cycle a. Thus, for any b, c, we can construct a line bundle L.b,e over Wb,e with 

curvature iw. (Note that the second cohomology of Diff51 j 51 is nontrivial if one restricts 

to forms invariant under Diff5t, however this should not affect the construction of L.b; it 

does however imply that L.b will not have a global Diff S1-invariant connection.) We can 

use the Ka.hler structure defined by w to restrict to the space 'Hb ofholomorphic sections of 

L.b,e, which can be identified with the ring R = C[ZI, Z2,"'] of polynomials in the variables 

Zi due to the topologically trivial nature ofthe orbit space (actually, for this group all power 

series can be considered to be holomorphic sections; see Section 2.6.1). We now proceed to 

construct the operators 

(2.247) 

and 

(2.248) 

as differential operators on R. For this group, the ring R has an integer grading with 

deg(zn) = n. As usual, the operators Ln act on the subspace Rm of degree m by 

(2.249) 

From (2.158) we calculate t~e vector fields corresponding to the generators Lo, C; 

a 
~o = L:kZk-· , 

k>O aZk 
(2.250) 

~e = O. 

The remaining vector fields are difficult to write in closed-form; the leading terms are given 

by 
a 1 ~ .) a . . 

~n = --;-- + - L..J (m - n Zm a + ... , for n > 0, 
uZn 2 m>O zn+m 

(2.251) 

and 
a 

~-n= L:(m+n)Zma + ... , forn>O. 
m>n zm-n 

(2.252) 

Just as was the case for L5U(2), although these operators are all expressed as an infinite 

sum of terms each of which is a first-order differential operator, the action of a fixed vector 
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field operator on a fixed polynomial in R can be compU:ted using only a finite number of 

these terms. 

To calculate the functions f-n and fe using (2.183), we begin as usual by calcu­

lating the functions for the stabilizing generators. Writing the quantity 2'd + c/24 as 

h = 27rb + c/24, (2.253) 

w~ have 

fe = -i«b, ic),C) = c (2.254) 

fo = -i«b,ic),Lo) = 27rb + ;4 =h. 

For the simple root L1 , we have 

f-l = i«b, ic),2Lo)ZI = -2hz1 • (2.255) 

The quasi-simple root L 2 ,however, is a special case. It cannot be computed inductively, 

and does not follow from the equation in (2.183) for simple roots. However, we can write a 
\ 

pair of equations which f-2 must satisfy, by using the condition (2.174). In this case, that 

condition implies that 

C 3 
(,mfn - (,nfm = (m - n)fm+n + 120m,-n(m - m). 

It follows that we must have 

·6f-2 

6f-2 

8 c c 
- --f-2 = 4fo + - = 4h +-, 

8z2 2 2 
8 = --;- f-2 = 3f-l = -6hz1 • 

UZI ' 

(2.256) 

(2.257) 

Since f-2 is a linear combination of zi and Z2, these two equations determine both coeffi­

cients, so that 

(2.258) 

From here, we can continue the analysis according to the usual prescription, treat­

ing the quasi-simple roots L 1 , L2 as simple roots. The remaining functions f -n can be 

calculated inductively by 

1 .' , 
f-n = --(~-dl-n - 6-nf-d, for n > 2. 

n -2 ' 
(2.259) 
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We now give explicit formulae for the terms in the operators Ln which have nonzero 

matrix elements between polynomials in R of degree ::; 3. These terms are given by 

13 = 

12 = 

11 = 

Lo = (2.260) 

L-I = 

L-2 = 
t-3 

where 1)4 denotes terms containing derivatives 8j8zk with k ~ 4, and O(Z4) denotes terms 

containing quasi-homogeneous polynomials of degree at least 4. 

We will discuss in more detail the structure of these representations in later sec-

tions. 

2.6 Global properties 

For most of the test of this thesis, we will concentrate on properties of the coad­

joint orbit representations which can be described in terms of local algebraic properties of 

the representations. These properties are completely captured by the explicit formulae for 

operators on spaces of polynomials described in the previous sections of this chapter, In 

this section, however, we will consid'er some global properties of the co adjoint orbit repre­

sentations. We will discuss these properties from the point of view of the local algebraic 

representations, and will give results in a form which can be represented in terms of local 

algebraic formulae. In Subsection 2.6.1 we consider the question of which polynomials (or 

power series) in the local holomorphic variables ZQ can be extended to global holomorphic 

sections of the line bundle Cb.In Subsection 2.6.2 we discuss the question of whether 

the holomorphic line bundle Cb admits a Hermitian structure, and the related question of 

whether the representation of the group G on the space 1-lb of holomorphic sections is a 

unitary representation. 
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2.6.1 Global holomorphicity 

In the previous section, we derived formulae which described for various groups G 

an action of the Lie algebra g on the ring of polynomials in the Variables Za corresponding to 

positive roots of G. ·We argued that locally, this ring corresponds to the space of holomorphic 

sections of the line bundle Cb over the coadjoint orbit space Wb. In this description, we 

have ignored the question of which of these polynomials actually corresponds to a.globally 

holomotphic section of c'b. In this subsection, we describe which of the polynomipls in R 

actually extends to a global holomorphic section. We begin with the simple case of 5U(2), 

where the coadjoint orbit space is simply 52 with the usual single complex coordinate z. 

We showed in Subsection 2.5.1 that the line bundle Cb corresponding to any half-integral 

value of b was precisely the unique holomorphic line bundle over 52 of degree 2b. When 

b ~ 0, this bundle admits precisely 2b + 1 holomorphic sections, which correspond to the 

local functions 1, z, .•• , z2b in R. fu order t~ deri~e analogous constraints on holomorphic 

functions for other groups, we \\Till find it useful to see how this result can be arrived at 

purely by local considerations. 

In order to analyze which functions of z are holomorphic globally, we must begin 

by choosing a second coordinate chart on 52 which covers the point z = 00. The standard 

choice is the chart w EC with the transition homomorphism w = liz. In terms of these 

variables, the partial derivative operators %z,%w are related by 

o 2 0 
oz = -w ow· (2.261) 

Given a line bundle C, over 52 with a connection described by local gauge choices as A z , Aw 

in the two coordinate charts, the connections are similarly related by 

(2.262) 

For the gauge choice used for the local formulae (2.207), the connection terms Aa,a = 3, ± 
can be written in terms of A z , and are given by 

A3 = -zAz 

A+ -Az (2.263) 

A_ = z2Az. 

The connection Aa = -fa + iq>a can be explicitly calculated by evaluating 

(2.264) 
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One finds that 

Thus, we have 

and therefore in this gauge, 

A3 

A+ 

A_ 

= 
= 
= 

2bza(z, z), 

2ba(z, z), . 

-2bz2a(z, z). 

-2bz 
Az = 1 + IzI2', 

2bzlzl 2 2b' 
Aw = 1 + Izl2 = w(I T Iw12) . 
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(2.265) 

(2.266) 

(2.267) 

In the coordinate space w, we must find a choice of gauge where this connection is nonsin-

gular. H we perform the gauge transformation on sections given by 

(2.268) 

then Aw -- Aw -~. Thus, when we choose n = 2b, we have 

(2.269) 

which is not only nonsingular, but is of precisely the form of (2.266). Under the gauge 

transformation (2.268) with n = 2b, the monomial zm is described in the w chart by the 

monomial 

(2.270) 

It follows that for this choice of gauge, the functions in R = C[z] which extend to globally 

holomorphic sections of Cb are precisely the functions zm with m 5 2b, just as stated above. 

For b < 0, this indicates that there are no holomorphic sections and that the associated 

representation of G is O-dimensional .. For b = 0, this result states that only the cons~ant 

function is a global holomorphic section. This is exactly the same result we would have 

gotten had we taken the correct pointlike coadjoint orbit space in this case, rather than 

using the alternative orbit space S2 with a :flat bundle. 

The result we have derived for SU(2) can be restated in the following fashion: The 

only polynomials in R which can extend to globally holomorphic sections of Cb are those 
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which lie in the orbit of the unique highest weight state I). (For those coadjoint orbits 

for which I ) is not globally holomorphic, there are no globally holomorphic sections.) This 

follows for .sU(2) because for a given choice of b, the monomial z2b is annjhilated by the 

operator j_. We claim that in fact, for all compact simple groups G this formulation of 

the global holomorphicity condition is correct' not only for the group G but also for LG. 
An immediate consequence of this result is that for this set of groups, the representation 

on the space of holomorphic sections is an irreducible representation. 

We can prove the general condition for any G by using the above analysis for 

SU(2) to give the necessary conditions for local functions in R to extend to holomorphic 

sections of the line bundle over S2 given by the restriction of Cb to various SU(2) subgroups 

of G. This analysis is similar to the method used in the previous section to ascertain the 

quantization condition on the coadjoint orbit parameters using SU(2) subgroups. Basically, 

the point is' that for every SU(2) subgroup S of G containing a subgroup T = SI or SU(2) 

which stabilizes the canonical element b of the coadjoint orbit, there is a condition on the 

polynomials in Za which is necessary to ensure that the polynomial can be extended to a 

globally holomorphic section. This condition is simply that for each such subgrouJ.> S, a 

polynomial 4> E R must lie in an irreducible representation of the su(2) algebra given by 

the Lie algebra of S. For finite-dimen~ional compact simple G, all of the positive roots of 

G are in the complexification of such an su(2) sub algebra. The same condition is true, for 

LG. It follows then, that for all these groups the polynomial 4> can only be extended to a 

globally holomorphic section if it lies in the orbit of I). 
We will demonstrate this argument explicitly for SU(3); the general argument 

follows in an analogous fashion. For SU(3), let us choose a general polynomial 4>E R = 

crt, u, v]. From the SU(2) subgroup generated by {iJt , iJI, iJ2}, we see that 4> must be in 

an irreducible representation of the corresponding sub algebra, so that applying J+t to 4> 

some integral number of times, we arrive at a function 

(2.271) 

which satisfies j+t4>' = O. We now consider the SU(2) subgroup generated by {iJv, iJ4, iJs}. 

Again, we can, apply J +v some number of times to get a function 4>" which is armibilitted 

by J+v. Because [j+t, j+v] = 0, the function 4>" is also still annihilated by j+t. Finally, we 

take the SU(2) subgroup generated by {iJu, iJ6, iJr}. Again, we apply 1+u some number 

of times to get a function 1/J, E R which is annihilated by J+u. From the commutation 
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relations, we again verify that 'I/J is annihilated also by J+v and J+t. Thus, 'I/J = I}. Since 

each of the transformations we performed by repeated application of annjhilation operators 

was carried out inside an irreducible representation of the relevant SU(2) subalgebra, thes,e 

operations are all invertible, and it follows that 4> can be reached from I} by the application 

of the operators J -0/, and thus that 4> is in the orbit of I } under the action of the full algebra 

onR. 

This analysis can immediately be generalized to an arbitrary group G with a finite 

number of simple roots which lie in complexifications of appropriate SU(2) subgroup of G, 

simply by applying the simple roots one at a time. Thus, we have shown that for a function 

to be extensible to a global section, it is necessary for the function to lie in the orbit of I } 
for the groups G and LG. Furthermore, if there exists any globally holomorphic section 

whatsoever, this result implies that I } is such a section, and that the set of holomorphic 

sections must be precisely those sections in the orbit of I } since the space of holomorphic 

sections must be invariant under the action of G. We have thus shown that for all these 

groups, the representation of the algebra (and therefore of the group) on the space of 

holomorphic sections of £b is irreducible. 

Let us now consider the case of the Virasoro group and algebra. In this case, as we 

observed in Section 2.5:4 the coadjoint orbits are topologically trivial, so there is absolutely 

no constraint on functions of the variables Zn necessary for functions to be holomorphic. 

Thus, in this case not only are all functions in R = C[ { Zn }] holomorphic, but even all power 

series in C[[ {zn}]] with infinite radii of convergence must be considered as holomorphic 

functions on £b,c. We will not concern ourselves with the general power series here; for the 

purposes of this thesis we restrict attention to the polynorilials in R = C[{zn}]. (In any 

case, we must extract irreducible repre~entations of the Virasoro group by the resolutions 

which are constructed in the next chapter; the infinite po~er series' do not contribute to 

the cohomology of these resolutions and so 'vanish from consideration at that point.) The 

difference between this group and the loop groups essentially lies in the fact that although 

the (complex) Virasoro algebra contains many su(2)c subalgebras, these sub algebras do not 

correspond to compact SU(2) subgroups of the Virasoro group, but rather to noncompact 

SL(2,R) subgroups, as demonstrated in Section 2.5.4. 

Finally, we conclude this section with a brief remark on other approaches to the 

question of global holomorphicity. For finite-dimensional compact groups, an argument is 



CHAPTER 2. COADJOINT'ORBIT REPRESENTATIONS 81 

often given (see for instance [53]) for the irreduCibility of the representation on the space of 

holomorphic sections, which follows by demo~strating that there is a unique highest weight 

state in this representation. In the case of compact, finite:.dimensional groups, this result 

follows because the space of holomorphic sections is known to be finite-dimensional, and 

thus can be written as a direct sum of irreducible representations. For infinite-dimensional . 

groups, this argument breaks down because the space of holomqrphic sections is infinite-
.' , .' . 

dimensional. For example, the space R of locally holomorphic polynomials for the group 

LSU(2) carries a representation ofthe algebra with a single highest weight state; this repre­

sentation is, however, not irreducible. Although the expected conclusion holds nevertheless 

for this group, in the case of the Virasoro group not only does the argument break down, 

but the conclusion is also incorrect. 

2.6.2 Hermitian structures 

We will now discuss the question of whether for a given group G and coadjoint 

orbit Wb, the line bundle c'b admits a Hermitian structure. In general, a complex line 

bundle C, over a complex manifold M is defined to have a Hermitian structure when M 

admits a measure dJ,L and C, admits an inner product which when integrated overM with 

the measure dJ,L gives a positive-definite inner product on the space of holomorphic sections 

of c'b. Written in terms of a local trivialization of c'b, the in~er product is described by a 

real function h : M -+ R; the inner product between two holomorphic sections </>, 1/J of c'b 

is then given,by 

(2.272) 

In terms of such a local trivialization, there is a unique connection A, the metric connection, 

compatible wi,th both the Hermitian metric and the complex structure on M; written in a 

local set of holomorphic coordinates Zi, this connection is given by AZi = 0, AZi = 8hj8zi 

[38]. 

As an example of such a Hermitian structure, let us consider again the line bundle 

c'b over 52 of degree 2b. In terms of the coordinate Z on 52, the rotationally invariant 

measure on 52 is given by 

(2.273) 

A~sociated with this measure, there is a natural Hermitian metric on c'b, described by the 

" 
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functiQn 
eh(z,z) _ 1 

-(1 + IzI2 )2b· 
(2.274) 

Combining these factQrs, the inner prQduct (,) Qn 1ib is given by 

(2.275) 

, 
where </> and 't/J are arbitrary hQlQmQrphic sectiQns Qf Cb. PerfQrming this integral explicitly, 

Qne finds that 

(z', zm) = .51,m4~ [(2b + 1) ( 2
1
b ) r (2.276) 

This inner product Qn 1ib is prQPQrtiQnal to' the usual inner prQduct Qn unitary irreducible 

representatiQn spaces Qf SU(2). The metric CQnnectiQn assQciated with this chQice Qf Her­

mitian structure is precisely the cQnnectiQn Az calculated in the previQus subsectiQn, 

Az = fJh(z, z) = -2bz . 
oz· 1 +lzl2 (2.277) 

In a similar fashiQn, it is PQssible to' CQnstruct explicitly a Hermitian structure Qn 

the line bundles Cb assQciated with CQadjQint Qrbits Qf all finite-dimensiQnal simple cQmpact 

grQUPS G. UnfQrtunately, such a cQnstructiQn dQes nQt seem to' be PQssible when the grQUP 

under cQnsideratiQn is infinite-dimensiQnal. As an example, we cQnsider the VirasQrQ grQUp. 

H we wish to' CQnstruct a Hermitian metric eJ..:p(H) Qn a cQadjQint Qrbit Cb,c Qf the VirasorQ 

grQUp in the lQcal cQQrdinates defined in SectiQn (2.5.4), we can begin by assuming that 

the CQnnectiQn we have defined by Qur gauge-fixing prQcedure is the assQciated metric 

connectiQn, as) was the case fQr SU(2). We can then explicitly calculate H as a fQrmal 

PQwer series in the z's. We have 

Ao = -/0 + i~o (2.278) 

= -h - i«(bo,ic),exp(- L tLnL-n)exp(- L znLn)Lo 
n>O n>O 

n>O n>O 

= 
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where the sUm is taken over all n1, ••. , nk, m1, ..• , m, > 0 satisfying n1 + ... + nk = 

m1 + ... + mi· H we assume Azn = 0 and Azn = fJHlfJzm then we have 

and 

Ao = - LnznAzn, 
n>O 

-1 . 
.H = -~o Ao, 

(2.279) 

(2.280) 

up to a constant. We will. take this function H as a candidate for the ~ermitian metric on 

L,b,c. The first few terms in a power series expansion of H are given by 

H = - L 2n(h + 2c 
(n2 

- 1»lznl2 (2.281) 
n>O 4 

+ L [(m2 + 4mn + n2 )h + 2C
4 (m4 + 2m3n + 2mn3 + n4

_ m 2 
- 4mn -:- n2)] 

n,m>O 

Note that H is expected to be real, in order to be a Hermitian metric. 

To have a complete description of. a unitary structure on R, it would now be 

necessary to find an invariant metric on DiffS1 I S1. Unfortunately, it is unclear whether 

such a metric can be found. AttemI?ting to describe such a metric as a formal power 

series gives rise to an expression with divergent coefficients. The matter is complicated 

by the fact that the adjoint representation of the Virasoro algebra is not a highest weight 

representation. It seems that some kind of regularization scheme may be necessary to 

construct such a metric in a sensible fashion. 'We can, however, get some information about 

when such a unitary structure is likely to be possible directly from (2.281). If we take 

only the first term in (2.281), and approximate the metric with a Gaussian, we see that for 

h ~ 0 or c ~ 0, the metric diverges badly, and we will. certainly not find a unitary structure. 

When h, c > 0, a sensible inner product on R can be found, at least in perturbation theory, 

by taking a product of Gaussian integrals. Usfug the Hermitian metric (2.281) to compute 

anything nonperturbative, however, would be a difficult proposition. Further progress in this 

direction will be impossible until some sort of a regularized invariant metric on Diff Sl I 51 

can be described explicitly. 

In the case of loop groups LG, a similar problem arises. For these groups also, 

no invariant measure is known on the quotient space LG IT; furthermore, it is not known 

whether such a measure can exist [53]. 
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The main reason that we are interested in Hermitian structures on the line bundles 

L,b is that when a line bundle admits a Hermitian structure, the corresponding representa­

tion of the ~roup on the space of holomorphic sections is naturally unitary. Although we 

are unable to construct explicitly the -desired Hermitian structures for infinite-dimensional 

groups, we can still investigate the question of whether the associated representations admit 

unitary structures. A simple way of constructing a unitary structure on a highest weight 

representation is to simply define the inner product (1,1) = ( I ) = 1, and to assume that 

the creation and'aDDjbi1~tion operators are Hermitian conjugates under j~Ot = jOt. In fact, 

this is the usual procedure used to construct unitary group representations from Verma 

modules (which will be discussed in more detail in the following chapter). The result of this 

construction is that the unitary structure is well-defined for all functions <P E R which lie 

in the orbit of the highest weight state I}. For loop groups, this means that the complete 

representation on the space 'Hb of holomorphic sections actually admits a unitary structure. 

For the Virasoro group, this result is slightly more subtle. We devote the remainder of this 

section to a more detailed description of this construction in the case of the Virasoro group. 

The above construction of a unitary structure is closely related to the essential 

point in the proof of which irreducible Virasoro representations admit unitary structures. 

The usual approach to the unitarity proof (see for example [34]) is to consider all possible 

polynomials in the creation operators L_n acting on a highest weight state I), and to use the 

above criteria to define an inner product on this space. (The space is a Verma module for 

the Virasoro algebra, which is discussed in more detail in the next section.) The resulting 

inner product, known as the Shapovalov form, gives a zero norm to some state in the Verma 

module precisely when the determinant of the inner product matrix on some level vanishes. 

By studying the changes of sign in this "Kac determinant" under variations of h and c, it 

was shown by Friedan, Qui, and Shenker [31] that for c < 1, a representation can only admit 

a unitary structure when when conditions (2.75) and (2.76) are satisfied. The existence of , 
a unitary representation for all values of h and c satisfying these conditions was shown in 

[35]. From the point of view of the coadjoint orbit representations on polynomial spaces R, 

the vanishing of the Kac determinant at level n corresponds precisely to the existence of 

a function in Rn which does not lie in the orbit of I ) (from the point of view of the next 

chapter, such a function is associated with a cosingular vect~r). In general, it is impossible 

to extend the unitary structure defined on the irreducible representation associated with 

the orbit of I ) to the'se extra states. To see an explicit example of this problem, we can 
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compute explicitly the lowest degree states arising from the action of the Virasoro algebra 

on I ).Using a basis for R of monomials in the variables Zi, where fER is represented by 

the state If}, we have 

L-1 1) = -2hlz1 }, 

L:11) = -6hlz2) + (4h2 + 2h)lzi), (2.282) 

L-21 ) = -(4h + ~)lz2) + 3hlzi}. 

We expect that for those values of h, c with a vanishing Kac determinant at level 2, we will 

find a linear dependence between the states generated by combinations of raising operators 

of degree 2. From the above expressions for L:11 ) and L-21 }, it is easy to see that th~se 

states are linearly dependent when 

h= 5-c±v'(C-l)(c-25). 
, 16 (2.283) 

This is precisely the condition for the Kac determinant to vanish at level 2. For example, 

_ when m = 3,p = 2, q = 1, and h = c = 1/2, Equation 2.283 is satisfied, and we have a 

reducible representation on R, with an extra state Izi) in, R2 which is notin the orbit of I). 
In this case we can compute 

(Zllz1) ~ (IL1L_11) = 2h = 1 (2.284) 

(-~Z2 + ~zil- ~Z2 + ~zi) = (IL2L-21) = 9/4. 

IT we attempt to extend this inner product to R2, we get 

• 2 = (zlIL1Iz1) = -2 (2.285) 

= -~( IL21zi) = o. 

Thus, the inner product on the orbit space cannot be extended to one on R. 

We have shown, then, that for compact simple G and loop groupsLG, therepre­

sentation on the space of holomorphic sections of an appropriate line bundle £b is irreducible 

and admits a unitary structure, in agreement with the results of the Borel-Well theory. The 

same result holds for the coadjoint orbits associated with unitary representations ofthe Vi­

rasoro group where the entire space R lies in the orbit of I ). In the case of those coadjoint ' 

orbits of the Virasoro group corresponding to the discrete series of unitary representations, 

however, there are states which correspond to globally holomorphic sections in R lying 
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outside the orbit of I}. The unitary structure defined in this section does not lead to a wel1-

defined inner product for these extra states, and thus the complete representation of the 

Virasoro group does not admit a unitary structure in these cases. However, the irreducible 

representation given by the orbit of I } does admit a. unitary structure, which is just the 

usual unitary structure associated with this irreducible representation in the discrete series. 

/ 
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Chapter 3 

Modules and Resolutions 

In this chapter, we define a variety oftypes of modules for an arbitrary Lie algebra 

g, and describe how these modules can be combined to form any irreducible,representation 

of 9 by constructing a chain complex whose cohomology is precisely 'the desired irreducible 

representation space. In Section 3;1, we define the concept of a g-module, and discuss some 

particular types of modules, including Verma modules, dual Verma modules, and twisted 

Verma modules. We describe the singular vector structure of these modules. In Section 3.2, 

we discuss Fock space realizations of representations; these realizations are essentially equiv­

alent to g-modules on spaces of polynomials where the action of the algebra is described 

in terms of differential operators. We obserye that the coadjoint orbit representations de­

scribed in the previous chapter are locally equivalent to dual Verma module representations, 

and we ~scuss the Feigin-Fuchs and Wakimoto (free field) represen:ations of the Virasoro 

and affine algebras, which are similar to twisted Verma modules of finite-dimensional alge­

bras. In Section 3.3, we define the notions ofs~reening operators and intertwiners between 

g-modules, and give explicit formulae for the screening operators and intertwiners between 

coadjoint orbit representations. \Ve find that the coadjoint orbit screening operators, like 

the associated coadjoint orbit raising operators, are independent of the highest weight of 

the module under consideration. In Section 3.4, we describe how intertwiners can be used 

to form a chain complex of g-modules whose cohomology is nonzero at a single position 

in the chain, and is given by an irreducible representation of the algebra g. The explicit 

formUlae for coadjoint orbit intertwiners allow us to use these resolutions to construct ir­

reducible representations using the coadjoint orbit representations even in the case of the 

Virasoro algebra, where the coadjoint orbit representations correspond preCisely to dual 
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. Verma modules. 

For general background references on the algebraic constructions in this section, 

see [18, 39]. 

3.1 g-modules 

A powerful approach in the study of representation theory is given by the alge­

braic formalism of modules. Given a Lie algebra g, every vector space V which admits a 

representation of 9 is defined to be a g-module. (More generally, given a ring 'R, an 'R­

module is defined to be an abelian group A along with a ring homomorphism from 'R to the 

ring of endomorphisms from ,A into itself. In this case, the vector space V has the abelian 

group structure given by vector space addition, and the ring 'R ls the universal enveloping 

algebra U(g) described bclow.) We will restrict attention here to modules which admit a 

grading of the natural type for the algebra g, as described in Section 2.1. There are several 

special types of g-modules which are of particular interest to us here. A useful structure in 

describing these special modules is the universal envelaping algebra U(g) of a Lie algebra 

g. The universal enveloping algebra U(g) is defined to be the ring of all polynomials (over 

lR) in the generators of the algebra g, I!l0dulo the relations defined by interpreting the Lie 

. algebra product as a commutator via the equation 

x[u, v]y '" xuvy - xvuy, \:Ix, y E U(g), u, v E g. (3.1) 

A g-module V is said to be free over U(~) on a vector v E V when each vector w E V has 

a unique representation as w = Xw . v for some Xw E U(~), 

One of the most important types of modules in the study of representation theory 

is the- Verma module [40]. A Verma module for the algebra 9 is a module V containing a 

vector v, such that V is free over U(g_) on v, where g_ is the subalgebra of gc generated 

by the negative roots in gc. It is an immediate consequence of this definition that v is a 

highest weight state in V. For a fixed weight). E Aw , the Verma module V~ with a highest 
. . 

- weight vector v~ of weight). is unique. A natural basis for this Verma module is given by 

the states X . v, where X is a member of a canonical basis for U(g_). From the definition, 

it is clear that the Verma module V~ has the property that the entire module is in the orbit 

of the state v~ under the action of the algebra g. This is a characteristic feature of Verma 

modules. 
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We can now define a dual space to V~, which we denote by 

v; = Hom(V~,:R). (3.2) 

For any algebra 9 which has a polarization into positive roots a >- ° and negative roots 

a ~ 0, we can define a natural dual action of 9 on V; by the equation 

\ 

(eord, w) = (d, e_orw), TId E V;, w E V~. (3.3) 

(For generators ih in t, we simply take (hd, w) = (d, hw}.) The module V; is a dual Verma 

module. Note that all the groups considered in this thesis admit the necessary type of 

polarization to construct modules of this type. In V;, there is a particular state vi which 

is defined by 

{ * }' _ {I, w = v~ 
v~,w -

. 0, w:f. v~ 
(3.4) 

It is clear that vi is a highest weight state in the dual Verma module. Furthermore, 

it follows from the above definition that there are' no other highest weight states in tliis 

module besides multiples of this state, since every other state in the dual spac~ must have 

a nonzero contraction with some state of the form eorw with a ~ ° and w E V~. In fact, the 

existence of a single highest weight vector is a characteristic feature of dual Verma mod~es. 

Another way of defining dual Verma modules is through the characteristic property of being 

cofree over the enveloping algebra U(g_) [18]. 

In addition to the Verma and dual Verma modules defined above, there are other 

types of modules of interest~ We have already discus1sed irreducible highest Weight repre­

sentations, which have both the features that the associated module has a single highest 

weight vector, and that the entire module is in the orbit of the highest weight state under 

the action of g. There are also modules, called "twisted" Verma modules, which have nei­

ther of these properties. These modules can be defined by the property of being free over 

U(m) and cofree over U(m'), where m and m' are sub algebras of g_ such that 

£1_ = m EB mi. (3.5) 

Twisted Verma modules were first introduced by Feigin and Frenkel [2~]. 

In order to analyze these various types of modules and their properties, it is useful 

to define certain vectors in a £I-module to be singular. Following Feigin and Fuchs, we define 

a vector v E V to be singular when £1+ . v = 0, and cosingular when v f/. £I-V. Intuitively, 
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when a vector v is singular it is a highest weight vector for a submodule W C V given 

by acting on v with U(g_). In order to construct an irreducible representation containing 

the highest weight vector of V, it is clearly necessary to mod out by any such submodule 

W generated by a singular vector. Similarly, a cosingular vector is one which generates a 

submodule X C V which lies outside the orbit of the highest weight vector of V under the 

action of U(g). Any irreducible representation containing the highest weight vector of V 

must be modded out by any such submoduleX generated by a cosingular vector .. Clearly, 

a particular cosingular vector is only defined modulo g_ V. We will frequently make use ) 

of a choice of specific cosingular vectors from each equivalence class thereof, and will often 

simply refer to such vectors as "the" cosingular vectors of a particular weight. From the 

above definitions, it follows that a module V contains a singular vector of weight A precisely 

when the dual module V contains a cosingular vector of the same weight. Clearly, a Verma 

module contains only singular vectors and no cosingular vectors, and a dual Verma module 

contains oply cosingular vectors and no singular vectors. A useful graphical description of 

modules can be given by drawing a point for each singular or cosingular vector, and then 

drawing an arrow from the point associated with a vector v to the point associated with 

a vector w whenever the sub module U(g)v contains the vector w. The arrow relation is 

assumed to be transitive, so that when a sequence of vectors are connected by arrows such 

as v - w - u, we omit the arrow between the vectors v and u in the diagram. In this 

diagrammatic notation, a Verma module has the property that all arrows lead away from 

the highest weight state. The dual of a module has the same graphical structure as the 
, . 

original module, however all arrows are reversed. In particular, for the dual Verma module 

the graph has the property that all arrows lead toward the highest weight vector. Twisted 

Verma modules are characterized by having singular or cosingular vectors with the same 

weights as the singular vectors in the Verma module, but where the graphical representation 

contains a di:ffer~nt set of arrows from the graph representing the Verma module. 

As examples, in Figures 3.la and 3.lb, we give the graphs associated with the 

Verma modules and dual Verma modules. of the algebras su(2) and su(3). The singular 

vector structure of Virasoro modules was first fully studied by Feigin and Fuchs [26]. In 

general, ~hen the Virasoro Verma module associated with a given highest weight is reducible 

(contains a singular vector), the associated representation is said to be degenerate. For 

values of h and c corresponding to irreducible unitary representations, the Verma modules 

fall into several categories. 'When c > 1 and h > 0, the resulting Verma module has no . 

• 
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v~. .• 
V~ 

V~ 

v~.. . 
. V; 

(a) SU(2) (a) SU(3) 

Figure 3.1: Graphs of singular vectors for SU(2) and SU(3) representations 

singular vectors, and is therefore always nondegenerate. When c > 1 and h = 0, the 

resulting Verma module has a single singular vector which is always at level 1, and the 

resulting graph looks like the graph for an SU(2) Verma module in Figure 3.1a. When 

c = 1 and h= m 2 /4 for an integer m, the Verma module contains an infinite number 

of singular vectors; the resulting graph is shown in Figure 3.2a. The remaining unitary 

representations with c ~ 1 correspond to Verma modules with no singular vectors and are 

. nondegenerate. The final category of Verma modules for unitary Virasoro representations 

corresponds to the discrete series of representations with c, h satisfying (2.75) and (2.76). 

The Verma modules corresponding to these representations again have an infinite number 

of singular vectors. The graph of the singular ~ector structure for these representations is 

shown in figure Figure 3.2b. The graph associated.with the Feigin-Fu~s representations of 

the Virasoro algebra is shown in Figure 3.2c; these representations will be discussed further 

ill the next section. Note that the graph corresponding to the Feigin-Fuchs modules remains 

fixed under the duality transformation. Similar graphs can be constructed describing the 

singular vector structure ofthe affine algebras corresponding to the loop groups LG [24]. 

3.2 Fock space realizations 

In this section we describe a particular class of g-modules whiCh can be described 

in terms of bosonic Fock spaces. In order to describe representations on bosonic Fock spaces, 

we begin by defining a simple class of algebras, known as Heisenberg algebras. For any set 

S, we define the Heisenberg algebra on the set _ S to be the Lie algebra with generators 1 



CHAPTER 3. MODULES AND RESOLUTIONS 
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(a) Verma module VoX for c = 1, h = m 2 /4 

(b) Verma module VoX for discrete unitary series 

VoX ••• 

• ·e. • .•. . .. 

(c) Feigin-Fuchs Virasoro module VoX 

Figure 3.2: Verma module and Feigin-Fuchs Virasoro representations 

and {ea, fala E 5} satisfying the commutation relations 

rea, fb] - 8ab· 1 

rea, eb] = [fa'!b] = 0 

[1, eg ] = [1, fa] = o. 

92 

(3.6) 

For any set S, this algebra has a unique highest weight irreducible representation. The 

carrier spate of this representation is the bosonic Fock space on 5, which has a natural basis 

labeled by the occupation numbers Na of the independent bosonic fields; these occupation 

numbers are the eigenvalues of the operators 

(3.7) 

There is a simple realization of the Heisenberg algebra and bosonic Fock space on any set 

5 in terms of differential operators acting on a ring of polynomials. If we identify the Fock 

space on 5 with the polynomial ring Rs = q{zala E 5}], the Heisenberg algebra on 5 has 

a representation through the identifications 

(3.8) 

Thus, all representations of algebras in terms of differential operators acting on a space 

of polynomials can be naturally rewritten in the language of bosoniC; Fock spaces and vice 

.. 
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versa. 

There is a natural action of the Heisenberg algebra on S on the dual space Rs. 

This action is defined through the Fock space adjoint operation e! = fa, so that for any 

9 E Rs,h E Rs we have 

(fag, h) = {g, eah} 

{eag, h} = {g, fah}. 

(3.9) 

The space Rs carries a highest weight irreducible representation of the Heisenberg algebra, 

and therefore can be canonically identified with Rs. 

In terms of this bosonic Fock space language, it is clear that the coadjoint orbit 

representations defined in Chapter 2 for an arbitrary Lie group G in terms of differential 

operators· on the space of polynomials in the variables Za with a E ~ + are realizations on 

the bosonic Fock space over <1>+. By taking the Fock space adjoint of these representations, 

where el - e_a , we can construct the duals to the coadjoint orbit representations. For 

example, the dual to the co adjoint orbit representation of SU(3) described in (2.224) is 

defined by the operators la, where 

(3.10) 

In the analysis of the coadjointorbit representations in Chapter 2, we observed that for a 

general group G, the generator ia corresponding to a positive root a E ~+ has a leading 

term given by -818za , with all other terms being ofthe form ¢ 8j8z{3 with f3 >- a and with 
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4> being a polynomial in the variables Za with no constant terms. It follows directly that in 

the dual representation, the generator i-a corresponding to a negative {oot (a E Ip+) has 

a leading term -Za with all other terms being differential operators of degree, 2: 1, which 

have at least as many derivatives as variables Za in each term. From this observation, we 

can see that the universal enveloping algebra U(g_) must act freely on the dual space to the 

coadjoint orbit representation, since for any element X of this enveloping algebra there is at 

least one term with a maximal number n of factors (we minimize n over all representations 

of the element in question), and this. term must contribute a characteristic term with n 

factors to the polynomial XI) which cannot be canceled by any terms in X with less than 

n factors. By a similar argument, we see that the entire Fock space is in the orbit of I ) 
under the action of g. Thus, it follows that the dual representation to the coadjoint orbit 

representation is a Verma module representation, and therefore that the coadjoint orbit 

representation is a dual Verma module representation for any group G. The result that 

coadjoint orbits give rise to dual Verma module resolutions is already a well-known fact, 

at least for those groups where the coadjoint orbit construction is equivalent to the Borel­

Well theory. This property is perhaps somewhat simpler to understand using the explicit 

representations described here, however. 

It is important to note that in an e."q>licit Fock space realization of a particular 

representation of an algebra g, the expression of the generators in terms of the Heisenberg 

algebra will generally depend upon the highest weight of the particular representation being 

realized. The coadjoint orbit representations described in the previous chapter have the 

unusual feature that the form of all the raising operators is independent of the highest 

weight of the representation.· This property of the coadjoint orbit representations will 
I 

simplify certain calculations in Chapter 4. 

We conclude this section with a brief discussion of bosonic realizations of the 

Feigin-Fuchs and twisted Verma module representations. We have seen above that the 

coadjoint orbit representation and dual co adjoint orbit representation of any group G cor­

respond to dual Verma module and Verma module representations respectively, and can be 

realized in terms of bosonic Fock space representations. Similarly, we can realize twisted 

Verma module representations on a bosonic Fock space. In general [18, 24], a twisted Verma 

module realization can be constructed by beginning with a Verma module or dual Verma 

module realization on a bosonic Fock space, and performing a Bogoliubov transformation on 

the Heisenberg algebra (3.6) which leaves the form of the algebra unchanged, but requires 
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Figure 3.3: Twisted Verma module representation for SU(3) 

. a shift in the ground state I}. ·In general, such a Bogoliubov transformation corresponds to 

a Weyl symmetry transformation on the Lie algebra. As an example of this construction, 

consider the Verma module representation of SU(3) (3.10). Performing the Bogoliubov 

transformation t - -a/at, a/at - t, the form of this algebra is unchanged. However, the 

ground state I} is now annihilated by a different set of operators, so to fix the eigenvalues 

of the diagonal operators correctly we must replace (p, q) by the vector ( -p - 2, q + p + 1). 

This gives a new Fock space realization of the algebra of SU(3) in terms of operators Ja , 

where 

Jt = 
Ju = 

J- t = 
J-u = 
J_1) = 
J+t = 

J+u = 

J+1) = 

a 1 a 1 a 
t- - -v- + -u- - p/2 
at 2 ov 2 au .. 

a i a 1 a 
-u- - -v- - -'-t- + (q + p)/2. 

au 2 ov 2 at 
a 1 a ---v-
at 2 au 

1 -u+ -vt 
2 . 

-v. 
2 a 1· 1 2 a 1. a 

-t at - (2 tu + 4t v) au + (2tv - u) av+pt 

a a 1 a a . 1 a2 1 a a . 1· a 
- at 8v + 2t 8t 8u + (u + 4tv ) au2 + 2v 8u 8v - (q + p + "2) 8u 

8 8 1 2 8 8 8 8 1 1 2 82 8 2 

-t 8t .8v + 2t 8t 8u + u au 8v + (2 tu + 4t v) 8u2 + V 8v2 
8 (2p+q+1) 8 • 

-q8v - 2 t 8u· 

(3.11) 

This representation ofthe SU(3) algebra is a twisted Verma module representation if),. The 

Fockspace module is free on the state I} = lover the sub.algebra generated by J-u and 

J_1)' and cofree over the subalgebra generated by J- t • The graph of the singular vector 

structure for this representation is shown in Figure 3.3. Note that the graphical structure 

of this twisted Verma module is identical to that of the Verma' and dual Verma modules; 
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however, the position of the highest weight vector has changed. 

For any finite-dimensional Lie group, any twisted Verma module representation 

of the corresponding Lie algebra on a polynomial Fock space can similarly be constructed 

by performing a Bogoliubov transformation corresponding to some Weyl transformation on 

the Lie algebra. Even the dual Verma module can be constructed in this way by a Bo­

goliubov transformation on the original Verma module; note,however, that the consequent 

explicit realization on the bosonic Fock space is different from that given by the duality 

transformation described above. In the case of infinite-dimensional Lie groups, there are 

additional modules similar to the twisted Verma modules which cannot be constructed via 

a Bogoliubov transformation. For example, since the irreducible representations of the loop 

groups and Virasoro group do not contain lowest weight states, the dual Verma module 

representation cannot be achieved by a Bogoliu~ov transformation from the Verma module 

representation, unlike the case of finite-dimensional Lie groups. 

Among the modules for infinite-dimensional groups which cannot be reached by 

Bogoliubov transformations from the Verma module representation, one class of representa­

tions is of particular interest. These are the free field realizations, which have been studied 

intensively by physicists since the early days of string theory (see [18] and references therein). 

In the case of the Virasoro algebra, these representations were first studied by Feigin and 

Fuchs [26] and were later described in terms of free fields by Dotsenko and Fateev [22]. In 

the Feigin-Fuchs representations, there is a set of operators {an: n E Z}, corresponding to 

the modes of a free bosonic field. These operators satisfy the Heisenberg-type algebra 

(3.12) 

The operators an act on a bosonic Fock space with a vacuum I) satisfying ani) = 0 for 

n > O· and aol ) = 2al). The Virasoro generators appear as modes of the stress-energy 

tensor, and are written in terms of the a's,as [27] 

1 00 

4 L: an-kak - ao(n +l)an , for n =:I 0, 
k=-oo 

(3.13) 

1 (Xl 1 
Lo = '2 L:a:""kak + 4a6 - aoao· 

k=l . 

These generators satisfy a Virasoro algebra with 

h = a(a - 2ao), c = 1- 24a6. (3.14) 
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We can ~ewrite this representation in terms of the polynomial realization of the bosonic 

Fock space by writing 

8 
for n > 0, an = 2na , 

Zn 

ao = 2a, (3.15) 

a_n = Zn, for n > o. 

In this notation, the Virasoro generators are 

n-l - 8 8 
Ln = I:k(n-k)---

k=l 8 Zk 8Zn-k 

. 8 00 8 
+2n(a - ao(n + l))a + I: kZk-na' for n > 0 

, Zn k=n+l. Zk 

00 8 
Lo =. a( a - ~ao) + {; kZk 8Zk ' 

. 1 n-l 00 8 
L_n = (a + ao( n - 1 ))zn +- I: ZkZn-k + I: kZk+n -8 ' for n > O. 

4 k=l k=l Zk 

(3.16) 

The module structure of this representation is precisely described by the graph in Fig­

ure 3.2c, and corresponds to a module similar to a twisted Verma module, but which cannot 

be realized by a Bogoliubov transformation from the Vernia or dual Verma modules. -Note 

that in these Feigin-Fuchs representations, the form of all the generators is dependent upon 

both the parameters hand C ofthe representation through the parameters a and ao, unlike 

the coadjoint orbit representations of the Virasoro algebra, where only the generators Ln 
for n ~ 0 depend upon h and c. 

For the affine algebras corresponding to loop groups LG, there is an analogous class 

of free field represen.'tations which are similar to twisted Verma modules but again cannot 

be constructed from the Verma or dual Verma module by a finite Weyl transformation. 

These representations are the Wakimoto representations, which are constructed by taking 

the normal ordered product of the currents associated with free fields having LG symmetry. 
~ 

An equivalent mathematical description of the construction of th~se representations is given 

by taking representations of the finite-dimensional group G and replacing all Heisenberg 

operators· by free fields. The normal ordering must be enforced to give the correct affine 

algebra. This process is known as "a.:ffinization". For a review of this construction of 

Wakimoto representations, see [18, 11]. . . 
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3.3 Intertwiners 

In this section we derive explicit formulae for intertwining operators between the 

dual Verma modules realized through the coadjoint orbit construction. Generally, an in­

tertwining operator, or "intertwiner" between two g-modules V and V'is an element of 

the group HOIDu(g) (V, V') of p-module homomorphisms between V and V'. A g-module 

homomorphism is a linear map 4> between modules which intertwines with the action of g 

in the sense that 

u4>x = 4>ux, "Ix E V, u E g. (3.17)-

An analysis of the construction of intertwiners in a general algebraic context is 

given in [18]. In that work, it is proven that for two Verma modules V)., V)." there is a 

1-1 correspondence between intertwiners in Homu(g) (V)., V).,) and singular vectors in V)'' 

of weight >.. For each singular vector v in V)'' of weight >., the resulting g-module ho­

momorphism 4> satisfies 4>1 ) = v (here I ) denotes the highest weight state inV).i we will 

denote the highest weight state in V)'' by I )/). This characterization of intertwiners for 

. Verma modules is derived by first considering elements of the group of g_-homomorphisms 

HomU(g_) (V)., V).,). Since the orbit of I } under the action of the enveloping algebra U(g_) 

contains the entire Verma module, sucl;L a homomorphism 4> is determined uniquely by the 

value of 4>1) in V)." and each element xE V)'' determines a homomorphism of this type by· 

setting 4>1 } = x. The condition that 4> intertwine correctly with the Cartan sub algebra f 

requires that the weight of the state 4>1 } be exactly>.. This leads to the general definition 

of a set of screening operators so, which are g_-homomorphisms mapping 

(3.18) 

Explicitly, given an element X E U(g_), corresponding to a state x = XI) in the Verma 

module V)., the screening operator So acts on x by SaX = X 1-0 1 )/, where I)' is the highest' 

weight state in the Verma module V).+a' In general, all (g_ $ f)-module homomorphisms 

between Verma modules are polynomials in the screening operators So. The screening oper­

ators generate an algebra isomorphic to g_. The condition that an operator 4> described by 

a polynomial in the screening operators intertwines with the remaining g generators simply 

implies that the state 4>1 ) is annihilated. by all the generators in g+, which is equivalent to 

the assertion that 4>1 ) is a singular vector in V)." ,giving the remaining part of the above 

result. 
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From this algebraic Characterization of intertwining operators on Verma modules, 

it is straightforward to consider the dual action of the intertwiners, which. gives intertwining 

operators on dual Verma modules. Clearly, for every intertwining operator </> between Verma 

modules V,\ and V'\', there is a corresponding intertwiner </>* from the dual Verma module 

V;; to V;, defined by 

(<I>*x, w) = (x,4>w), Vw E V,\, x E V;,. (3.19) 

This correspondence is clearly 1-1, since the same argument can be applied on the dual 

space. From the result for Verma modules, we can derive the corresponding result for dual 

Verma modules, which. is that the intertwiners in HOInu(s) (V;" V;) are in 1-1 correspondence 

with cosingular vectors in V;; of weight A, and that the intertwiner </> corresponding to a 

particular cosingular vector v E V;, ,satisfies </>'11 = I } where I} is the highest weight vector in 

V;. This intertwiner must also satisfy the condition that </>w = 0 for any vectorw E Q_ V;, , 
of weight A. By taking the dual' of the screening operators Sa, we get a set of screening 

operators Sa = sl for the dual Verma module. These screening operators are maps 

(3.20) 

which. intertwine with the algebra g+of generators corresponding to positive roots acting on 

the dual Verma modules. In fact, every intertwiner on a dual Verma module can be found 

by constructin~ an appropriate polynomial in the screening operators; thus, in order to 

charaCterize the intertwining operators in a particular realization, it will suffice to describe 

the screening operators in that realization. 

We J:!.ow proceed to give explicit formulae for the screening operators in the coad­

joint orbit dual Verma module representations. For an arbitrary group G, we begin by 

defining a set of differential operators Da for all a E ~+ according to 

D ~.f. a+l3 a 
a = L...J t al3 zl3-a--· 

l3e4>+ la+l3e4>+ za+13 
(3.21) 

These operators act on the ring R = C[ {za }] of locally holomorphic functions as first order 

differential operators. 

Proposition 7 The operators Sa defined by 

(3.22) 

commute with the operators j 13 with f3 E ~ +, and form a set of screening operators for the 

dual Verma modules. 
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Proof. Because the only nonzero Bernoulli number B, with 1 odd is Bl = -1/2, using 

(2.157) we can write these operators explicitly as 

for a ~ o. (3.23) 

We now consider the effect of right multiplication of a general element (2.20) in the group 

by an infinitesimal positive generator on the right. By taking the formal multiplication rule 

exp( L zaJa)ef.1e = exp [L (za + €V~)JQl J({Ja la:5 o}) + O(~), 
aE~+ . QE~+ . 

(3.24) 

. we define a set of vector field operators Sa = -vc;a jEha which must commute with the 

operators ~a. By repeating the analysis in the proof of Proposition 3 for these vector fields, 

we find that the operators Sa are precisely equal to Sa for a E q)+. Thus, we have proven 

the assertion that 

(3.25) 

Since the operator Sa lowers the degree of a polynomial in R by precisely a, it follows that 

these operators are valid screening operators for the dual Verma modules D . 

. It is a consequence of this explicit formula that the screening operators are inde­

pendent of the highest weight .x of the module on which they act, just as are the raising 

operators in the algebra, Ja with a ~ o. 
A similar approach to the one taken here was used by Awata, Tsuchiya, and 

Yamada in [11] to construct the Wakimoto'representations of affine algebras; in their work, 

the result was achieved by using a construction similar to this one for finite-dimensional G 

and performing an affinization to get realizations of the Wakimoto representations. 

As an example of an intertwiner, we consider again the coadjoint orbit dual Verma 

module representations of SU(2) given by (2.207). For these representations, there is a 

single screening operator S, given by 

. a 
s=J+ = --. az (3.26) 

This screening operator obviously commutes with J+, and raises the weight of a state by 1, as 

measured by the eigenvalue of J3 in a particular module. Since the screening operator goes 

from a dual Verma module Vb* to another dual Verma module Vb':.l with a new highest weight 

state, we see that s intertwines correctly with J3 • It remains to construct an intertwiner 
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using s. The dual Verma module Vb* has a single cosingular state of weight -b - 1, which 

is represented in the coadjoint orbit realization by the polynomial z2b+l = aJ:b+11 ) where 

a is a ~roportionality constant. Thus, we expect that we may construct an intertwiner 

(3.27) 

by taking <I> = 82b+1. We have already verified that 8 intertwines correctly with all operators 

in 9 except for j _. We can now compute directly. the result of applying j _ before and after 

the intertwiner <I> to verify that <I> inte~twines.correctly with the entire algebra. Acting on 

an arbitrary monomial zn, we have 

(3.28) 

It follows that <I> is an intertwining operator, as claimed above. Note that the two operators 

j_ in (3.28) have different realizations as differential operators, since they .are acting on 

different dual Verma modules. In general, we will use a parenthesized superscript to denote 

the highest weight of the module on which a coadjoint orbit generator is acting when there 

is a possibility of confusion. Thus, we have 

(3.29) 

and (3.28) states that 
j( -b-1),I., n = ,l.,JA(b) n _ 'f'Z 'f' _ z . (3.30) 

As a second e.."'Cample of an intertwiner consider the coadjoint orbit dual Verma 

module representations of SU(3) given by (2.224). For these representations, the screening 

operators are given by 

8+t 
a 1 a 

= --+-u-at 2 av 
s+u 

a 1 a ----t-au 2 av (3.31) 

s+v 
a 

= av 
A typical representation is the adjoint representation with (p, q) = (1,1). The associated 

. dual Verma module V(;,l) contains cosingular vectors with weights (3, -3), ( -:-3,3), (1, -5), 

(-5,1) and (-3, -3). A typical intertwining operator is the operator 

(3.32) 

. \ 
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given by 

(3.33) 

where I> is ~he highest weight state in the dual Verma module V(;,-3)' v is the cosingular 

vector of weight (3, -3) in V(l,l), and X is an arbitrary element of U(g_). In .the explicit 

coadjoint orbit realization above, v is given by the polynomial u2/2 (the unique vector with 

this weight in the dual Verma module). That this operator 4> is an intertwining operator 

from V(;,l) to V(;,-3) follows from the fact that s~u( u2 /2) = 1 = 1 }. 

As a final example of an intertwining operator, we consider again the simplest 

example of the discrete series of Virasoro representations, with m = 3,p = 2, q == 1, and 

h == c = 1/2. As was pointed out in Section 2.6.2, the dual Verma module associated 

with this representation has a cosingular vector at level 2. Thus, we expect to be able to 

construct an intertwiner 4>. mapping 

(3.34) 

where V,: refers to the Virasoro dual Verma module with highest weight h and central 

charge c = 1/2. This intertwiner is a polynomial of degree 2 in the screening operators 

sn = Ln +Dn, and therefore can be written in the form cf> = as~+bs2' Since the intertwining 

operator must annihilate the state 

A2 4 A 2 
L_1 1} = 3L21} = -3Z2 + 2z1 , (3.35) 

we determine that 4a - 3b = O. Fixing the normalization by choosing zi as the cosingular 

vector, we have a = 1/2, so the intertwining operator is given by 

(3.36) 

In Chapter 4 we will review the intertwining operators for the Feigin-Fuchs Virasoro rep­

resentations, which were first explicitly described by Felder [27]. Because of the method of 

construction of these intertwiners, explicit calculations of their action on particular states 

are rather more involved than in the co adjoint orbit realizations. 

3.4 Resohitions 

We now proceed to use the intertwining operators constructed in the previous sec­

tion to define algebraically a chain complex whose cohomology is given by a single irreducible 
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representation of an algebra g. The resulting resolution is essentially the dual to the well­

known BGG (Bernstein-Ge1fand-Ge1fand) resolution for finite-dimensional groups [15].rThe 

explicit formulae for intertwining operators give us an explicit realization of this resolution. 

The analysis in this section is similar to that of [18] where the primary consideration was the 

understanding of twisted type Verma modules such as the Feigin-Fuchs and Wakimoto rep­

resentations. The primary difference between this work and the analogous construction for 

free fields is the possibility of using single-sided resolutions; in the free field approach, one 

is forced into using two-sided resolutions, which are mathematically much more difficult ob­

jects to handle. From a mathematical point of view, the advantage of describing irreducible 

representations through ~ resolution of Fock space representations is that most properties 

of representations are much easier to calculate for Fock sp'ace representations than for irre­

ducible representations. (An example is the character of a representation, which has a fairly 

straightforward expression for the Verma module of most groups, but which is more compli­

cated for the irreducible representations.) Generally, a useful approach to computing such 

properties of irreducible representations is to compute the property for Fock modules and _ 

to then combine these results with the resolution to arrive at the result for an irreducible 

representation. From the physical point of view, the resolution is essentially equivalent to 

the BRST fornialism for calculating properties of a physical Hilbert space defined through 

a BRST complex of simpler Fock module-type spaces. In the case of the free field approach 

to conformal field theory, this approach was first made explicit algebraically by Felder [27]. 

We begin by briefly reviewing the formalism of resolutions. A chain complex 

(Mi' di) of g-modules is defined to be a sequence of modules 

d_2 M d_1u' do M dl 
.•. -+ -1 -+' .lI'.lO -+ 1 -+ ••• (3.37) 

wh~e di E Homu(p) (Mi' Mi+1) is a set of g-module homomorphisms satisfying 

(3.38) 

A chain complex can terminate on either or both ends with a trivial module (0). The 

cohomology of the above chain complex is defined as usual to be 

Hi = Ker di • 

1m di-l 
(3.39) 

If L is an irreducible representation of g, the above complex is said to be a resolution' of L 
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when . {L, i = 0 ' 
HI = 

. 0, i =1= 0 
(3.40) 

A resolution based on a complex which terminates with either Ml = 0 or M-l = 0 is said 

to be a on~sided resolution. Otherwise, the resolution is two-sided. In physical language, 

d is said to be a BRST operator, and the cohomology spaces Hi are the BRST cohomology 

spaces, which contain all the physical states in a given representation. The states not in 

the cohomology no are called "ghost" states. 

The classic example of a resolution is the BGG resolution for irreducible repre­

sentations of finit~dimensional semi-simple groups G [15]. This resolution is constructed 

directly from the Verma modules of G. Given a highest weight >., we can assign an integer 

i( v) to each singular vector v in the Verma module V.x by setting i( v.x) = 0 for the highest 

weight state and i( v) = i( v') + 1 whenever the graph of singular vectors contains an arrow 

v' -t v. This ordering is equivalent to the "Bruhat" ordering on the Weyl group of G. We 

can then construct a complex by setting 

Mj = EB V.x(v) , (3.41) 
vli(v)=-j 

where >.( v) is the weight of the singular vector v. The spaces Mj are thus g-modules. 

The g-module homomorphisms d are constructed by combining the intertwining operators 

</> : V'x(v) -t V.x(V/) for all singular states v' -t V. It turns out that the signs on these 

intertwining operators can always be chosen in such a way that the resulting isa chain 

complex, by enforcing the condition that di . di-l ;:: O. 

As an example of the BGG resolution, consider again a general Verma module for 

a highest weight representation of SU(3). The graph of the singular vectors Vb' •• ,V5 is 

shown in Figure 3.4. The signs on the arrows indicate the signs used in the construction of 

the chain complex. The g-modules in the resulting chain complex are 

Mo = VoX 

M-l = V'x(Vl) Ell V'x(V2) (3.42) 

M-2 = V'x(V3) Ell V'x(V4) 

M_3 = V'x(v~), 

and the operators are given by 

d_1 = <1>1,0 + <1>2,0 
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Figure 3.4: Singular vectors in SU(3) Verma module 

d-2 = (<1>3,1 - 4>4,1, -4>3,2 + 4>4,2) 

d-:-3 = (4)5,3, 4>5,4) 
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(3.43) 

where we denote by 4>i,; the intertwining operator from V~(tI;) to V~(tlj) (vo = v~). Because 

the intertwining operators satisfy the relation 

(3.44) 

it follows that the operator d in the chain complex satisfies (3.38). That the cohomology of 

this complex indeed gives a resolution of the irreducible representation with highest weight 

A is easy to verify by simple diagram chasing. 

Just as the BGG resolution gives a chain complex whose cohomology is an irre­

ducible representation of a. finite-dimensional group, one can construct analogous resolutions 

in terms of Verma modules for the Virasoro and loop group irreducible representations. For 

the Virasoro algebra, the relevant resolutions were essentially described by Feigin and Fuchs 

[26]; for the affine algebras arising from loop groups, the analogous result was first obtained 

. by Garland and Lepowsky [32]. A proof of the existence of such a resolution in terms of 

Verma modules for infinite-dimensional groups is also given in [54]; in [55], these resolutions 

are used to calculate the characters of irreducible representations of the Virasoro algebra. 

Our interest here is in achieving an explicit realization of the dual of the chain 

complex of Verma modules. Because the resulting resolution is simply the dual of the 

resolution described in the above works, the existence of such a resolution in terms of dual 

Verma modules follows immediately. By combining the intertwiniD.goperators described in 

the previous section, we find for any group G among the groups under consideration in this 

thesis, and for any highest weight A, a one-sided resolution of the irreducible representation 

with highest weight A, 

(3.45) 
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As an example of a dual Verma module resolution, consider once more the coadjoint orbit 

dual Verma module 'realizations of SU(2). As discussed in the previous section, when b ~ 0 

and b E Z/2, the dual Verma module v,; contains a single cosingular state with weight 

-b - 1. The dual Verma module V~b_l contains no singular or cosingular states. Thus, 

using the simple intertwiner </> = s2b+1 = (-8/8z )2b+1, we have a resolution 

(3.46) 

where 1m. </> = V~b_l' and Ker </> = Ib is the irreducible representation of SU(2) with highest 

weight b. 

For the Feigin-Fuchs and Wakimoto representations of the Virasoro and loop group 

algebras, it is believed that a similar resolution of highest weight irreducible representations 

can be constructed in terms of similar intertwining operators [24]. In the case of Feigin-Fuchs 

modules, this result was essentially proven by Felder [27]. For the Wakimoto representations 

of LSU(2) and LSU(3), the existence of such a resolution" has also been proven [14, 25]. 

In general, however, because the resulting resolutions are two-sided, the usual methods of 

homological algebra which are used to prove these results for one-sided resolutions must be 

generalized to deal with this situation. In [18], some of the specific results regarding these 

two-sided resolutions are given or conjectured, and arguments are given for the correctness 

of the conjectures. Some of the outstanding problems regarding these two-sided resolutions 

were successfully dealt with in [24], but the mathematical formalism necessary to resolve 

these difficulties is significantly more complicated than in the case of one-sided resolutions. 

This is one of the reasons why the approach used in this thesis, which concentrates on dual 

Verma modules and one-sided resolutions, is perhaps a simpler approach to the algebraic 

construction of conformal field theories. 

Finally, we reiterate the point that in the case of affine algebras arising from loop 

groups, in a global geometric setting the algebraic structure of resolutions is not necessary 

to extract irreducible highest weight representations from coadjoint orbit representations, 

as the constraint of global holomorphicity already restricts to a Hilbert space corresponding 

to an irreducible representation. In the case of the Virasoro algebra, however, the resolution 

described in this section is necessary in order to extract irreducible representations from 

the larger, reducible, dual Verma module representations which arise from coadjoint orbits. 

• 
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Chapter 4 

Conformal Field Theories 

In this chapter we describe a method for the construction of conformal field· theo­

ries using the explicit resolutions of irreducible representations through dual Verma modules 

described in the previous chapter. Because we do not yet have a purely field-theoretic de­

scription of the coadjoint orbit representations, we must proceed according to the algebraic 

. approach to conformal field theory, which was recently developed in order to give a formal 

algebraic structure to the theory and to characterize conformal field theories in terms of free 

field representations. This algebraic approach to conformal field theory is well-described in 
. -

the papers by Tsuchiya and Kanie [62] and Bouwknegt et. al. [18]. 

The essential element in the algebraic construction of a conformal, field theory 

from a set of irreducible representations of an in:fi.nite-~ensional symmetry algebra A, is 

the construction of vertex operators between the irreducible representations. In the case 

of finite-dimensional groups, a vertex operator is essentially just described by the set of 

Clebsch-Gordan coefficients between three irreducible representations of the group. In the 

infinite-dimensional case, vertex operators have a similar structure; however, they have the 

effect of combining two representations, one of which is highest weight and the other of 

which is not highest Weight, into a third highest weight representation. 

A conformal field theory is specified algebraically by giving an infinite-dimensional 

symmetry algebra A, a set of highest weight irreducible representations of A, and a set 

of vertex operators connecting the representations. In general, the symmetry algebra A 

contains holomorphic and antiholomorphic parts, and ~he. vertex operators factorize into 

"chiral vertex operators" corresponding to the holomorphic and antiholomorphic parts of 

the theory. In this discussion, we will simplify by only considering the holomorphic part of 
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the theory; our vertex operators are therefore what are usually referred to in the physics 

literature as chiral vertex operators. The simplest class of conformal field theories are the 

rational conformal field theories, which contain a finite set of irreducible representations 

of A. Each representation is generally associated with a primary field of the theory and 

a corresponding subset of the vertex operators. The fusion algebra of the theory is an 

algebra whose elements are the primary fields of the theory, and whose product. is defined 

by the action of the set of nonzero vertex operators associated with one primary field on the 

irreducible module associated with a second primary field. The highest weight state of a 

particular representation with exceptional symmetry is generally singled out as the physical 

vacuum In}; the physical observables of the theory (on the sphere) are then given by' acting 

on the vacuum with a product of vertex operators and computing the component of the 

vacuum in the resulting state. Such an observable is referred to as a vacuum expectation 

value or correlation function, and is written in the form 

(4.1) 

where CPi are vertex operators which are parameterized by complex coordinates Zi on the 

sphet:e and enough extra parameters Ui to specify a particular vector in the representation 

of A (not highest weight) associated with q; i. 

In Sec.tion 4.1, we define vertex operators for finite-dimensional algebras. We show 

that these vertex operators can be written in terms of the explicit screening operators for 

dual Verma modules introduced in the previous chapter, and give a simple example for 

the algebra of SU(2). In SectioFl 4.2, we define vertex operators for the Virasoro algebra, . 

and show that all vertex operators between degenerate Virasoro representations satisfy a 

certain set of algebraic conditions. Furthermore, we show that any vertex operator which 

has a realization as a chain map between dual Verma module resolutions can be completely 

characterized by its matrix elements. In this section, we also give a simple class of examples 

of vertex operators whose action on the vacuum can be computed in terms of the Virasoro 

generator L_1 • In Section 4.3, we review the e:x.-plicit construction of vertex operators for the 

Feigin-Fuchs modules due to Felder; and the related construction of intertWining operators 

for these modules. In Section 4.4 we describe the explicit construction of vertex operators 

for the coadjoint orbit dual Verma modules. vVe discover a class of vertex operators whose 

action on any state can be represented entirely in terms of the Virasoro generators .. The 

existence of these operators is due to the independence in form of raising operators from 
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the highest weight of the module on which they act in the coadjoint orbit realizations. 

Finally, in Section 4.5 we review several approaches to calculating the correlation functions 

of conformal field theories. In principle, the coadjoint orbit vertex operators can be used 

to calculate an arbitrary correlation function for a conformal field theory on any Riemann 

surface; in practice, however, a better description of these vertex operators is necessary to 

make any such' calculation a practical enterprise. 

For the purposes of the discussion in this chapter, we will restrict attention to 

conformal field theories whose symmetry algebra A is the Virasoro algebra .. In such a con­

formal field theOry, a fixed value of the central charge c is -chosen for all fields in the theory. 
, 

The physical vacuum If!} is defined to be the highest weight state in the representation with 

h = -0. The class of conformal field theories corresponding to c < 1 contain only a finite 

number of primary fields, corresponding to the discrete series of Virasoro representations 

with h satisfying (2.76). These rational conformal field theories are called minimal models .. 

A systematic definition and study of Virasoro conformal field theories was first performed by 

Belavin, Polyakov,and Zamolodchlkov (BPZ); the point of view taken in that work [13] and 

in much of the subsequent literature (see for instance [34]) is based on treating correlation 

functions as the-primary objects, and analyzing their properties using differential equations 

which they can be shown to satisfy. ~ the algebraic approach to conformal field theory, 

the operators themselves are taken to be the primary objects, and the correlation functions 

are viewed as algebraic constructs using these operators. We will primarily adhere to the 

latter p.oint of view; however, we will discuss some of the parallels between structures in 

the algebraic formulation and their counterparts in terms of correlation functions. Much of 

the content of this chapter, particularly Section 4.2, is essentially a recasting of the origi­

nal BPZ analysis of conformal field theory into the more algebraic framework of operators, 

modules, and resolutions, where the differential equations satisfied by correlation functions 

are expressed as algebraic equations satisfied by vertex operators. 

Most of the results in this chapter can be generalized in a straightforward fashion 

using the preceding results in this thesis to construct conformal field theories whose sym­

metries are affine algebras, such as the WZW model, in a purely algebraic fashion from dual 

Verma module resolutions. From a global geometric point of view, however, as mentioned 

in the prev:ious section, the conformal field theories with affine algebra symmetries can be 

directly constructed from the coadjoint orbit representations wi~hout the nec~ssity of in­

troducing resolutions since the constraint of global holomorphicity automatically picks out 
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the physical states in the theory. We discuss briefly the possibility of extending the results 

in this thesis to conformal field theories with other, extended symmetry algebras A in the 

last chapter. 

4.1 Finite:-dimensional vertex operators 

,Although vertex operators are primarily of interest for their properties relative to 

conformal field theories and infinite-dimensional algebras, it is possible to define.analogous 

objects for finite-dimensional groups [18]. Because these finite-dimensional vertex operators . 
are structurally similar to the usual infinite-dimensional vertex operators, but are mathe-

matically much simpler, it is interesting to study them as toy models before proceeding to 

the more complicated objects., 

A vertex operator V for a finite-dimensional group G can be defined for any three 

irreducible representations hI' 1).2' and 1).3 of G with highest weights A}, A2, and X3 , to be 

a set of operators 
/ 

(4.2) 

which transform under g according to 

[x, Vu ] = Vz~ Vx E g (4.3) 

Such a vertex operator is called a vertex operator of weight AI. By the Wigner-Eckart 

theorem, a matrix element of a verte..'C operator of this form is necessarily proportional to 

the corresponding Clebsch-Gordan coefficient. 

Since we are concerned with irreducible representations which arise from dual 

Verma module resolutions, the next problem which arises is that of characterizing a vertex 

operator in terms of resolutions of irreducible representations through chain complexes. 

Generally, if the irreducible representations 1).2 and 1).2 are given through resolutions (Mi' di) 

and (Mf, dD, a bosonic realization of the vertex operator Vu is a set 'of operators 

(4.4) 

which satisfy (4.3) and 

d~ . Vi - Vi+! . d· 
, u- u " (4.5) 

" 
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and where v2 agrees with Vu on the cohomology of the complex. The constraint (4.5) is 

the statem,ent that V~ is a map of chain complexes for every u E 1>'1' and is equivalent to 

the condition that the following diagram' be commutative 

d_2 d-"1 do d1 
~M-l ·Mo • Ml .. 

Iv;" ." I~ IV! 
-M!..l .Mo • M' 

d' d' ~ 1 d~ -2 -1 

A chain map Vi which induces a trivial map in cohomology is called a trivial chain map. 

Some straightforward diagram chasing suffices to verify that any chain map induces a well­

defined map in the cohomology, and that every trivial chain map can be Written in the 

form 

(4.6) 

for some set of maps 

(4.7) 

It follows that every two bosonic reali~ations V~ and V! of the same vertex operator Vu 

differ by operators of the form 

(4.8) 

wherefor each u E 1>'1 the operators t~ satisfy (4.7), and furthermore we have 

[x, t~] = t~u 'tx E g. (4.9) 

Since we are primarily interested in bosonic realizations of vertex operators in terms of 

chain maps, we will generally not distinguish in notation between vertex operators and 

their realizations. Vertex operators which are re~zed as chain maps are frequently referred 

to as "screened vertex operators". 

As mentioned above, the matrix elements of vertex operators of a finite-dimensional 

group G are proportional to Clebsch-Gordan coefficients. It is fairly straightforward to prove 

that a nontrivial vertex operator of weight 1>'1 between representations 1>'2 and 1>.3 exists 

precisely when the tensor product rules of G are satisfied, so that the irreducible represen­

tation 1>'3 occurs in the tensor product representation 1)..1 ® 1)..2 [18]. 
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For finite-dimensional groups, it-is possible to explicitly cons~ruct bosonic realiza­

tions of vertex operators as chain maps of dual Verma module resolutions using the screening 

operators defined in Section 3.3. In fact, since 1>"1 is a highest weight representation of G 

with a highest weight state v, we have 

[x, V~] = 0, \Ix E g+. (4.10) 

It follows that V~, the component of the vertex operator associated with the highest weight 

state, can be written as a polynomial in the screening operators for every i, along with an 

appropriate change in weight by >'1. For V~ '. the degree p, of the polYnomial in the screening 

operators muSt be such that ).2 +).1 - J.t = ).3; the degree of the polynomial for each value 

of i can similarly be calculated. Thus, for example, we must have a description of V~ as a 

polynomial in screening operators Sa . of degree 

(4.11) 

Note that we must have >'3 -< >'1 + >'2 for such an operator to exist,in agreement with 

the Wigner-Ecka.rt theorem. The remaining components of the vertex operator can be 

calculated using the relations (4.3). 

As a simple example of a screened vertex operator for a finite-dimensional group 

G, we now give an explicit bosonic realization of an SU(2) vertex operator of weight j 

acting on the irreducible representation with weight k and taking values in the irreducible 

representation with weight k'. As described above, the irreducible representation of SU(2) 
- / 

of weight k has a resolution in terms of dual Verma modules by the chain complex 

(4.12) 

The highest weight component Vj of the screened vertex operator in question is given by 

two operators VJ : Vk* -+ Vk~ and V] : V":k_1 -+ V":k'_l' as in the following diagram 

o , Vk* 
s2k+1 

,V":k_1 - 0 

IvJ I V} 

, Vk~ ,V":k'_l- 0 
s2k'+1 

o 

.. 
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From the above argument, VJ and V] must be proportional to si+k- k' and si+k'-k respec­

tively. In order to make the above diagram commute, we must choose the same propor­

tionality constant for both operators. Note that the form of this vertex operator depends 

explicitly upon the weights k and k' of the initial and final modules. This is a general 

property of vertex operators defined for a particular Fock space realization. 

4.2 Virasoro vertex operators 

The vertex operators associated with the Virasoro algebra are defined in a similar 

fashion to the finite-dimensional vertex operators-defined in the previous section. The main 

distinction is that the representation which defines the weight of the vertex operator is not 

a highest weight representation. vVithin a single conformal field theory, the central' charge 

c does not vary between irreducible representations of the Vrrasoro algebra,so we shall 

keep c fixed to a constant value, and use the single parameter h for the highest weight of a 

Virasoro module throughout the rest of this chapter. Given two irreducible highest weight 

representatio~s of the Virasoro algebra Ik, Ik', with highest weights k and k' respectively, a : 
f 

vertex operator of weight h is defined to be an operator-valued function of a single complex 

variable z, 

(4.13) 

which satisfies the relations 

(4.14) 

In the physics literature, a vertex operator is often defined to be an operator of this type 

which has a nontrivial action on all irreducible representations occurring in a given theory. 

We will adhere to the convention that a vertex operator is associated with a fixed set of 

three weights h, k, and k', following [18]. 

To better study the structure of vertex operators, it is convenient to expand a 

fixe4 vertex operator ~(z) in a power series e":pansion in z, 

~(z) = z% L <P_h_z+nZ- n, 
nEZ 

( 4.15) 

where x :;:::; k' - h - k. Note that the vertex operator is not single valued unless x E Z. 

The modes <Pm of the vertex operator satisfy the commutation relations with the Virasoro 
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algebra 

(4.16) 

Thus, the modes of the vertex operator carry a fairly simple x:epresentation of the Vira­

soro algebra. This representation, however, is not highest weight; the weight of the mode 

¢>-h-z+n is precisely h + x - n which is unbounded in both directions as n E Z. 

Just as we did for finite-dimensional vertex operators, we can define a bosonic 

realization of a vertex operator as a chain map between resolutions of the irreducible rep­

resentations Ik,Ikl in terms of Fock modules, where the chain map satisfies the correct 

commutation relations with the Virasoro generators. A vertex operator is again defined to 

be trivial when its action on the cohomology is trivial, and two vertex operator realizations 

which differ by a trivial chain map are considered to be equivalent. Again, equivalent vertex 

operator realizations ¢>~, 4>~ must differ by a chain'map of the form d~_l t~ + t~+ldi' where 

[Ln' t!n] = (nh - n - m)t~+m. 

We are now interested in answering the question of which values of k, k', and h 

corresponding to unitary representations of the Virasoro group admit a vertex operator of 

weight h from Ik to hI. Moreover, we would like to know whether such a vertex operator, 

when it exists as a map between irreducible representation spaces, can be realized by a 

chain map between resolutions. Because the representation of the vertex operator itself is 

not highest Weight, we cannot use the methods of the previous section. That is, there does 

not exist a component ofthe vertex operator which commutes with all raising operators Ln , 

n > 0, so we cannot describe the vertex operators of the Virasoro algebra in terms of the 

screening operators sn. This complication makes the explicit description of screened vertex 

operators rather difficult. Nonetheless, for those vertex operators which do exist and have 

realizations as chain maps, we can give a set of equations which uniquely characterize the 

action of the vertex operator on the cohomology of the resolutions. 

Unfortunately, we do not have a closed form expression for the realizations of the 

existing vertex operators on the coadjoint orbit dual Verma modules, nor do we have a proof 

of which vertex operators have realizations as chain maps. In the case where the resolutions 

are trivial and the dual Verma modules Vk' and V:, contain no cosingular vectors, we can 

prove the existence of a vertex operator of arbitrary weight h. Because the resolutions of 

these modules are trivial, it follows immediately that these vertex operators have realizations 

as chain maps; we can characterize these verte..x operators uniquely by calculating their 

.. 
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matrix elements. When the resolutions are not trivial, the existence of cosingular vectors 

in Vk* and singular vectors in Vk, give a set of algebraic constraints on the values of h, k, k' 

. for which vertex operators can exist. In physical language, these are ·constraints on the 

fusion algebra of the associated eFT. Whenever this set of .constraints is satisfied, there 

exists a vertex operator between the appropriate irreducible Virasoro representations. We 

believe that every such vertex operator has a realization asa chain map between dual Verma 

module resolutions, although we do not have a rigorous proof of this assertion. We can, 

however, show that if such a vertex operator exists, it is unique up to a scaling factor and 
- . 

the addition of cohomologically trivial vertex operators. Furthermore, we can calculate 

the action of such a .vertex operator on the cohomology of the complex, which uniquely 

determines the action of the vertex operator on the irreducible representation and provides 

the essential information needed to compute (genus 0) correlation functions in a. conformal 

field theory. We will now proceed to demonstrate the existence of vertex operators between 

dual Verma modules with no cosingular vectors, and to describe the constraints on the 

. vertex operators between nontrivial resolutions of dual Verma modules. 

In order to have a sensible algebraic description of Virasoro vertex operators in' 

terms of matrix elements, we find it useful to discuss briefly several simple points about 

operators on bosonic Fock spaces. Given a Heisenberg algebra on a set S = {a: E'~+ C A} 

acting on a Fock space F with a A-grading, where ~ + is the space of positive roots and A 

is the root lattice for a Lie. algebra g, an operator 

(4.17) 

is uniquely defined by the matrix elements 

(wIOlv), Iv) E F, (wi E F*; ( 4.18) 

The number of elements v E F with weight oX is! given by the A-partition function ;A(oX), 

which is the number of distinct" ways in which oX can be constructed as a sum of elements 

in ~+. In the particular case at hand, the Virasoro group, the Fock space is the space 

R = q {zn : n > O}] with a Z-grading. The dimension of the space Rn of degree n is just 

the integer partition function ?T(n). The canonical basis for R is the space of monomials in 

the variables Zn. An operator 0 : R - R can be described either by giving the complete set 

of .matrix elements (4.18), or by writing the operator in the form of a differential operator 

(4.19) 
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where 1r n and 1r m are summed over all partitions {nd and {mj} with nl + ... + no = n and 

ml + ... + mb = m. The description of an operator by a set of coefficients w is equivalent 

to giving the complete set of matrix elements for that operator. However, these two ways 

of writing the same operator are related in a rather nontrivial fashion. For instance, the 

operator P·on the bosonic Fock space qz] which projects onto the highest weight state 

I} = 1 has all matrix elements equal to 0 except for the element (IPI) = 1. This operator 

has the differential operator form 

(4.20) 

where by the dots aroUnd the second expression we indicate the normal ordering procedure, 

by which all annihilation operators 8/ 8z are moved to the right of creation operators z. 

Up to this point in this thesis, we have primarily described operators in terms of their 

description as differential operators; in the following, we will find it more useful to describe 

screened vertex operators in terms of their matrix elements. 

The Virasoro vertex operators which we wish to construct are chain maps C}{ z) 

between resolutions (Mi, di) and (.MI, dD ofthe irreducible representation spaces Ik and Ikl 

of the form 

• Vt 
do d1 d2 

0 • Ml • M2 

j ~O(z) j ~liz)·j ~2(z) 
0 • Vk~ • M; .M~-

d' d' d' 0 1 2 

We will find it useful to define a particular set of states in V: and V;* = Vk'. Associated 

with each partition 1r n = J nil L: ni = n}, we define the operators 

and the associated states 

, 

L1rn = IlLn. 

l1rm} = L-1rm l} E V: 

{7rn l - {IL1rn E Vk'. 

( 4.21) 

(4.22) 
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Because Vk' is always a Verma module, containing no cosingular vectors, the set of states 

(1rnl are always a linearly independent basis for. Vkl. 

We now consider the simplest case of a Virasoro vertex operator, where the dual 

Verma modules Vr: and V';' contain no cosingular vectors and are therefore isomorphic to 

the irreducible representations Ik and Ikl. In this case, the corresponding resolutions are 

all trivial, with Ml = M{ = o. Because there are no singuIar or cosingular vectors in 

the modules Mo,M~, the states defined through (4.22) form complete bases for these Fock 

modules. As discussed above, to characterize the vertex operator ~(z) it will suffice to give 

all the matrix elements with respect to these bases. By counting weights, we see that the 

only mode of the vertex operator which can contribute to a matrix element between states 

{1rnl and l1rm} is ¢-h-z+m-n, where x = k' - h - k, so that 

(4.23) 

The only nontrivial matrix element between the highest weight states is then 

(I¢-h-zl ). (4.24) 

We will choose the normalization of the vertex operator to be such that this matrix element is 

equal to 1. Just as the Virasoro commutation relations are used to construct the Shapovalov 

form on the Verma module, the Virasoro relations coupled with (4.16) can be used to relate 

an arbitrary matrix element (4.23) to the canonical element (4.24). That this procedure 

defines each matrix element in a well-defined fashion, and that the resulting operator satisfies 

(4.16) follow from the condition that (4.16) defines a representation of the Virasoro algebra, 

which is equivalent to the Jacobi-type equation 

[Ln' [Lm' ¢p]] + [Lm' [¢p, Ln]] + [¢p, [Ln' Lm]] 

= (m( h - 1) - p)( n( h - 1) - m - p) - (n( h - 1) - p)( m( h - 1) - n - p) 

. +(m - n)«n + m)(h - 1) - p) 

= O. 

(4.25) 

Thus, we have shown that when the dual Verma modules Vk* and Vk"; contain no cosingular 

vectors, there exists a unique vertex operator q;(z) of any weight h. In addition, the matrix 

elements (4.23) completely characterize ~(z). The resulting realization of q;( z) as a differ­

ential operator on a coadjoint orbit representation can be explicitly calculated by choosing 
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a monomial basis for R and relating this basis through a nonsingular linear transformation 

to the basis l7rn }. 

We now consider the case where the dual Verma modules V,: and V~ contain 

cosingular vectors and the resolutions (Mi' di) and (M!, dD are nontrivial. As the most 

general case, we assume that both weights k and k' are associated with representations 

-whose Verma modules have the singular vector structure graphed in Figure 3.2b, and we 

consider the resulting dual Verma module resolutions. For any of the unitary representations 

with a simpler singular vector structure the resulting resolution is equivalent to taking this 

resolution and simplifying by setting to 0 the modules which correspond to singular vectors 

which do not exist in the simpler representation. 

A choice of signs on the intertwining operators which allows us to construct the 

dual Verma module resolutions is as follows 

+ + + + 

<=:xxxx::: 
v,* k 

In this resolution, each module Mi, i > 0 contains a direct sum of two dual Verma modules 

,Vh'( t1i) , Vh'(Wi) associated with cosingular vectors Vi, Wi in Vk* with weights h( Vi), h( Wi). The 

arrows are (surjective) intertwining operators with the given signs. 

From the discussion in SeCtion 3.3 on the intertwining operators between dual 

Verma modules, we know that the kernels of the operators do and do are precisely the 

orbits U(g)1 } of the highest weight vectors in the modules Vk*' V~. For every cosingular 

vector Iv} in Vk"; at level n, there exists a singular vector (sl in Vk" which can be written in 

the form 

(4.26) 

where C1l"n are real coefficients. Such a singular vector is annihilated by all lowering operators, 

(sIL..;...n = 0 'Vn > O. (4.27) 

It follows that 

(4.28) 
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and therefore that for any vector Iw) E V; satisfying (slw) # 0, we have 

d~lw) # o. ( 4.29) 

A consequence of this condition is that the matrix element 

( 4.30) 

must vanish ·for any state 11r n) in the orbit of the highest weight state in Vk*' since 

(4.31) 

This places a set of algebraic conditions on the weights h, k, k' for which vertex operators 

are allowed to exist. From the singular vector structure of the Verma module, we know that 

there are (at most) two singular vectors s, t, corresponding to the cosingular vectors v~, w~ 

in V; with the property that the modules generated by s and t contain all other singular 

vectors in Vkl. Thus, the set of all algebraic conditions associated with singular vectors in 

Vk' can be completely described by the condition that matrix elements containing s or t 

must vanish, 

(sl~(z)l1rn) = 0, ( 4.32) 

(tl~(z)l1rn) = 0 VI1rn) E Vk*, n >0. 

A further condition on the matrix elements of~(z) arises from the fact that, at 

every level n at which there is a cosingular vector in V,:, there is a linear relation between 

the states 17rn ). Each such linear relation gives a constraint to the matrix elements of ~ of 

the form 

(4.33) 
1f'n 

Again, because of the cosingular vector structure, this infinite set of constraints can be 

completely described by the two families of constraints arising from the cosingular vectors 

Thus, we have derived a set of algebraic constraints on the weights h, k, k' which 

mustbe satisfied for a vertex operator to exist as a map of dual Verma module resolutions. 

Although we have derived these constraints from the point of view of chain complexes, the 

constraints (4.32) and (4.33) also hold for the simpler constructibn of a vertex operator 

of weight h between irreducible representations with highest weights k, k'. In the case of 
'. 
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irreducible representations, the dual elements (sl corresponding to singular vectors must 

vanish. Similarly, the linear conditions on vectors l1rn) associated with cosingular vectors' 
\. 

in the dual Verma module still hold in the irreducible representation. 

Just as the set of all matrix elements defines a vertex operator uniquely in the case 

where the resolutions are trivial, the determination of all matrix elements of the form 

(4.34) 

determines the action of the vertex operator on the cohomology uniquely, and thus defines 

a vertex operator on the associated irreducible representation (the uniqueness o~ this rep­

resentation essentially follows from the fact that the Shapovalov form is positive-definite 

on an irreducible unitary representation). Since the constraints (4.32) and (4.33) are the 

only extra conditions placed on a vertex operator between irreducible representations, we 

have essentially proven the existence of such vertex operators whenever these conditions 

are satisfied. As mentioned above, we do not have a proof that in all cases these vertex 

operators can be realized as chain maps, but we believe this to be ~he case. 

We will now discuss some special cases of the constraints (4.32) and (4.33), and de­

scribe the resulting conditions on the fusion algebras of the related conformal field theories. 

For the purposes ofthis discussion, we.shall find it useful to have explicit calculations ofvar­

ious matrix elements of a vertex operator ~(z) = zZ l: <P_h_:r:+nZ-n taking a representation 

with weight k, to one with weight k' = k + h + x. 

( I<P-h-xl ) = 1 (4.35) 

( 1<P-h-:r:+1 L-ll ) = -x (4.36) 

( 1 <P-h-:r:+2L-2 I) = h-x (4.37) 

( 1<P-h-:r:+2L:'11 ) = x(x- 1) ( 4.38) 

( 1<P-h-:r:+3L-31 ) = -2h-x (4.39) 

( 1<P-h-x+3L-2L-ll ) = x(h+x-1) ( 4.40) 

( 1<P-h-x+3L~11 ) = -x(x - 1)(x - 2) (4.41 ) 

( ILt<p-h-x-l! ) = 2h+x ( 4.42) 

( IL:i<p-h-x-2! ) = 3h+ x ( 4.43) 

( !L~<P-h-x-21) = (2h + x)(2h + x + 1) (4.44) 

( ! L3 <P-h-x-31 ) = 4h+x (4.45) 

,. 
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{IL1L2<P-h-z-31} = (3h+x+1)(2h+x) 

{ IL~<p-h-z-31} = (2h + x)(2h + x + 1)(2h + x + 2) 

121 

(4.46) 

(4.47) 

First, we consider the case where c > 1. For any values of h, k and k', where 

k, k' #-0, all of the representations have trivial'resolutions, and a vertex operator can be 

constructed through the above reasoning. It is interesting to note that although vertex 

operators between modules of this form are well-mown in terms of multiple bosonic fields 

(we will discuss this further in the following section), we can use the above results to 

construct any vertex operator of this type in terms of a sing1~ ,bosonic field with modes 

an, n E Z. The representation of such a vertex operator is rather complicated algebraically, 

however, and does not appear to have as simple an expression as when multiple bosonic 

fields are used. 

Now, let us consider the case where either k = 0 or k' = 0, indicating a vertex 

operator which either acts on or maps to the vacuum module. The dual Verma module . 

with highest weight h = 0 has precisely one cosingular vector, at level 1. Thus, if k' = 0, 

the constraint that (4.42) is 0 indicates that x = -2h, so h = k. Similarly, if k = 0, setting 

(4.36) to 0 gives k' = h. Thus, we have the result that a vertex operator of weight h acting 

on the vacuum in either direction gives the module of weight h~ This is precisely what we 

would expect from standard physical theories. 

Finally, we consider a slightly more complicated example, that of a rational con­

formal field theory with c = 1/2. F.rom the equations (2.75), (2.75) describing the discrete 

series of, Virasoro representations, one finds that ~the only unitary representations corre­

sponding to this choice of central charge are those with highest weights h = 0, h = 1/16, 

and h = i/2. We know that there is a cosingular state in the module V1i2 at level 2. The 

linear combination of states in this module which vanishes as a result can be calculated 

from (2.282) to be 
3 2 ) (L-2 - 4L_1 I} = o. (4.48) 

If we take k = 1/2, this equation leads to the constraint on h and k', 

3x2 + X - 4h = O. ( 4.49) 

The solutions for this where k' and h both correspond to unitary representations are (h, k') = 
(0,1/2), (h, k') = (1/2,0), and (h, k') = (1/16,1/16). We can perform a similar analysis 

• 
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using the initial module with k = 1/16. The consequent vanishing conditio~ in the dual 

Verma module is 
4 2 

(L";'2 - 3L-1)1) = o. (4.50) 

The pairs h, k' which satisfy this vanishing condition are (h, k') = (0,1/16), (h, k') = 

(1/16,0), (h, k') = (1/16,1/2), and (h, k') = (1/2,1/16). We could go on and consider 

the constraints imposed by the singular vectors in the Verma module Vk' at level 2. In 

order to ensure that all constraints are satisfied, it is also necessary to include the con­

straints arising from the second cosingular vector in the dual Verma module, which in this 

case appears at level 3, and also the constraints from the corresponding singular vectors at 

level 3 in the Verma module. However, none of these other constraints places any further 

restriction upon the vertex operators which are allowed in a c = 1/2 conformal field theory. 

We have thus calculated the restrictions on,the fusion algebra of this eFT. Traditionally, a 

eFT fusion algebra is written in the form 

[h][k] = 2)k'], ( 4.51) 
k' , 

where k' is summed over all weights for which there exists a nontrivial, vertex operator of 

weight h connecting the irreducible representations with weights k, k'. In this notation, our) 

results for the c = 1/2 fusion rules are 

[1/16] [1/16] 

[1/16] [1/2] = [1/2] [1/16] 

[1/16] [1/16] 

= [0] + [1/2] 

[1/16] 

- [0]. 

(4.52) 

(We do not write the fusion rules for the vacuum module [0] explicitly, since these fusion 
- - , 

rules are standard for all eFT's.) This is precisely the fusion algebra for the set of operators 

in the c = 1/2 eFT which corresponds to the Ising model [13]. 

We will now say a few words about the relationship between the analysis in this 

section and the differential equations approach to eFT. In their initial work on conformal 

field theory [13], BPZ defined vertex operators primarily as objects which appear inside 

correlation functions, and not in terms of an explicit action on a representation space. 

From this point of view, they analyzed the operator product expansion (OPE) of a product 

of two vertex operators, represented as a sum over other vertex operators and so-called 

"descendant fields" which are defined by applying Virasoro operators to the primary fields 
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(vertex operators). They showed that the resulting coefficient for every descendant field 

in a given conformal family (descending from a particular primary field) could be written 

in terms of the coefficient of the primary field, multiplied by a constant depending only 

upon the conformal weights of the three primary fields involved.. This set of equations· is 

precisely analogous to the determination of the matrix elements (4:23). This equivalence 

can -be made precise by observing that these matrix elements are essentially components 

of a correlation function of 3 vertex operators of the form (4.1). In their work, BPZ also 

derive a set of constraint equations on the fusion algebra analogous to (4.32). They write 

these equations in terms of a set of differential operators which must be satisfied by certain 

correlation functions. Although these constraints are effectively equivalent to those imposed 

here, from the field theory formalism it is somewhat less clear that these constraints can all 

be consistently imposed, and what their effect is on the structure of the relevant Virasoro 

representations. 

FinallY,we conclude this section with a simple example of a vertex operator whose 

action caD. be computed purely in terms of the Virasoro generators. A standard result in 

conformal field theory is that any vertex operator ~(z) satisfies the equation 

( 4.53) 

This follows immediately from the differential equation 

8 
[L_ b ~(z)] = 8z ~(z). (4.54) 

A result of (4.53) is that the action of this vertex operator on the physical vacuum is 

described completely in terms of the Virasoro generator L-1 by 

(4.55) 

where I} = 4>~hln} is the highest weight state in the module associated with the primary 

field~. This result follows because the physic~ vacuum In} is annihilated by L_1 • In 

general, acting on a highest weight state of an arbitrary module with the vertex operator 

(4.53) does not give a result which has such a simple description in terms of the VIrasoro 

generators. We shall demonstrate in Section 4.4 that the explicit realization of the Virasoro 

generators Ln on coadjoint orbit dual Verma modules leads to a more general version of 

this result. 
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4.3 Free field vertex operators 

In this section we briefly review the results of Felder [27] and others on the con­

struction of screened vertex operators in terms of resolutions over Feigin-Fuchs modules. 

The fundamental object used in this construction is the standard bosonic vertex operator 

(4.56) 

where the bosonic field 

(4.57) 

is expressed in terms of the bosonic modes (3.12). The operator Vj3(z) is a vertex operator 

of weight P(P - 2ao) with respect to the realization of the Vlrasoro algebra (3.13) on Feigin­

Fuchs type Virasoro modules. This operator changes the Fock space of the Feigin-Fuchs 

module by increasing the eigenvalue (2a) of ao by 2p. 

Setting the background charge ao to 0, we can combine a set of D bosonic fields 

to give a realization of the VixaSoro algebra on a Fock space with central charge c = D, 

with vertex operators carrying a momentum vector f3 and having a conformal weight of 

f3 • f3. These are the original vertex operators from string theory [37]. From these vertex 

operators, for D > f it is possible to construct a vertex operator with arbitrary weight h, 

acting on a module with highest weight k and resulting in a module with highest weight 

k' for any k, k' > o. This can be accomplished by simply choosing an initial stat~ of 

momentum 73 where k =1,812 and a vertex operator with momentum -:y where h = 11'12 and 

k' - h - k = 2 f3 . -:Y. Note, however, that not o~y does this construction only work for 

integral c,. but also that a larger Fock space, containing at least two sets of bosonic field 

modes, is necessary. The construction described in the previous section realizes the same 

vertex operators in turns of a single bosonic field. Whether this observation can be used to 

a useful end in conformal field theory is an open question; however, it is a useful example 

of the general applicability of the methods in this thesis. 

Using the above description of a free field vertex operator, Dotsenko and Fateev 

were able to explicitly construCt verte.x operators on the discrete series of Virasoro modules 

in terms of Feigin-Fuchs representations [22]. This work was subsequently explained in the 

language of BRST cohomology and resolutions by Felder, who introduced explicitly the 

associated intertwining (BRST) operators [27]. In this approach, a value of c = 1 - 24a5 
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corresponding to a particular rational CFT is fixed, and a set of intertwining operators Qm 

are defined in terms of the vertex operators (4.56) by 

1 J m-1 '[e2riQ~m - I] 
Qm = - VQ+(zo)··· VQ+(Zm_l) II dZi 2' 2 • 

m i=O ,e 1r1o+ -' 1 
(4.58) 

where 

(4.59) 

and the contours of the integration variables Zo, ... ,Zm-1 are concentric circles about Z = o. 
Similarly, the screened vertex operators are defined by 

, ~ r 

v::~ = J Vi-n/Q_/2-nQ+/2(Z)Vo _(Zo)··· VQ_(zrl)VQ+(wo)'" VQ+(wr) U dz; U dWi, 
, 1=1 1=1 

(4.60) 

with simil~ integration contours. The integer indices n, n', r, r' in the screened vertex 

operators, and m in the intertwining operators, specify which representations in the discrete -

series these operators map to which other representations. We will not study these operators,' 

in any significant detail, but we will give a brief synopsis of the results achieved using this 

approach, and compare to the methods used here. 

The vertex operators and intertwiners above do not exactly commute; heuristically, 

these operators obey a relation of the form 

(4.61) 

with a generally nonzero phase O. This relation is highly reminiscertt of the q-commutation 

relations used to define quantum groups. In fact, in the related context of free field theories 

using Wakimoto realizations of affine algebras, a similar nontrivial commutation relation 

gives precisely the form of a particular class of quantum group relations, and leads into a 

rather subtle relationship between the representation theory of the affine algebraS and quan­

tum groups [18, 19]. In the case of the Virasoro algebra, these nontrivial phases can simply 

be removed by a redefinition of the phases of the vertex operators., It can then be shown 

[27] that the operators Qm act on the Feigin-Fuchs modules associated with the discrete 

series Virasoro representations, such that Q2 = 0, and in such a way that the resulting chain 

complex has a cohomology resolving the corresponding irreducible representation. The op­

erators V::~ are then vertex operators describing' a chain map between two resolutions of 

irreducible representations. These screened vertex operators can then be used to construct 

. CFT correlation functions in the fashion discussed in Section 4.5 



CHAPTER 4. CONFORMAL FIELD THEORIES 126 

The elementary objects of the form 

Ql = !VQ+(z)dz (4.62) 

playa role in this theory analogous to the screening operators defined in Section 4.1 (in 

, fact, this operator has the effect of screening a single unit of charge, and was the initial 

m:otivat~on for the term "screening operator"). This object clearly commutes with the 

Virasoro generators, since the conformal weight of the bosonic vertex operator in the integral 

is 1. However, not only do the mo,des of this operator not obey the expected commutation 

relations among themselves, but the operator itself is not generally well-defined since in 

most cases the initial power of z (which is equal to 2a+a), is not an integer. Only for 

the proper combinations of m and a does the operator Q m have a sensible definition as an 

operator on the bosonic Fock space. The connection between the field-theoretic point of 

view and the algebraic perspective in this case remains rather unclear. 

To conclude this review of the free field approach to constructing vertex operators 

for Feigin-Fnchs representations, we now give an example of a specific computation of the 

action of an intertwining operator Qm.This explicit calculation hopefully demonstrates 

clearly the connection between the language of fields and the more algebraic language of 

modules and resolutions, and illustrates the computational complexity of moving between 

these descriptions. 

We consider again our favorite example, the discrete series Virasoro representation 

with c = h = 1/2. In terms of Feigin-Fnchs modules, this irreducible Virasoro representation 

has a two-sided resolution; denoting by Fh the Feigin-Fnchs representation with highest 

weight h, the central part of this resolution looks like 

(4.63) 

We will analyze the particular intertwining operator 

(4.64) 

as it appears in this module (in the place of the usual operator d-d. F:rom the discussion 
, , I 

earlier in this chapter, we expect that the image under Q2 of the module FS/ 2 will be'a 

submodule of F1/ 2 with the highest weight vector I )' f~om FS/ 2 beingmap?ed to a singular 

vector at level 2 in F1/ 2 • As we know, this singular vector must be the vector 

(4.65) 
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where I} is the highest weight vector in F1/ 2 •. 

The appropriate values of 00, 0, and 0+ for the Feigin-Fuchs module FS/2 are 

1 
00 = 

4V3 
0 = - 1000 (4.66) 

0+ = 8aio 

Writing the action of the operator Q2 on the highest weight vector of this module explicitly, 

we have 

(4.67) 

It is a standard exercise to commute the anni~ation operators from Vo+ ( u) with the 

creation operators from Vo+ ( u). Tllis exchange gives an extra factor of (1 - v / U )20~, so we' 

have 

(4.68) 

Changing variables to u = Z, v = wz we have 

(4.69) 

We can now explicitly integrate over Z; the remaining integral over w is around a . contour 

surrounding the branch points w = 0 and. w = 1, 

(4.70) 

Deforming the contours to run directly from w = 0 to w = 1 (these are the original contours 

used by Dotsenko and Fateev in [22]), the integrals become standard ,6-function integrals. 

Writing the states a-21 ) and a:' 1 1 } in the polynomial forms IZ2), Izi} respectively, we have 

a result proportional to 

r( -7 /3)r(1l/3) (I ) 8 I 2») + 
r( 4/3) Z2 + 00 zl 

r( -4/3)r(1l/3) ( 1 2}) 
r(7/3) 160

0 zl 

+ f( -1/3)f(1l/3) (I ) 8 1 2») 
r(10/3) z2 + 00 zl . 

(4.71) 

,- -

.. ;.. 

:$ 

T • 

~. 
.. ,.,. 
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Using the usual property xr(x) = rex + 1), we see that this result is proportional to the 

vector 

(4.72) 

From the explicit Feigin-Fuchs realization of the Virasoro algebra (3.13) with the value 

a = 6ao, we can compute the singular vector 

3 2 1 2 3 22 (L_2 - 4L- 1 )1) . = (a + aO)lz2) + 4lzd ) -: 4(a IZl} + alz2» 

~aolz2} - 15 1zf} 
.2 48 

( 4.73) 

5 2 
= 2Cto(lz2} - 6Ctolzl})· 

Thus, the vector Q21 }' is indeed proportional to the singular ve~tor in F1/ 2• 

This example demonstrates that although the vertex operators and intertwining 

operators for the free field theory realizations of minin:J.al models are expressed in a very 

different language from the algebraic concepts of modules and resolutions developed in 

the previous sections, the effective content of the two formalisms is equivalent. The field­

theoretic approach used by authors such as Felder is more useful for computing certain 

properties of correlation functions and partition functions which are expressable in terms 

of that language. On the other hand; as this example calculation demonstrates, certain 

underlying mathematical properties of the theory are much more easily accessible using 

the algebraic formulation. Hopefully, in the future these disparate formalisms will merge 

somewhat, clarifying aspects both of conformal field theory and the underlying group theory. 

Recent work which will be discussed in the next chapter indicates that this convergence of 

perspectives is indeed occurring. 

4.4 Coadjoint orbit vertex operators 

We will now discuss the specific form of the vertex ope~ators of weight h 

~(z) : V: _ V';' (4.74) 

which are defined on the coadjoint orbit realizations of the Virasoro dual Verma modules. As 

.we showed in Section 4.2, these vertex operators exist for all values of the highest weights 

k, k' which correspond to Virasoro dual Verma modules without cosingular vectors. In 

addition, whenever such vertex operators can be defined on chain complexes of dual Verma 
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modules with cosingular vectors, their action on all physical states (states in the orbit of 

the highest weight vector of Vk*) is completely determined by the matrix elements (4.23). 

Our first goal in this section is to translate these matrix elements into the coefficients of 

the modes of the vertex operator, when these modes are expressed as differential operators 

on the polynomial space R. We then show that when x = 0 the action of these operators 

on any highest weight state are closely related to the operator L_l associated ~ith the 

Virasoro generator L_b and that the action of these operators on any state can be defined 

completely in terms of Virasoro generators Ln. 

Explid,tly, we can write the modes of a vertex operator (4.74) as individual differ­

ential operators 

(4.75) 

which act directly on the space R. To calculate the coefficients p( 1r m, 1rl) in these differential 

operators in terms of the matrix elements (4.23), we must relate the vectors l1rn} to the' 

canonical basis for R of monomials. Similarly, we must relate the basis (1r m I of the Verma 

module Vk' to the set of differential operators 

(4.76) 

where the evaluation at Zj = 0 for all j > 0 has the effect of extracting the constant term 

in a polynomial aiter the action of the product of partial derivatives. 

The linear relationship between the vectors l1rn) and the monomials in R of degree 

n up to level 2 was given by (2.282); we expand this calculation explicitly to level 3, 

I ) = 1 

£-11 ) = -2hlz1 ), 

£:'11 } = -6hlz2} + (4h2 + 2h)lzi) 

£-21 ) = -(4h + i)lz2) + 3hlzi}. (4.77) 

£~11 ) = -24hlz3) + (24h + 36h2)lzIZ2) + (-8h3 - 12h2 - 4h)lzr) 

L-1£-21} = -(16h + 2c)lz3) + (26h + c + 8h2 + ch)lzIZ2) + (-6h2 + 6h)lzr) 

L-31} = -(6h + 2c)lz3) + (13h + C)IZIZ2) + 4hlzr}. 

The relationship between the states {1rnl and the derivative operators 81rrn is easy to calcu-
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late; up to level 3, we have 

( I = 11zj=O 

(1.£1 
8 

= -alzj=O Zl 

( ILi 
82 

= 8 21zj=0 Zl 

( IL2 
8 

= -alzj=O (4.78) 
Z2 

{ ILt 
[)3 

- 8 31zj=0 zl 

{ ILd'-2 
1 8 8 8 
--+--Iz--o 28z3 8z1 8z2 ,-

( IL3 
8 

= -alzj=o Za 

Clearly, at each level n, inverting these relationships involves calculating the inverse ofa 

1r(n) X 1r(n) matrix. The matrix relating the basis {1rnl to the operators 8'1f"m is always 

invertible; the matrix relating l1rn} to monomials in R is only invertible when Vk* contains 

no cosingular vectors. We do not have any kind of general prescription for calculating this 

inverse; for the relations (4.77) a.t level 2 the inverse relations are given by 

(4.79) 

where 

,= 16h3 + (2c - 10)h2 + ch (4.80) 

When h = 0 or the condition (2.283) is satisfied the determinant I is 0 and the inverse 

transformation is undefined. 

In Section 4.2, we calculated in (4.35-4.46) some of the matrix elements of ~(z) 

between states of low level. The remaining matrix elements between states of level :::; 2 are 

given by 

(IL1<P-h-x+1 L :11) 

(IL1<P-h-x+1 L-21) = 

(2h+ x - 2)x(x -1) - x(4k + 2) 

(h - x - 1)(2h+ x) 

. (4.81) 

(4.82) 

. (4.83) 

(4.84) 
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(4.85) 

( 4.86) 

{IL~<p_h-zL_21} = 6k + 4h3 - 3hx2 - X
3 - 6h2 - 9hx - 3x2 + 2h + 4x. (4.87) 

{IL2<P-h-zL:11} = 6k + 3hx2 + x3 + 2x - 3hx - 3x2 (4.88) 

{IL2<P-h-:J:L-21} = ·c/2 - 2h + 4k + 2x + 3h2 - 2hx - x2 (4.89) 

From (4.35-4.47), (4.77-4.78) and (4.81-4.89), we can write the explicit formulae 

for the low-order terms in <P-h-z-n for smallini. Using again the notation that 1)n indicates 

terms containing derivatives a~m with m ~ n, we have 

1 8 
<P-h-z+2 = - [2h(2h + l)(x - h) + 6hx(x - 1)] a 

I Z2 
1 82 

+- [6h(x - h) + (c/2 + 4h)x(x - 1)] 8 2 + 1)3 
I ~ 

<P-h-z+1 
x 8 

= ---+1)2 
2h8z1 

<P-h-z = 
X + 2k - 2hx - x2 8 1) 

1 + 2h . Zl 8z1 + 2 (4.90) 

<P-h-:J:-1 = -(2h + x )Zl + 1)1 
. 1 

<P-h~z-2 = -(3h + x )Z2 + 2(2h + x )(2h + x + l)z; + 1)1 

<P:""'h-:J:-3 -( 4h + x )z3 + (4h + 3x/2 + 6h2 + 5hx + x2)ZlZ2 
1 . 

--(2h + x)(2h + x + 1)(2h + x + 2)z~ + 1)1 
6 . . 

Although this explicit computation of the initial terms in the vertex operators is 

in general rather unenlightening, we can nevertheless extract some interesting information 

from this calculation. 

The first observation w~ can make is that the general form of the vertex operator 

has a nontrivial dependence on all three parameters k, h, and x (generally, this. dependence 

appears for all terins after the leading order; here, we have only bothered to compute leading 

order terms except for <P-h-:r). Although one might naturally expect this dependence based 

on the method of construction, a cursory e.~amination of the free field vertex operator 

(4.56) seems to indicate that V,8(z) depends only upon the parameter f3, and thus upon 

the conformal weight h = f3(f3 - 2ao) of the vertex operator. Upon closer inspection, this 

problem becomes slightly less acute; the exponent f3ao is equal to the quantity we denote 
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by x, and the vertex operator V.a( z) always acts from a space of weignt k = a'( a - 2ao) to a 

space of weight k' = (a+.8)(a+.8-2ao), reducing the dimensionality of the space of allowed 

vertex operators to 2. Nonetheless, the action of this vertex operator on the Fock space 

certainly depends on one parameter fewer than the vertex operators we have constructed on 

the coadjoint orbit dual Verma modules. This may be an indication that finding a closed 

form expression for these coadjoint orbit vertex operators will be a particularly difficult 

task. Certainly, the construction of a field theory from such operators will be complicated 

by this fact; we would like to have a construction in which the vertex operators associated 

with a single primary field depend only upon the weight of that primary field. 

It may be, however, that the extra dependencies which this operator exhibits are a 

result of two features of the explicit co adjoint orbit representations. The first feature is that 

the Virasoro operator realizations on these· representations are somewhat less dependent 

upon the weight of the representation, in the sense that all the raising operators L n , n > 0 
, 

take an identical form independently of the weight of the associated representation. The 

second feature .is that the coadjoint orbit vertex operators can be defined for arbitrary 

triplets of weights h, k, k' when c > 1. All known free field representations on a single 

bosonic Fock space place strong restrictions on the weights and central charges for which 

vertex operators in this regime can be. constructed. Thus, it may be that by increasing the 

generality of this type of vertex operator, we have lost some structure in the dependence of 

the vertex operator itself. In any case, further 'research is necessary to determine whether 

this formalism will actually lead to results which go beyond those accessible through the 

free field formalism. 

The second result which we can see from the explicit construction of the initial 

vertex operator terms (4.90) is that these operators simplify considerably when we take 

x = 0 or x = -2h. When we set x = 0, for instance, the low-order terms in the vertex 

modes look like 

<P-h-x+2 

<P-h-x+l . = 
<P-h-x = (4.91) 

<P-h-x-l 

<P-h-x-2 = 
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Comparing to (4.77), we see that for n < 4 at least, the polynomial terms in <P-h-z-n are 

precisely the result of acting on the highest weight vector of weight h with the operator 

L~I/n!. In fact, this correspondence is true to all orders; when k' = k + h, the action of a 

vertex operator of weight h on the highest weight state I ) of a module of weight k can be . 

described by 

(4.92) 

where I )' is the highest weight state in Vk~ and we denote by i,~l the realization of the 

operator i,-1 on the module of highest weight h. From the simplification (4.55) ofthe action 

of the vertex operator on the vacuum, we expect that this relation should hold for a vertex 

operator acting on the vacuum. However, when a vertex operator acts on a highest weight 

state with weight k # 0, there is no similar re~on to expect a similar result. Using the
L 

vertex operator construction (4.56) on a single bosonic Fock space, no analogous situation 

can arise due to the relation x = 2a{3. vVe would not expect this type ofresult to be possible 

for the free field realizations in any case, however, since for the realizations (3.13), 

(4.93). 

when k # o. Because the coadjoint orbit realizations have raising operators independent of 

the conformal 'Yeight, we do have the relation 

[i,(h+k) i,(h)] = [i,(h) i,(h)] "In> O. 
n '-1 n , -1 ( 4.94) 

for these representations. 

For the coadjoint orbit representations, (4.92) follows from (4.94) and the result 

in the special case k = O. vVe can also demonstrate this property explicitly. Generally, we 

wish to show that 

(4.95) 

where I} is a highest weight state of any weight k. From [.tb.t~l] = 2h + ~o, it is easy to 

see that this equation holds for n = 1, since 

(4.96) 
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We can now prove (4.95) by induction on n. Performing the commutator of Ln with each 

factor of t-I, and. assuming the result for all values n' < n, we have 

t(h)m m-1 t<h)i 
t n 41} = L (n + 1)L~~m-i-1 Ln- 1 -=+1 ), 

m. i=n-1 m. 
(4.97) 

= 

For the desired result to be proven, it suffices to demonstrate that 

m-1 ., . , 

L (n+1)[nh-n+i+1]C t. )' = ( m. ),[h(n+1)+m-n]. 
. 1 t-n+1. m-n . • =n-

(4.98) 

But we can again use induction to Prove this relation. The relation is trivial for m = n. 

Fixing n and assuming the relation for m' < m, we have 

m-1 ., 

L (n+1)[nh-n+i+1]C t. )' (4.99) 
. 1 t-n+1 . • =n-

(m - 1)' (m - 1)' 
= (m _ n _ ~)![h(n + 1) + m - n -1] + (n + 1)[nh - n + m] (m _ n)~ 

= 
(m - 1)![mh(n + 1) + m2 

- mnJ 
(m - n)! 

Thus, we have proven (4.95). This giv~s us a formula for the action of a vertex operator on 

any highest weight state when x = 0 in terms ofthe Virasoro generator t~l. We can extend 

this result to give an expression for an arbitrary mode of the vertex operator acting on an 

arbitrary state in Vi' of the form l1rn} by using the relations (4.16) to move the creation 

operators to the left, and then expressing the result in terms of modes of the vertex operator 

acting on the highest weight state I} of Vk*' For example, we have (still assuming k'= k + h), 

4>-h-nt-ml} = L-m4>-h-nl} + (h(m - 1) - n - m)4>-h-n-ml} (4.100) 
t}h)n . t(h)n+m 

.t~~k)41} + (h(m -1) - n - m) -1 , I). 
n. m. 

This gives us an alternative approach to calculating the acti<?n of the vertex operators in 

this special case, and indicates an interesting relationship between the vertex operators and 

the Virasoro generators. However, it is still rather difficult to see how this relationship 

might be used to construct any sort of closed form e.>..-pression for the vertex operators. 

It is also unclear whether this relationship has any natutal geometric interpretation when 

we describe the vertex operators as global differential operators acting on the holomorphic 

sections of various line bundles.' 
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4.5 Correlation functions 

We end this chapter with a short discussion of correlation functions in conformal 

field theories. For any conformal field theory, the correlation functions (4.1) are the primary 

quantities necessary to describe the physics of the theory. The free field approach and the use 

of differential equations give a fairly powerful set of tools for the computation of correlation 

functions in a wide variety of physical theories. The approach presented in this thesis gives a 

simple mathematical structure to the definition of such correlation functions, but so far has 

not given rise to any particularly useful approach to the explicit calculation of these objects. 

In this section, we review briefly some of the main methods and simplest results about 

correlation functions, check that in the simplest cases our formalism is in agreement with 

these results, and finally present some speculation about possible approaches to computing 

correlation functions using this approach. 

The simplest correlation functions in any Vrrasoro conformal field theory are the 

2-point and 3-point correlation functions. It is easy to see, using the scaling properties of 

vertex operators under the transformation z - cz, that the 2-point functions are of the 

form 

(4.101) 

up to an undetermined proportionality constant, where the conformal weights hI, h2 of the 

vertex operators ~1' ~2 satisfy h= hI = h2 • Similarly, the 3-point functions are generally 

of the form 

For 4 or more vertex operators, the form of the correlation functions can become more 

complex. For example, the 4-point function can depend upon an arbitrarY function of the 

anharmonic quotient 

(4.103) 

There are several main approaches currently used to calculate these more complicated cor­

relation functions. One approach, which was first developed in the original work of BPZ 

[13] on conformal field theories, is to use the differential equations analogous to the con­

straint equations (4.32) as conditions on the correlation functions. Applying this method to 

the 4-point functions of the minimal models, BPZ showed that these correlation functions 
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could be expressed in terms of hypergeometric functions. This method has subsequently 

been generalized and applied to a wide variety of conformal field theories. Perhaps the most 

famous example are the Knizhnik-Zamolodchikov differential equations which apply to the 

correlation functions for rational conformal field theories with affine algebra symmetries 

[46]. 

Another approach to the explicit calculation of conformal field theory correlation 

functions comes from the free field approach. The correlation function of an arbitrary 

product of (unscreened) vertex operators (4.56) is known to have the form 

(nlvl31 (Zl) ... Vl3n(Zn) In) = II (Zi - Zj )213;13;, (4.104) 
i<j 

when 0 = l:J3i, and to vanish when this condition is not sat~fied. Using this result and 

the definition of the screened vertex operators (4.60), the correlation functions of niinimal . 

models can be calculated in terms of a set of contour integrals [22, 26]. 

The correlation functions we have discussed so far are restricted to the case of con­

formal field theories on the sphere. In particular, the free field calculation described above 

does not need to explicitly deal with resolutions of the irreducible representations in terms 

ofa chain complex of Feigin-Fuchs modules because the vacuum In) is a BRST invariant 

state, and therefore any matrix elemeIJ.t of the form of (4.1) will contain no contribution 

from the "ghost" states in the module which are cohomologically trivial. One may also 

consider a general conformal field theory on a higher genus Riemann surface. For example, 

a correlation function on a torus could be calculated by taking a trace over the irreducible 

representation space of a product of vertex operators acting on that irreducible represen­

tation space. It was pointed out by Felder that the free field approach gives a simple way 

of computing a correlation function of this type; a theorem due to Lefschetz states that 

when a module I has a resolution of the form (Mi,di), and an operator 0 : I - I has a 

realization as a chain map 

(4.105) 

then the trace of 0 is given by 
00 

Tr 0 = I: (-1)iTr Oi. ( 4.106) 
i=-oo 

A simple example of such a calculation is the formula for the character of an irreducible 

Virasor'o representation I, 
) 

Xl(q) = Trl qLo. ( 4.107) 



~, 

CHAPTER 4. CONFORMAL FIELD THEORIES 137 

Although the character fomula for a member of the discrete series of Virasoro representa­

tions is somewhat nontrivial, the character of a Verma, dual Verma, or Feigin-Fuchs module 

M of highest weight h is easily computed to be 

. TrM ~ = qh n°O (_1_.) = qh+1/24
TJ(q)-1. 

. 1- ql 
1=1 

(4.108) 

Using this formula, along with (4.106) and a resolution of the discrete series irreducible 

representations in terms of Verma modules, the characters of the discrete series were first 

computed by Rocha-Caridi [55]. 

In the .last few years, there has been a fairly large body of work in which the 

free field method for calculating correlation functions has been generalized to higher-genus 

Riemann surfaces [12, 28, 29]. The approach taken in these papers is essentially to sew 

together correlation functions on the sphere by using 3-point functions to define 'a "vertex" 

connecting spheres with punctures. Some care must the taken to ensure that the' ghost 

states combine correctly with this sewing procedure such that. their contribution to physi~al 

correlation functions vanishes. 

In principle, correlation functions for any conformal field theory on an arbitrary 

Riemann surface can be constructed using the coadjoint orbit representations in much the 

same fashion that the free field repre~entations were used in the work described above. 

Because we do not yet have a general closed form expression for a vertex operator between 

coadjo~t orbit realizations on dual Verma modules, we cannot use this abstract construction 

to calculate any particularly sophisticated correlation functions using the methods of this 

thesis at this time. We can however, do some elementary computations to verify that for the 

simple correlation functions such as the 2- and 3-point functions, our formalism gives the 
. . . (h H') 

expected results (4.101) and (4.102). In the following calculations, we denote by 4>-ia':':£+n 

the nth mode ofthe Virasoro vertex operator of weight h mapping Vt- V;' (4.15). In the 

case of the 2-point function, the expression for a correlation function of two vertex operators 

of weight h in terms of modes is· 

( 4.109) 
n=O 

Expanding around w = 0 and using the result (4.90), we have the expression 

(nl~(h)(z)~(h)(w)ln) =, z-2h (1 + w rj>(h,O,h) rj>(h,h;O)+ w
2 

rj>(h,O,h) 4>(h,h,O) + O( w
3 ») 

z -h-l h+1 z2 -h-2 h+2 z3 

" 



CHAPTER 4. CONFORMAL FIELD THEORIES 138 

(4.110) 

in agreement with (4.101), A similar argument shows that the 3-point function computed 

in an expansion around Z2 = Z3 = 0 agrees with (4.102). In fact, from the general result 

describing the action of a vertex operator on the vacuum in terms of £-1 and £1 when 

acting on the left and right respectively, we can calculate (4.101) and (4.102) to all orders 

for the coadjoint orbit vertex operators. It is reassuring, however, to see that the explicit 

calculations in (4.90) are in agreement with the results of other methods . 

. The calculation of a correlation function of 4 or more vertex operators using the 

approach of this thesis would be a rather arduous task. In fact, without a more general or 

abstract description of the coadjoint orbit vertex operators, there is absolutely no reason 

to pursue such a computation. It is hoped, however, that eventually a better descnption 

of these operators will be possible, with which the calculation of such correlation functions 

will be simplified;. since thi~ approach gives a description of conformal neld theories which 

is in some ways much simpler than the free field picture, it is possible that this viewpoint 

may even· give insights into the theory which are inaccessible from the free field point of 

view. 

For now, however, we can only speculate about what form a more concise descrip­

tion of the vertex operators described in this thesis might take. One possible· approach 

is to attain a better geometrical picture of the nature of the vertex operator as a set of 

differential operators on line bundles over the coadjoint orbits. From this' point of view, 

there is a very rich geometrical and group-theoretical structure to these operators, and it 

seems likely that a simple intrinsic definition of the vertex operators might be given in a 

geometrical language so that index theorems and other powerful geometrical tools might 

be of assistance in the explicit calculation of correlation functions. It is also possible that 

by purely algebraic manipulations, one might be able to construct a closed form expression 

for the vertex operators similar to the expressions derived in this thesis for the differential 

. operators associated with the action of the algebra generators and the screening operators 

and intertwiners. If such a closed form expression were found, it might be possible to use 

this result to study more deeply certain geometrical, algebraic, and physical properties of 

conformal field theories. 

,,, 
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Chapter 5 

Conclusions 

5.1 Results 

In this thesis, we have presented a basic conceptual framework in which conformal --
field theory has a completely geometric interpretation in terms of mathematical objects 

with well-understood geometric, algebraic, and group-theoretic structures. 

We began by considering a general Lie group G which could- be either a finite­

dimensional group, the Virasoro group,'or a centrally extended loop group. We outlined :the 

coadjoint orbit construction, which associates with each irreducible unitary representation 

Ib of G of highest weight b a complex line bundle Cb over a complex homogeneous space 

of the form GjT where T is a maximal subtorus of G. The group G has a natural action 

on the space 'Jib of holomorphic sections of Cb. We descr.ibed the associated action of the 

algebra 9 explicitly in terms of a set of (first-order) differential operators acting on 'Jib in a 

particular choice of local gauge. For finite-dimensional groups and centrally extended loop 

groups, ~he space 'Jib carries precisely the irreducible representation Ib under the natural 

action of G. For the Virasoro group, we find that the resulting representation on the space 

of holomorphic sections is that of the dual Verma module associated with the highest weight 

b. In those cases where this representation is reducible, we can use an infinite sequence of 

line bundles associated with different highest weights bi, b~ to construct a chain complex of 

line and vector bundles 

(5.1) 

where the operators di are combinations of intertwining operators which map holomorphic 
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sections of one line bundle to holomorphic sections of another line bundle in such a way 

that the intertwining operator commutes with the g-action on the spaces of sections. The 
"-

cohomology of this complex is nontrivial only in the first bundle, and gives precisely the 

irreducible representation Ib of the Virasoro algebra. 

Thus, we have a geometric construction of every irreducible unitary representation 

of the groups of interest as either a space of all holomorphic sections of a line bundle, or 

as the space of sections of a line bundle which are in the kernel of a particular differential 

operator. We then proceeded to define vertex operators, which map between irreducible 

representation spaces by acting on the spaces of holomorphic sectionS of the associated 

bundles. Given three weights bI , b2, b3, a vertex operator of weight bI is defined by a set of 

maps 

where u takes a value in a representation of the algebra g associated with the weight bi. 

In the case of finite-dimensional groups, this space is merely the irreducible representation 

space with highest weight bI ; in the case of the Virasoro and affine· algebras, the space 

is again an irreducible representation space of g, but is no longer highest weight. The 

operators ~u satisfy the vertex operator condition 
\ 

[x,~u] = ~xu '<Ix E g. . (5.3) 

For the Virasoro algebra, the vertex operator construction is slightly more .complex when· 

b2 or b3 are associated with degenerate representations. In this case, the vertex operator is 

actually a chain map between complexes of the form (5.1). 

In order to make the connection to conformal field theory, a vacuum is chosen 

which corresponds to a particular line bundle Co with extra symmetries under the group 

action. We denote the holomorphic, section of Co which is highest weight under the g action 

by In). Generally, a conformal field theory correlation function is then written in the form 

(5.4) 

Although through most of this thesis, we dealt most directly with local expressions 

for the differential operators associated with vertex operators, intertwiners', and the g action 

on Jib, the fact that these operators take globally holomorphic sections of one line bundle to 

globally holomorphic sections of another indicates that these are actually. globally defined 

complex-analytic differential operators on the bundles in question. 
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Thus, the picture of conformal field theory which emerges is that of a fairly simple 

geometrical struCture which is closely related to the geometry of the Lie symmetry group 

of a particular conformal field theory. Although we ha~r completed the basic skeleton of 

this geometrical picture of conformal field theory in this thesis, clearly much more work 

is necessary to arrive at a real understanding of the geometric significance of the vertex 

operators (5.2) and the associated correlation functions. In particular, the local formulae 

we have derived in this thesis are useful for analyzing and understanding the basic struc­

tures involved, but are not as powerful for specific computations as the related algebraic 

construction of free field theories. It is hoped that a better understanding of the underlying 

geometry of this construction wi11lead to more powerful tools for the analysis of conformal 

field theories in general. In the next section we discuss briefly some recent work which is 

related to .the material, outlook, and/or methods of this thesis. In the final section of this 

chapter, we discuss some open questions and possible directions for future research. 

5.2' Related work 

In this section w~ discuss several issues involving a variety of recent work which is 

related to the subject matter of this thesis, but which was not mentioned' or Significantly 

referenced in the main discussion. 

5.2.1 Virasoro coadjoint orbits 

One of the main developments which motivated the part of this thesis in which 

coadjoint orbit representations of infinite dimensional groups were explicitly constructed 

was the paper by Witten [64], in which progress was made in understanding the structure 

of the coadjoint orbit representations of the Virasoro group. There has been a great deal - -

of previous work in the mathematics literature on the structure of the Virasoro group, its 

representations, and the homogeneous space DiffS1 / S1, which we do not attempt to sur­

vey here; as starting points, the interested reader is referred to the works of Kirillov [44], . 

Goodman and Wallach [36], Bowick and Rajeev [20], and Freed [30]. The coadjoint orbits of 

DiffS1 were first classified by Segal [58] and Lazutkin and Pankrotova [47]. These coadjoint 

orbits were further studied by Kirillov [44]. In (64], 'Witten presented some partial results 

relating the Virasoro coadjoint orbits to the irreducible unitary representations of Dills1• 

By using perturbative techniques and t~e n.'o(ed point version of the Atiyah-Singer in4ex 
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theorem, Witten was able to calculate the. characters of the representations associated with 

the DiffS l / Sl orbits, which he found to be the standard bosonic partition. function (4.108) 

associated with a non degenerate Virasoro representation. The perturbative methods used 

by Witten, however, were only valid in the semi-classical c > 1 domain. In particular, the 

structure of the c ::; 1 discrete series of unitary representations could not be understood in 

terms of coadjoint orbits using these techniques. Witten conjectured that these representa­

tions would be found in the DiffS l / SL(n)(2, JR) orbits, but since these spaces d~ not admit 

Kabler structures,it has not yet been possible to perform geometric quantization in these 

cases, and the representations associated with these orbits are still not understood. 

More recently, related investigations provided further clues to the structure 'of the 

Virasoro coadjoint orbit representations. By using a technique involving quantization on 

a group manifold, Aldaya and Navarro-Salas were able to construct representations of the 

Virasoro group on spaces of polarized functions on the group manifold DiffS l itself [3]. For 

those values of c and h where the Kac determinant vanishes, they made the observation 

that the representation constructed through their method is reducible, yet contains only a 

single highest weight vector. By taking the orbit of the highest weight vector under the 

Virasoro action, they found a subspace of the original representation space which corre­

sponds exactly to the appropriate irreducible unitary representation in the c ::; 1 discrete 

series. Furthermore, they introduced an auxiliary set of operators whose kernel gave the 

irreducible representation. By analogizing their techniques to the coadjoint orbit method, 

Aldaya and Navarro-Salas conjectured that a. similar situation would arise in the Diff Sl / Sl 

coadjoint orbit representations with c :::; 1. 

The results in this thesis are in agreement with Witten's results for all c, since 

the dual Verma module indeed has the partition function (4.108). Instead of :finding the 

discrete series of representations in DiffS1 /SL(n)(2,JR) orbits as Witten suggested, how­

ever, we find that they can be constructed through resolutions of the dual Verma module 

representations arising from the Diff Sl / Sl orbits. In addition, the structure of the dual 

Verma module resolutions described in Chapter 3 corresponds precisely to the results of 

Aldaya and Navarro-Salas. The dual Verma modules indeed contain a single highest weight 

vector whose orbit is the irreducible representation for the discrete series of representations. 

Furthermore, the operators defined by Alda~·a an.d Navarro-Salas are closely related to the 

screening operators and intertwiners introduced to construct the dual Verma resolution. 
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5.2.2 Coadjoint orbits and actions 

Recently, the coadjoint orbits of infinite-dimensional groups have been studied in 

connection with conformal field theories for reasons which ostensibly are rather distinct 

from those underlying the discussion in this thesis. Specifically, coadjoint orbits have been 

used to construct the actions for Lagrangian descriptions of a wide variety of conformal 

field theories. The basic idea behind this construction was first developed in. the context 

of infinite-dimensional groups by Alekseev and Shatashvili [4, 5], and essentially follows 
./ 

from the observation that the symplectic form W on a coadjoint orbit space can be treated 

as the natural symplectic form associated with a classical mechanical system. U~der this 

interpretation, the orbit space is interpreted as a classical phase space, and the process 

of geometric quantization is simply the usual quantization procedure on the associated 

classical system. By writing the symplectic form w as the exterior derivative of a. 1-form, 

w = da, a candidate action 5 = J a (corresponding to a vanishing Hamiltonian) can be 

given for any trajectory of a particle in the classical phase space. Because'w is closed, but 

not generally an exact forin, this procedure can only be applied locally. However, in the 

quantum theory ,the fact that 21rW is constrained to be an integral homology class means 

that the action is always well-defined up to a phase of e27ri • Using this approach, it was 

shown by Alekseev and Shatashvili that the resulting action when this procedure is applied 

to a loop group coadjoint orbit is precisely the action of the WZW model. Similarly, the 

result of applying this procedure to the Virasoro Diff51 /51 orbits is precisely the action 

originally derived by Polyakov in . [52] for two-dimensIonal quantum gravity. From this 

point of view, the hidden 5 L( 2, R) symmetry found by Polyakov has a natural geometrical 

significance. Similar results have been achieved by Aldaya, Navarr~Salas, and Navarro 

using their approach of quantization on the group manifold [2]. 

More recently, the coadjoint orbit method for constructing field theory actions has 

been applied to a Wide variety of infinite-dimensional algebras, including the super Vrrasoro 

and N = 2 super Virasoro algebras [7, 8, 21], lVn and Woo algebras [10, 49, 50], and the 

algeb~as associated with groups of maps from 2-dimensional and 4-dimensional manifolds 

into a target space [23,48]. For a review of this work, see [21]. 

Another interesting and related developmenf originated with the work of Bershad­

sky and Ooguri [16]. In their paper, they considered the quantum version of Hamiltonian 

reduction ona theory of gauge fields coupled to the WZW model. They found that the 
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resulting constrained SL(2,lR) WZW model is closely related to the quantum field theory 

on Virasoro coadjoint orbits which is described by the Polyakov gravitational WZW model 

action. Similar constructions for SL(n,lR) current algebras give rise to Wn-algebra actions. 

In their construction, Bershadsky and Ooguri explicitly used the bosonic free field realiza­

tions of the affine and Virasoro algebras, along with the relevant BRST complexes. Sin<:e 

the -original paper, there has been a large amount of literature extending this work; see for 

example [57] and references therein. 

The Hilbert spaces associated with the quantum field theories defined by the natu­

ral coadjoint orbit actions should in fact be precisely the spaces of polarized wave-functions 

on 'the orbits, which are the states in the irreducible representations studied in this thesis. 

It is natural to speculate that there may be a deeper relationship between the infinite­

dimensional symmetry groups of conformaI field theories and the theories themselves than 

is so far understood using either the methods of this thesis or the methods used to construct 

field theory actions. Such a relationship was hinted at in [9], where the coadjoint orbit ac­

. tion construction was extended to give Ward identities for correlation functions. Clearly, 

what is needed is some synthesis of these viewpoints in which the ac~ion and the Hilbert 

space associated with a coadjoint orbit enter into a unified geometric picture of a confor­

mal field theory. Possibly, this could he accomplished by having a better understanding of 

how a Hamiltonian picture of conformal field theories relates to the action which naturally 

arises from coadjoint orbits. In this case, it is possible that the formal structure defined in ' 

this thesis which gives an association between coadjoiilt orbits and conformal field theory 

correlation functions and vertex operators may be more than just a convenient way of ex-

,pressing the physical theory in a consistent mathematical fashion. In fact, it is possible that 

the vertex operators constructed here may be in some way naturally connected with the 

intrinsic action associated with coadjoint orbits. This could be a very promising direction 

for future research. 

5.3 Remaining questions 

In this section, we discuss some of the open questions which remain regarding the 

work presented in this t.hesis . 

• Field theoretic formulation 

'~. 

,.'. 
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Although we have given explicit realizations of the affine and Virasoro algebras in 

terms of a bosonic Fock space, the associated description in terms of bosonic free fields is 

not completely clear. Unlike the Feigin-Fuchs and Wakimoto realizations, where the expres­

sions for the generators of the algebra are quadratic in the field !!lodes, the coadjoint orbit 

realizations have generators which contain an arbitrarily large number of modes in a single 

term. In the field theory picture, this implies that the current algebras of the correspond­

ing physical theory must have an analogous representation, which seems to indicate that 

any associated field theory would not only have interactions, but might contain interaction 

terms of arbitrarily high order which are related in a rather nontrivial fashion. Although . 

a simpler formulation of such a theory might be possible (such as the action formulation 

described in the previous section), the essential distinction between these representations 

and the free field representations remains. Because the structure of the Fock space is that of 

a dual Verma module for the coadjoint orbits, it is probably impossible to write the theory 

purely as a free field theory. A better understanding of the connection with field theory. will 

probably be an essential component of any application of the methods in this thesis. 

• Vertex operators 

There are several questions remaining regarding the vertex operators constructed 

in this thesis. First, we have not proven that any resolution of an irreducible representation 
I 

through dual Verma modules admits a set of vertex operators of the desired form, even when 

such a vertex operator exists for the irreducible representations. It would be nice to have a 

formal proof of this result. Second, we have given here a rather inconvenient characterization ( 

of the vertex operators by defining them through their matrix elements on the bosonic Fock 

space. For a better understanding of the structure of these operators, it is desirable to have 

a more abstract geometric or group-theoretic description. Such a d~scription might well 

involve relating these vertex operators more directly to the associated field theory and the 

action arising from the coadjoint orbit . 

• Coset models 

Another interesting question is wh~ther the class of coset conformal field theories 

has a natural description in the language of coadjoint orbit representations. Some work 

has been done using the free field representations of affine algebras to construct the repre­

sentations associated with a coset theory (see for instance [18]). DU:e to the complications 

. . ii 

-.. ;: ~ 
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involved with the associated two-sided resolutions, however, there are some difficulties with 

this construction. Hopefully, using the one-sided resolutions of dual Verma modules could 

simplify this construction . 

• Other groups 

A na.tural extension of this work would be to consider a larger class of groups 

and algebras, such as the super algebras and W-algebras.· Just as free field W-algebra 

representations can be constructed through the process of Hamiltonian reduction from an 

affine algebra using free field realizations [16], and W-algebra actions can be constructed 

from coadjoint orbits, one might expect to find similar constructions using the coadjoint 

orbit dual Verma modules. 

\ 

5.4 COD<1lusioD 

In conclusion, we have constructed an alternative approach to conformal field 

theory based on fundamental principles of geometry and group symmetry. This construction 

unifies the coa.djoint orbit structure associated with a group and the description of vertex 

operators through their action on algebraic resolutions. The main problems remaining with 

. this construction are the connection with a field theory and the challenge of finding a more 

convenient geometric description of the vertex operators. This construction may provide a 

link between the construction of field theory actions using coadjoint orbits and the physics 

of the' associated field theory which is described in terms of correlation functions. 

\ 
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