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THE LAPLACE TRANSFORM MULTIQUADRIC METHOD: 
A HIGHLY ACCURATE SCHEME FOR THE NUMERICAL SOLUTION 

OF PARTIAL DIFFERENTIAL EQUATIONS 

G. J. MORIDIS 
Earth Sciences Division, Lawrence Berkeley Laboratory, Berkeley, CA 94 720 

E. J. KANSA 
Physics Dept., Lawrence Livermore National Laboratory, Livermore, CA 94551-0808 

Abstract- We combine the numerical inversion of Laplace Transforms to integrate partial differential 
equations (PDEs) in time, with an exponentially-convergent grid-free spatial approximation scheme called 
multiquadrics (MQ) for the spatial terms. The new method yields remarkably accurate numerical solutions, 
and the computational effort holds the promise of being orders of magnitude more efficient than traditional 
finite difference (FD) or finite element (FE) methods. 

1. INTRODUCTION 

We will present a summary and results of a novel technique for solving partial differential 
equations (PDEs). We have replaced the traditional finite difference time marching scheme 
with the numerical inversion of the Laplace Transforms (LT) which eliminates temporal 
truncaction errors and the need for many time integration steps. In addition, we have 
replaced the traditional finite difference (FD) and finite element (FE) spatial discretization 
schemes by an exponentially-convergent, grid-free, scattered data approximation scheme 
called multiquadrics (MQ). The spatial approximations are not only highly accurate, but 
also monotonic. When the LT and MQ schemes are combined, they form the LTMQ scheme 
which yields very accurate numerical solutions when compared to traditional methods. 
Moreover, the LTMQ scheme has the potential of being orders of magnitude more efficient. 

There are two traditional time marching schemes, explicit and implicit, which are 
based on a low order Taylor series expansion of the previous time-step solutions and 
the new unknown time solution. Explicit schemes are basically extrapolation methods 
v.rhich are unstable unless the time step is restricted by some relation to the spatial mesh 
spacing, e.g. the Courant-Friedrichs-Lewy (CFL) time step restriction. Although implicit 
methods can be made unconditionally stable, large time steps can introduce large temporal 
truncation errors. . 

Both FD and FE schemes also suffer from spatial truncation errors. In PDEs which 
are predominantly hyperbolic, spatial truncation errors propagate along the characteristics 
contaminating the time-advanced solutions. Evidence of this is the need for upwind 
differencing for the advective parts of PDEs using either FD or FE schemes. Upwind 
differencing adds a stabilizing numerical diffusion which can be orders of magnitude larger 
than the actual physical diffusion. Thus the physics represented by the PDEs are changed 
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to accommodate the deficiencies of the numerical solution scheme. 
The fundamental problem for either FD or FE schemes is that they are restricted 

to low-order polynomial spatial approximations. Higher-order polynomial schemes are 
notoriously oscillatory between the collocation data points, resulting in very poor derivative 
estimates. Hence low-order linear or quadratic schemes are preferred, and are accurate 
provided that the dependent function is essentially linear or quadratic within the interval 
under consideration. But if the dependent function is very rapidly varying in space, then 
the distance between collocation points must be radically decreased to ensure that the 
function is indeed linear or quadratic in that interval. If U represents a set of dependent 
variables, the effective length scale is approximately given by 

u 
f=IVUI (1) 

A scheme such as adaptive local mesh refinement is a technique used to refine the spatial 
discretization; its performance is restricted by the memory limitations of the computer on 
which the PDE calculations are being performed. 

We contend that the familiar problems associated with the truncation errors of 
traditional FD and FE schemes are due to the very low order, non-monotonic nature of 
such schemes, and it is more fruitful to examine schemes such as the LTMQ scheme. This 
paper is divided into four additional sections; Section 2 will discuss the MQ method and 
introduce the LT method for time integration; Section 3 will discuss two numerical inversion 
schemes for Laplace Transforms and the procedure for nonlinear problems; Section 4 will 
present some of our recent LTMQ results for PDE problems, and Section 5 will summarize 
our results and procedure, and will discuss future directions. 

2. THE MQ SCHEME AND ITS USE IN THE PDE SOLUTION 

The multiquadric (MQ) method was first introduced by Hardy [1,2] who successfully 
applied this method for approximating surfaces and bodjes from field data; Hardy [3] 
has written a detailed review article summarizing its rapid growth in use since it was first 
introduced. In 1982, Franke [4] published a detailed comparison of 29 different scattered 
data schemes against analytic problems. Of all the techniques tested, he concluded that 
MQ performed the best in accuracy, visual appeal, and ease of implementation, even 
against various finite element schemes. 

The basic MQ method assumes that any function can be expanded as a finite series 
of upper hyperboloids, 

N 

F(x) = Lai g(x- Xj), ~ E Rd (2) 
j=l 

where N is the total number of data centers under consideration, 

g(x- Xj) = J(x- xj)2 + 6_2 (3) 
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(x- Xj)2 is the square of the Euclidean distance in Rd, and .6.2 > 0 is an input shape 
parameter. Note that the basis function g is continuously differentiable, and is a type of 
spline approximation. 

The expansion coefficients O.j are found by solving a set of full linear equations, 

N 

f(xi) _:_ 2:::::: O.j g(xi -xi) 
j=1 

(4) 

Micchelli [5] proved that MQ belongs to a class of conditionally positive-definite radial 
basis functions (RBFs). He showed that equation (4) is always solvable for distinct 
points. Madych and Nelson [6, 7] proved that the MQ interpolation always produces a 
minimal semi-norm error, and that the MQ interpolant and derivative estimates converge 
exponentially as the density of data centers increases. 

Buhmann [8,9] proved MQ converges spectrally and faster as the spatial dimension 
increases. Kansa [10,11] argued that the interpolation scheme is intimately connected 
with the numerical solution of PDEs. For example, the standard finite difference scheme 
is based on either a linear or quadratic Lagrangian interpolation polynomial (LIP) and the 
differencing scheme is based upon differentiation of this polynomial. The spatial pattern 
over which the LIP is defined is known as a stencil; the LIP is continuous up to the order 
of the polynomial. Across stencils, the function is continuous, but not the derivatives. 

In contrast, the MQ interpolant is continuously differentiable over the entire domain 
of data centers, and the spatial derivative approximations were found to be excellent, most 
especially in very steep gradient regions where traditional methods fail. This excellent 
ability to approximate spatial derivatives is due in large part to a slight modification of 
the original MQ scheme that permits the shape parameter to vary with the basis function. 

Instead of using the expansion in equation (2), Kansa [10, 11] u~ed the following: 

N 

f(x) =I: aj Jcx- xj)2 + .6.} (5) 
j=1 

where 

(

.6.2 ) (j-1)/(N-1) 
A2 A2 max 
uj = L.l.min ~ 

mzn 

for j = 1,2, ... ,1V (6) 

and .6.~ax and .6.~in are two input parameters chosen so that the ratio 

.6.~axf .6.~in ~ 10 to 1, 000,000. 

Baxter [12] and Madych [13] have proved that under certain circumstances very large 
values of the shape parameter are desirable. As Kansa [10, 11] showed, the ad hoc formula 
in equation (5) is a way to have at least one very large value of a shape parameter without 
incurring the onset of severe ill-conditioning problems. 
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Spatial partial derivatives of any function are formed by differentiating the spatial 
basis functions. Consider a two-dimensional problem, the first and second derivatives are 
given by simple differentiation: 

(7) 

(8) 

(9) 

(10) 

(11) 

where 

(12) 

Equations (5) and (7) through (12) give us a framework to approximate PDEs using 
the MQ basis function expansions. In general, we treat a domain n over which the PDEs 
are defined as a set of boundary condition (BC) problems and the interior problem. Let r 
denote the boundary over which Dirichlet and/or Neumann BC are applied; let the total 
number of data centers definingf be M. In the interior region n;r, the number of data 
centers at which the PDEs are defined is (N- M). So together with the BC and interior 
points, there are N equations inN unknowns. The MQ PDE problem for both elliptic 
and hyperbolic and parabolic PDEs can be recast into the following form: 

Wa=p (13) 

where the coefficient matrix W and the column vector p are partitioned as follows: 

W= (W(O/f)) 
. w(r) ' 

_ (p(n;r)) 
P- p(r). (14) 

If W is nonsingular, then the expansion coefficients can be found as a = w-1 p .. Once 
the expansion coefficients are determined, the dependent variable over 0 is found at any 
point x using equation (5). 
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The procedure for forming N equations in N unknowns is different for time­
independent elliptic PDEs than it is for time-dependent hyperbolic and/or parabolic PDEs. 
To illustrate some of the more general procedures, let us consider first the following linear 
elliptic PDE problem in two dimensions, 

au au a2u a2u 
a1-a +a2-a -aa-a 2 -a4-

8 2 =Q(x,y). 
X y X y . 

(15) 

defined over the unit square in Figure 1. Along r 1 there are M 1 points at which U is . 
specified as 

U(x, y) = w(x, y = 0) = v(x) 

Along f 2 there are M 2 points at which U is specified as 

U(x, y) = z(x = 0, y) = z(y) 

Along f 3 there are M 3 points at which the gradient is specified as 

aU(x, y) 
ax =q(x,y=l)=q(x) 

Finally, r 4 there are M4 points at which the gradient is specified as 

aU(x,y) 
-~-'- = r(x = 1, y) = r(y) 

8y 

(16) 

(17) 

(18) 

(19) 

A system of N equations in N unknowns can be formed with the following matrix structure: 

where 

Wa=p 

w(n;r) 
w(ri) 

W= W(t2) 
W(fa) 
w(r4), 

p(O/r) 
p(fi) 

p = p(f2) 
p(fa) 
p(r 4). 

The matrix W has the following components which change with the row index i: 
On 0/f we have 

and 

for i...:...1,2, ... ,(N-M). 

(20) 

(21) 
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On r 1 we have 

Wii = 9ii 'r:f j E [1, N], and 

for i = ( N - M + 1), ... , ( N - M + M1 ). 
(22) 

On r 2 we have 

Wij = 9~i 'r:/ j E [1, N), and 

Pi = z(yi) fori= (N- M + M1 + 1), ... , (N- M + M1 + M2). 
(23) 

On r 3 we have 

x· -x· 
Wij = t 

1 'r:/ j E [1, N], and 
9ij (24) 

Pi = q(xi) . fori= (N- M + M1 + Mz + 1), ... , (N- M + M1 + M2 + Ma). 

Onr4 
Yi- Yi 

Wij = 'r:/ j E [1,N), and 
9ij (25) 

Pi= r(yi) fori= (N- M- M1 + M2 + Ma + 1), ... ,N, · 

where 

If the constants, a 1 , a2 , a3 , and a4 are chosen so that W is nonsingular, then equation 
(17) is solvable. The function U can be found everywhere within the unit square n by 
interpolation after the coefficient O:j is determined as 

a= w-l p 
- ' (27) 

and 
N 

U(x, y) = L ai J(xi- Xj)2 + (Yi- Yi) 2 + Ll] (28) 
j=l 

An example of a linear 2D Poisson equation solved by the MQ method is given by 
Kansa [11). In the next example; we will consider a system of linear PDEs given by 

(29) . 

(30) 



with BCs 
u=(x=O,y)=s(y) 

v=(x,y=O)=V(x) 
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(31) 

(32) 

Suppose there are M1 boundary points along x = 0, and M2 boundary points along y = 0, 
and M1 =/:. M2. The total number of data centers is N. Since there are 2N unknown 
expansion coefficients, N for the ones corresponding to u and another N for the ones 
corresponding to v, we must have 2N equation in 2N unknowns. The coefficient matrix 
W will be .partitioned into four N x N block matrices. and' the column vector p will 
partitioned into two rank N column vectors of the form: 

(33) 

where a= [au,av]T, and PDE1and PDE2 refer to equations (29) and (30) respectively. 
We shall specify the elements of the matrices and column vectors. For i = 

1, 2, ... , (N- M1 ) and for all j fj. [1, N], 

(34) 

and 
wlij = gij for j E [1, N] and Pli ·= s(yi) fori= (N- M1), ... , N. (35). 

Similarly, 

Yi- Yi 
w2ij = a2 for j E [N + 1, 2N], and Pi= G(xi, Yi) fori E [1, N- M1), (36) 

gij 

w2ij = 0 for i = ( N - M I), ... , N. (37) 

Similar constructions are performed for the second PDE to be solved: 

Xi- Xj 
w3ij = a3 for j E (1, N], and P2i = H(xi, Yi) fori E [N + 1, 2N- M2), (38) 

gij 

W3ij = 0 fori= (2N- M2 + 1), ... , 2N. (39) 

For the last block matrix, 

Yi- Yi 
w4ij = a4 for j E [N+1,2N), and P2i = H(xi,Yj) fori E (N+1,2N-M2), (40) 

gij 
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w4ii = 9ii for j E [i, N], and P2i = V(xi) fori= (2N- M2 + 1), ... , 2N. (41) 

The above procedure generalizes to any number of PDEs. 
We can also generalize using MQ to systems of nonlinear PDEs. Consider 

au au 
u ox+ v fJy = G(x,y), 

. au au 
u ox + v fJy = H(x, y) (42) 

with BCs 
u(x = 0, y) = s(y) and v(x,y = 0) = V(x). (43) 

The set up for this problem is quite similar to the previous problem. Instead of dealing with 
a set of constants a 1 , a2, a3, a4; we use the appropriate current iterate values of u( Xi, Yi) 
and v(xi, Yi) for the elements of the coefficient matrix. Let us define a new column vector 
U = [u, v]T. LetS be an operator such that, by rewriting equations (42) and (43), 

S(U) = 0. (44) 

That is, 

S(U) = (:; :;) (~)- (~) =0. 

ox fJy 

(45) 

Equation ( 44) represents a system of nonlinear equations in the set of expansion coefficients, 
[au, av]T, . similar to what was done previously in equations (34) through ( 41). For 
illustrative purposes let us assume that we choose to solve equation (44) by the Newton­
Raphson (NR) method. Then the NR correction vector at the kth iteration 

k ( k k )T 8 a = 8a1 , ... , 8a N 

is given by 
(46) 

where the Jacobian J is given by 

(47) 

Dubal (14] and Cook et al. [15] used MQ to solve the three dimensional nonlinear 
Poisson equation representing the initial state of the collision of two black-holes with 
arbitrary linear and angular momentum. Dubal [14] used the method of successive 
substitutions, and obtained satisfactory convergence within seven iterations. He also 
found that as he increased the number of data centers the solution accuracy increased 
exponentially, as predicted by theory. However, Dubal determined that ill-conditioning 
became a serious problem when solving his system of equations with 1094 data centers. 
Singular value decomposition was then needed to treat this problem. 
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Based on Foley's [17) work, we recommend using domain decomposition and blending 
whenever the number of data centers becomes too large, say above 70-100. There are 
several advantages to this divide and conquer strategy. First, the number of operations to 
solve a system of linear equations is O(N3 ). Second, the condition number of a full matrix 
increases as N increases. 

Domain decomposition avoids the problems associated with the solution of large 
matrices, i.e. the large numbers of operations needed to solve a system of linear equations 
and the accompanying ill-conditioning problem. In a recent paper, Dubal [16) used a 
combination of domain decomposition and local refinement to solve elliptical PDEs very 
accurately, economically, and efficiently. He required that the function and its normal and 
tangential gradients be equal at the interfaces of the subdomains, thus forcing at least C 2 

continuity at these points. 
Galerpin and Zhang [18) combined MQ within the context of global optimization to 

solve PDEs. Their approach eliminates the need to deal with matrices and the unresolved 
question of optimally choosing the shape parameter distribution b.]. Since any set of PDEs 

can be cast into the form S(U) = 0, they minimized a functional ~ which conSists of a 
weighted sum of the integral over the time and space domains over which the P:PEs are 
defined, as well as constraints representing the initial and boundary conditions. 

Global optimization is only efficient if the total number of parameters to be optimized 
at any given time is relatively small. If the domain n is partitioned into several subdomains 
over which only a few basis functions are used, then the optimization requires relatively 
few operations to determine the global optimum in each subdomain. This "divide-and­
conquer" strategy lends itself readily to implementation on massively parallel computers. 

Let us turn our attention to the treatment of time-dependent PDEs using the MQ 
expansion scheme. We first make the assumption that either in the fixed Eulerian frame 
or else in some moving Gallilean frame, the temporal and spatial parts of any dependent 
variable are separable. That is, we assume 

N 

U(x, t) = :~=>~j(t) g(x- Xj ), x E Rd 
j=l 

As a first example, consider the following simple advection equation, 

over a unit square subject to 

au au au 
-+c1-+c2-=0 at ax ay 

U(x, y = 0) = E(x) 

U(x = 0, y) = F(y) 

(48) 

(49) 

(50) 

(51) 

After substituting equations (31) and (32) into equations (33) through (41), we obtain the 
following set of ordinary differential equations, 

N 

~ (dO'.j g·. +a.· h· ·) = 0 ~ dt ~J J t] 

j=l 

(52) 
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where 

h 
.. _ c1(xi- Xj) + c2(Yi- Yi) 
11 - fori= 1, ... ,(N- M) and j E [1, N] 

9ij 
(53) 

N 

:2.: ai 9ii = E(xi) fori= (N- M + 1), ... , (N- M + M1), (54) 
j=l 

N 

:2.: ai 9ii = F(yi) fori= (N- M + M1 + 1), ... , N. (55) 
j=l. 

We shall examine two methods to treat the system of time-dependent ordinary differential 
equations and BC. 

The first way is to use classical time marching methods, such as presented in Kansa 
[11], where either implicit methods or explicit higher-order schemes were considered. Using 
either explicit or implicit time marching schemes for the interior nodes and the BC still 
yields as system of N equations inN unknown expansion coefficients. Once the expansion 
coefficients are found, the solution at any time, t, over all points x in the domain can be 
found. 

Let tn be the current time at the nth time step, and tn+l = tn + !::l.t. Then a simple 
time derivative approximation is 

(56) 

so equation (52) can be rewritten as 

N N 

I.:(aj+1 
- aj) 9ii + L [8 !::l.t aj + (1- 8) !::l.t aj+ 1

] hii = 0. (57) 
j=l j=l 

Equation (57) can be written as: 

where 

N 

N 

:2.: aj+1 [9ii- (1- 8) !::l.t hij] = b, 
j=l 

(58) 

bi = L (9ij- 8 !::l.t hij) aj + 0(6.t2
) fori= 1, ... , (N- M), and j E [1,N], (59) 

j=l 

N 

:2.: aj+1 9ii = E(xi) fori= (N- M + 1), ... , (N- M + MI), j E [1, N], (60) 
j=l 



·-
and 

N 

L aj+l 9ij = F(yi) fori= (N- M + M1 + 1), ... , N. j E [1, N]. 
j=l 

11 

(61) 

If()> 1/2, the implicit time-marching scheme is stable. However, we still have trun­
cation errors of order 0(.6.t2 ). Although we have a very accurate spatial approximation, 
the temporal truncation errors can start to contaminate the solutions in time because error 
propagate along characteristics. To initialize the time marching scheme we first must solve 
the interpolation problem for the initial value problem to find theN expansion coefficients 
at t = 0. 

We shall concentrate our efforts in replacing the standard time marching scheme by 
the Laplace Transform scheme. The next section will deal specifically with this issue. 

3. THE LTMQ SCHEME 

There are two ways to approach the problem. In the first (which is also easier and simpler), 
the Laplace transform of the original PDE is taken first. Then the MQ scheme is applied 
to the transformed PDE. In the second approach the MQ scheme is applied first, and the 
resulting equation is then subjected to a Laplace transform. In this case we use the fact 
that 

(62) 

and 
(63) 

where £{} and A denote the Laplace transform of the quantity in -the brackets, and ..\ is the 
Laplace space parameter. In the Laplace space, this results in 

N 

L [..\ &j(..\) gij + &j(..\) hij] = ei fori= 1, ... , (N- M), and j E [1, N], (64) 
j=l 

where 
N 

ei = L aj(O) 9ij, 
j=l 

(65) 

and 9ij is defined by equation {12), with the BCs 

N 

L &i 9ij = E(xi) fori= (N- M + 1), ... , (N- M + MI), j E [1, N], (66) 
j=l 

and 
N 

L &j gij = F(yi) fori= (N- M + M1 + 1), ... , N, j E [1, N]. {67) 
j=l 
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·Equations (64) trough (67) define a system of N x N linear equations in the unknown 
Laplace Transformed expansion coefficients Gj (.X) and the known coefficients at time t = 0. 
To find the expansion coefficients at time t = tobs, we first must find the expansion 
coefficients at time t = 0, i.e. the initial value problem at all N locations. The obvious 
advantage of the first approach is that there is no need to find the expansion coefficients 
at time t = 0, thus reducing the execution time requirements. 

The next step is to solve the resulting set of linear equations 

--- ----1 
W(.X) &(.X) = p(.X) ~&(.X) = W (.X) p(.X) (68) 

in the LT space, then numerically invert the LT solution at the desired time, t. Note that 
the LT inversion needs no intermediate solutions to obtain the desired solution at t = tobs· 

Not only have we made the time integration process very efficient, we have also eliminated 
time truncation errors. 

The solution in the Laplace space is obtained from 

----1 w (.X) p(.X) (69) 

in a manner entirely analogous to that of equation ( 27). The computation of the coefficient 
---1 

matrix W (>.) and the right-hand side vector p(.X) in equation (69) necessitates values 
for the >. parameter of the Laplace space. These are provided by the two schemes: the 
Stehfest [19] algorithm, and the DeHoog [20] method. For a desired observation time t, 
the .X in the Stehfest algorithm is real and given by 

, =ln2·v 1 N 
Av t ' 1/ = ' ... ' S' (70) 

where Ns is the number of summation terms in the algorithm, and must be an even 
number. 

In the DeHoog method, .X is a complex number given by Crump [21] and Sudicky [22] 
as 

.X _ _ ln(ER) 
0 - J.L 2T ' v= 1, ... ,NH (71) 

where 20p is the period of the Fourier series approximating the inverse function in the 

interval [0, 2r!p], j = .J=I, and NH = 2MH + 1 is an odd number. A thorough discussion 
of the terms p and ER and their significance can be found. in Sudicky [21]. As is 
later discussed, excellent results are obtained when J-£ = 0, w-10 :::; ER < 10-8 , and 
0.85 trnax < np < 1.15 tmax, where tmax is the maximum simulation time. 

The solution of equation (69) returns a set of Ns or NH vectors of the unknown &(.X)s 
as 

----1 
&v(.X) = w v (.Xv) Pv(.Xv) , 1/ = 1, ... , Ns or NH· (72) 

To obtain a solution at a timet, all vectors &v, v = 1, ... , Ns or NH are needed, i.e. the 
system of simultaneous equations has to be solved N s or N H times. 
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When using the DeHoog method, the matrix equation (72) involves complex numbers . 
The simplest way to solve equation (72) is to declare all the quantities involved as complex 
variables, and use the ability of FORTRAN to perform complex arithmetic operations. 
However, this is a very inefficient approach because operations on complex numbers are 
very slow. A much faster execution is achieved by splitting each one of the discretized 
equations into two equations containing the real and the imaginary parts of equation (72) 
respectively. This approach uses only real computer arithmetic, yields 2 equations per 
node, and requires significantly less execution time than using complex arithmetic. 

The unknown vector v = v(t) at any timet is obtained by by numerically inverting 
the Laplace space solutions v(A). When using the Stehfest algorithm, the unknown v(t) 
is obtained from 

ln2 Ns ~ 
v(t) =- ""Wv v(Av) , . t ~ 

v=l 

(73) 

where 
• !!..s. 

N mm{v, 2 } k!!,f- (2k') 
W, - (-1)f+v "" . 

v - ~ ( & - k)!k!(k- 1)!(zi- k)!(2k- v)! 
k=!(v+1) 2 

(74) 

Although on theoretical grounds the accuracy of the method is expected to improve with 
increasing Ns, Stehfest [20,23] showed that with increasing Ns the number of correct 
significant figures increases linearly at first and then, due to roundoff errors, decreases 
linearly. He determined that the optimum N s was 10 for single precision variables (8 
significant figures) and 18 for double precision variables (16 significant figures). However, 
Moridis and Reddell [24,25,26] reported that the solution seems to be insensitive to N s for 
6 ~ N s ~ 20 in diffusion-type PDEs. 

The inversion of the Laplace space solution obtained with the DeHoog method is more 
complicated. The solution V(t) is given by 

1 {A2M} V(t) = n exp(Aot) Re B
2

M , (75) 

where 

An= An-1 + dn z An-2, Bn = Bn-1 + dn z Bn-2, n = 1, ... , 2M, (76) 
. 

and A-1 = 0, Ao =do, B-1 = Bo = 1; 

do = ao, d2m-1 = -q~>, d2m = -e~>, · 

£=1, ... ,M, 

for £ = 2, ... , M, 

m=1, ... ,M, 

"' = 0, ... , 2M - 2£ 

"'= 0, ... , 2M-2£- 1, 

(77) 

(78) 
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(79) 

and 

(80) 

A further acceleration is obtained if on the last evaluation of the recurrence relation zd2u 
is repaced by R2M(z), . 

(81) 

giving 

(82) 

in which case the accelerated solution at a timet is given by 

· 1 {A2M} V(t) = n exp(>.ot) Re FhM . (83) 

It should .be kept in mind that all the operations in equations (76) through (82) involve 
complex variables, and computationally intensive complex computer arithmetic must be 
used. As was shown by Moridis (27], the minimum M H for an acceptable accuracy is 5, 
resulting in a NH = 11, which indicates that the matrix equation (72) has to be solved a 
minimum of 11 times. For an accuracy comparable to that of the Stehfest method MH 2:: 6 
and NH 2:: 13. 

The DeHoog formulation offers two advantages. The first advantage is that a whole 
range of solutions at times t in the range (0, T] can be obtained from a single set of solutions 
s, i.e. equation (72) needs not be solved for each t of interest. However, Moridis [27] showed 
that accurate solutions are obtained for 0.15T ~ t ~ T, but significant errors are possible 
for t < 0.15T. The second advantage is the ability of the DeHoog algorithm to invert 
very steep solution surfaces, such as spikes and step fu!lctions. The main disantvantage of 
the DeHoog algorithm is the larger storage requirements (four times that of the Stehfest 
algorithm) and the larger (by an order of magnitude) execution time requirements [27]. 

The solution in the Laplace space eliminates stability and accuracy problems caused by 
the treatment of the time derivative in· standard FD simulators, thus allowing an unlimited 
time-step size. The truncation error of the method is limited to that caused by 'the space 
discretization because time is not discretized, and provides a solution inherently more 
accurate than the standard FD method for the same grid system. The ability to use 
an unlimited time-step size bounds the accumulation of roundoff error by an upper limit 
defined as the roundoff error accumulated after the N s or N H solutions. Thus, LTFD 
offers a stable, non-increasing roundoff error irrespective of the time of observation tabs, 

because calculations are performed at one time only by letting fl..t = tabs. Calculations 
in the standard FD method have to be performed at all the intermediate times of the 
discretized time domain, continuously accumulating roundoff error in the process. 
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4. VERIFICATION AND EVALUATION 

The LTMQ method was tested in three problems of groundwater flow for which analytical 
solutions exist. The LTMQ solution was verified through comparison to the analytical 
solutions, as well as the solutions obtained from a standard implicit FD simulator. Direct 
solvers were used to solve simultaneous equations in the LTMQ and FD methods. Double 
precision variables with 20 significant figures were used in all simulations. All the. following 
examples are from the area of flow and transport through porous media, in which the two 
authors specialize. However, the LTMQ method is applicable to any class of diffusion and 
advection-diffusion PDEs. 

4.1. Verification and Test Case 1 
Test case 1 investigated the one-dimensional radial flow problem towards a well of 

radius r w ~ 0 in a homogeneous circular aquifer with infinite boundaries, the analytical 
solution to which was given by Theis (28]. The geometry, properties, and a FD solution of 
this problem can be found in Moridis and Reddell (23]. A single observation was made at 
tabs= 10 days. We used aN= 7 points, and a Ns = 8 and Nn = 13 for the Stehfest and 
DeHoog versions of the LTMQ solution . 

. The Stehfest and DeHoog versions of the LTMQ solution return virtually identical 
results, and will be referred to by the inclusive term 'LTMQ solution' hereafter. The 
drawdown s = H- H(O) for both the analytical and the numerical solutions (LTMQ and 
FD) appear in Figure 2. For a more representative comparison, the LTMQ curve (in this 
and the remaining test cases) is computed from the M Q interpolation at the locations of the 
FD grid centers. The Theis solution and the LTMQ solution practically coincided, while 
the FD solution tended towards the LTMQ and the Theis solutions with an ·increasing 
number of time-steps (corresponding to smaller flt's). 

Figure 3 shows the effect of Ns on the accuracy of the Stehfest LTMQ scheme. The 
difference between the Theis and the LTMQ solutions is negligible for 6 ~ Ns ~ 20. 
This implies that the accuracy of the Stehfest LTMQ method for this one-dimensional 
problem is practically insensitive to the value of N s, and that a N s = 6 suffices for an 
accurate solution. However, for robust results Ns = 8 or Ns = 10 is a better choice. This 
drastically reduces the execution time and makes the LTMQ method even more efficient 
than theoretically predicted (19]. 

Figure 4 shows the effect of N H on the accuracy of the DeHoog LTMQ scheme. The 
DeHoog LTMQ solution approximates very accurately the Theis solution for N H 2: 11, and 
for N H 2: 13 the LTMQ solutions coincide. The LTMQ solution for this one-dimensional 
problem is practically insensitive to the value of N H, and a N H .- 11 suffices for an accurate 
solution. However, for more robust solutions N H = 13 is preferable. 

4.2. Verification and Test Case 2 
The second test case involved one-dimensional groundwat~r flow from a point of high 

head (at the left boundary) towards a low head at the right hand boundary. The initial 
head is H 1 = H(x, 0); at t = 0 the head at the right boundary is lowered to H2 • As long 
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as the head at x = 0 remains unchanged, the piezometric head H(x, t) is given by 

H(x, t) = H1 + (H2- HI) erfc { (L- x) (So Z) 112 (4 Kx Z t)- 112
}, (84) 

where L is the length of the system, and Z is its thickness. The size and properties of 
this system appear in Figure 5, which compares the LTMQ solution to the (a) analytical 
solution and (b) the FD solution (obtained with a domain discretization in 52 equally­
spaced gridblocks). For the LTMQ solution, N = 10, Ns = 8, and NH = 11. 

The two LTMQ solutions are virtually identical. The accuracy of the LTMQ solution 
is demonstrated by its virtual coincidence with (a) the analytical solution, and (b) the 
FD solution obtained with a large number of small L:it's. For larger L:it's, the FD solution 
shows insufficient accuracy caused by larger truncation errors in the approximation of the 
time derivative. 

4.3. Verification and Test Case 3 
Test case 3 represented transient flow into a homogeneous and anisotropic aquifer 

with a fully penetrating well and constant discharge conditions. The origin of this two­
dimensional, infinite-acting system is placed at the well. Assuming that the axes of the 
cartesian system coincide with the principal axes of the permeability tensor, the piezometric 
head distribution at t = 20 days is predicted along the x = y axis, i.e. at an angle of 45° 
from the x-axis. Only one quarter of the infinite domain (i.e. x in [0, oo), y in [0, oo)) 
needs to be simulated in LTMQ and FD. For the LTMQ solution, N = 35, Ns = 8, and 
N H = 11. A total of 625 gridblocks were used in the FD simulation. 

Figure 6 presents (a) the analytical solution of Papadopulos [29], (b) the LTMQ 
solution, (c) the FD solutions, as well as (d) relevant information on the parameters used 
in this simulation. The same pattern observed in the two previous test caSes is obvious: 
LTMQ produces an accurate solution, a fact indicated by its virtual coincidence with both 
the analytical solution and the FD solution for a large number of small b.t's. 

4.4. Verification and Test Case 4 
In test case 4 the problem of solute transport through porous media is solved. The 

one-dimensional advection-diffusion PDEdescribing this problem is 

DtJ2q _ vac = ac 
8x2 8x at, (85) 

with initial and boundary conditions 

C(x, t = 0) = 0, C(x = 0, t) = 1. (86) 

An analytical solution to this problem derived by Ogata and Banks [30] is given by 

1{ rx-Vtl (Vx) [x+Vt]} C(x, t) = 2 erfc 
2
VDt + exp D erfc 

2
VDt . (87) 

_. 
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In a traditional Finite Difference (FD) model, the maximum advisable cell Peclet number 
N Pe = V !:1xj D for an accurate solution is 2. For N Pe > 2 spatial truncation errors 
severely contaminate the solution. In this example, D = 0.01 and V = 0.1. In the LTMQ 
scheme, N = 21 and the maximum Peclet number was N Pe = 250. The Stehfest LTMQ 
solution with a N s = 20 was shown unable to provide a good solution for N Pe > 40. The 
DeHoog LTMQ solution is much more powerful, and yielded a very accurate solution as 
shown by the comparison to the analytical solution in Figure 7. To achieve this, aN H = 21 
was used. The power of the LTMQ scheme is evident in this very difficult problem, as it 
can accurately produce a very steep solution surface with only 11 nodes. If the N Pe ::; 2 
limit was observed in a traditional FD model, then a minimum of 400 nodes would be 
needed. 

5. SUMMARY, DISCUSSION, AND FUTURE DIRECTIONS 

A new numerical method, the Laplace Transform MultiQuadrics (LTMQ) method, has 
been developed for the solution of (a) the diffusion-type PDE for transient, near­
incompressible fluid flow, and (b) the advection-diffusion PDE of solute transport through 
porous media. LTMQ combines a MultiQuadrics (MQ) approximation scheme for the so­
lution of the PDE with a Laplace transform formulation for the elimination of the need 
for time discretization. The use ofMQ in the spatial approximations allows the accurate 
description of problems in complex porous media with a very limited number of gridded 
or scattered nodes. The Laplace transform formulation eliminateS the time dependency 
of the problem, and consequently the need for time discretization. An unlimited time 
step size is thus possible without any loss of ·accuracy. LTMQ is currently applicable to 
linear or linearized problems, and is recommended when information at a limited number 
of observation times is sought. Problems such a8 the flow of groundwater or the long-term 
transport of solute contaminants through porous media in a steady-state water velocity 
field (at concentrations not significantly affecting the groundwater density) seem especially 
well suited to the LTMQ method. We are currently studying the use of LTMQ in the het­
erogeneous systems of groundwater flow and transport using a MQ interpolation scheme 
(to describe the porous media propertiy and/ or the velocity spatial distributions) on top of 
the LTMQ method. Extension of the LTMQ method to the solution of non-linear problems 
is still the subject of research. 

LTMQ proceeds in five steps: (1) a Laplace transform is performed on the PDE, (2) 
the transformed PDE is approximated using MQ, {3) the resulting system of simultaneous 
equations of the expansion coefficients is solved and the transformed vector of unknowns 
is determined 1n the Laplace space, ( 4) the transformed dependent variable at any point 
in the domain of interest is obtained by substitution in the MQ equation, and {5) the 
solution/prediction vector obtained in steps 3 and 4 is inverted numerically using the 
Stehfest algorithm [13). The solution in the Laplace space renders the effects of the time 
step size on stability and accuracy irrelevant because time is no longer a consideration. 
LTMQ was tested against results from three one- and two-dimensional test problems 
obtained froi:n a standard Finite Difference (FD) model, as well as from analytical solutions. 
An excellent agreement between the LTMQ, the FD and analytical solutions was observed. 
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Due to its formulation, LTMQ requires solution of the simultaneous equations N s or Nu 
times and a combination (linear and non-linear respectively) of the resulting solutions. 
Although N s theoretically ranges between 8 and 18, N s = 8 is sufficient to provide an 
extremely accurate solution in flow problems. For the DeHoog LTMQ, the same level of 
accuracy is obtained for a NH = 13. In transport problems, the DeHoog LTMQ is capable 
of obtaining very steep solution surfaces at N Pe as high as 250, but requir_es a higher N H. 

Compared to a standard FD method, LTMQ requires drastically fewer (at least one 
order of magnitude) gridded or scattered nodes for the same level of accuracy but produces 
fully populated matrices (as opposed to sparse banded matrices in FD). Execution times 
may be reduced by orders of magnitude because solutions in the LTMQ scheme are 
necessary only at the desired observation times, while in standard numerical and MQ 
schemes solutions are needed at all the intermediate times of the discretized time domain 
(with the resulting accumulation of roundoff error). The disadvantages of having to obtain 
Ns or NH solutions for a single time step are outweighed by greater accuracy and an 
unlimited time step size. 

We have demonstrated that the LTMQ method is both more accurate and efficient 
than standard FD and FE schemes. The open question, however, remains how would 
LTMQ perform, or even be applied, to heterogeneous, multi-dimensional, highly-non-linear 
systems. 

At present, there are precedents of using MQ to solve highly non-linear PDEs and 
integral equations. Dubal [14], and Cook et al. [15] have demonstrated the ability of MQ 
to solve the highly non-linear initial state problem of the collision of two black-holes by 
solving a three-dimensional, non-linear eliiptic PDE. They used a Ficard iteration scheme 

, to iterate upon the MQ expansion coefficients, and achieved convergence fairly rapidly. 
Makroglou [31] solved non-linear Volterra integral equations with MQ, using a Newtop.ian 
iteration scheme to find the converged MQ expansion coefficients. She showed that the 
MQ expansion is very competitive compared to polynomial spline methods. 

In this preliminary paper, we have solved parabolic and mixed parabolic-hyperbolic 
PDEs making the assumption that the solution is separable in time and space. There are 
limitations to this assumption, especially in cases of moving fronts or highly non-linear 
source terms. One approach which we propose to overcome the limitation of variable 
separation is to transform the original PDE in the Euler frame to a moving frame in which 
the PDEs are simpler (see Kansa [32]) . 

. For example, consider the strong conservative form of the Euler equations of the form: 

au · 
at + v. F = s, (88) 

where 
m 

F= mmfp+pl 

(mfp)(E + p) 

p = E / ( r- 1) + m · mj p, m is the momentum density vector, E is the total energy density, 
I is the identity dyadic, 'Y is the ratio of specific heats at constant pressure to constant 
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volume, and S is the corresponding array of source terms. In a moving frame, the Euler 
equations have the form 

au 
-+V·F- V· VU = S at ' (89) 

where V, the moving frame velocity, is arbitrary. Kansa [32] chose the frame velocity to 
have the form 

v = { (V . F)VU /IVUI2 if IVUI > 0 
0 otherwise. 

In a frame moving at such a velocity V, the PDEs have the form of the ODEs 

dU =S 
dt , and dx =V 

dt 

(90) 

(91) 

in the interior regions n;r. Depending upon the form of the source terms, we can, in 
many cases, achieve separation of time and space very simply. 

We may also use a local moving velocity frame to treat Navier-Stokes type equations 
similar to the Euler equation. Written in strict conservation-law form, the Navier-Stokes 
type PDEs have two components in the flux term: one representing transport by convection 
and denoted by F, and the other representing transport by dissipative processes and 
denoted by J. The Navier-Stokes type PDEs have the form 

au at + V · (F + J) = S, 

and in the frame moving with local velocity V, these PDEs have the form 

If we choose V as 

au at + V · (F + J) - V · VU = S. 

vu 
v = v. (F + J) IVUI2' 

the Navier-Stokes equations appear as 

and dx=V 
dt . 

(92) 

(93) 

(94) 

(95) 

In most instances, choosing a proper local moving frame can ensure that the coupled 
governing PDEs are indeed separable in time and space for either strictly hyperbolic Euler­
type equations, or for parabolic Navier-Stokes PDEs. Nodes will tend to cluster near very 
high gradient regions. In two or three dimensions, a spatial approximation scheme which 
requires any sort of mesh becomes increasingly difficult. This is not the case with a 
completely mesh-free scheme such as multiquadric radial basis functions. 

We can interpolate to a different point distribution without violating conservation of 
mass, momentum, total energy, or chemical species simply by constraining the total integral 
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of each conserved variable to be the same on both the old and the new distributions. By 
permitting each node location Xi in n;r to move at its local velocity vi, the Rankine­
Hugoniot jump conditions are immediately satisfied at both shock and contact surfaces. 
Interactions of shocks with other shocks, contact surfaces, or boundaries can be handled 
by a Riemann solver to obtain the correct outgoing set of waves. Kansa [11] showed that 
very accurate, highly cost-effective solutions to the von-Neuman blast wave problem can 
be obtained by combining MQ with such a moving node scheme. 

The problem of using LTMQ in highly non-linear problems is still a matter of research. 
Certain non-linear phenomena are known to undergo bifurcations, trifurcations, etc., 
depending upon small perturbations, such as in the Rayleigh instability. The problem with 
such an instability is to predict when solution branch points occur. However, there are 
other non-linear problems, such as ignition, in which the final state trajectory is expected 
to depend solely upon the initial conditions. 

Without having done this research, our best recommendation to handle non-linear 
time-dependent problems would be to use an adaptive, hybrid approach which would 
employ LTMQ to integrate the PDEs up to a certain time prior to the onset of a criterion 
at which bi-furcation may be expected to occur; then switch over to a stiff time-marching 
solver (such as MQ) which would be used to integrate beyond the potential for bifurcation, 
and then switch back to the LTMQ method until bifurcation is expected again. 
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Fig. 1. The domain and boundaries of the linear elliptic PDE problem in two 
dimensions. 
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Fig. 3. Effect of Ns on the accuracy of the Stehfest LTMQ method in Test Case 1. 
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Fig. 4. Effect of Nn on the accuracy of the DeHoog LTMQ method in Test Case 1. 
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Fig. 5. Comparison of the LTMQ solutions to the analytical and the FD solutions in 
Test Case 2. 
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Fig. 6. Comparison of the LTMQ solutions to the analytical and the FD solutions in 
Test Case 3. 
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