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Abstract 

As one uies to construct an increasingly rigorous quantum mechanical generalization 

of classical transition state theory. one that is free of all "extraneous" approximations (e.g .. 

separability of a one dimensional reaction coordinate). one is ultimately driven to the 

dynamically exact quantum treaunenL Though it seems pointless to call this a transition 

state "theory" (it is in effect a quantum mechanical simulation), it is neve1theless possible 

using transition state-like ideas to cast a fully rigorous quantum approach in a form that 

allows one to carry out such calculations without having to solve the complete state-to-state 

quantum reactive scattering problem. Rigorous calculations for the reactions H+H2 --7 

H2+H, H+02 --7 OH+O, and H+H20 --7 H2+0H illustrate this approach. At the 

semiclassical level. there does exist a version of transition state theory - based on the 

locally 'good' action variables about the saddle point on the potential energy surface

which includes non-separable coupling between all degrees of freedom (including the 

reaction coordinate) in a unitied manner. 



Introduction 

The u·ansition state theory (TST) 1 of chemical reactions is of enoimous utility in 

understanding and estimating the rates of chemical reactions. The fundamental dynamical 

assumption2 that leads to TST, however- i.e., that the dynamics is "direct", that no 

trajectories cross a dividing surface more than once (vide infra)- is based inherently on 

classical mechanics, and it is not possible to quantize TST without introducing additional 

2 

approximations (e.g., separability of a one dimensional reaction coordinate). As one u·ies 

to rid a quantum version of TST of all these "additional approximations'' - e.g .. by 

inu·oducing a rigorous multidimensional tunneling C01Tection -one is driven ultimately3 to 

an exact quantum u·eatment of the reaction dynamics which is no longer a transition state 

"theory" (i.e., approximation). 

The purpose of this paper is to review the notions alluded to above and to survey 

some very recent developments4 in the rigorous quantum u·eatment of reactive rates. In this 

recent work one is able to dete1minc the rate exactly without the necessity of a complete 

state-to-state reactive scatte1ing calculation; one does not avoid having to solve the 

Schrodinger equation, but needs only to solve it locally, in the transition state region where 

the reaction dynamics is determined. The classical description of reaction rates is reviewed 

tirst, and the transition state approximation, and then the 1igorous quantum treatment. 

Classical Rate Theory 

Figure 1 shows a schematic depiction of the potential energy surface for a gene1ic 

bimolecular reaction. Within the realm of classical mechanics the thermal, or equilib1ium 

(i.e., reactants in a Boltzmann distribution) rate constant is given byl.3.5 

k(T) = Q,.(T)-1 (21tlitF J dp J dq e-~H!p.qJ F(p.q) X,(p.q) . (1) 

where~= (kT)- 1, Qr is the reactant partition function (per unit volume). His the classical 



Hamiltonian for the complete molecular system, F is a t1ux factor, and Xr is the 

characteristic function for reaction. The t1ux factor is defined in terms of a dividing 

swface. defined by the equation 

f(q) = 0' (2) 

which separates reactants (for which f(q)<O) and products (for which f(q)>O); the t1ux is 

then 

F(p.q) = ~ h[f(q)j, 

where h is the usual Heaviside function 

h(~) = f 1. ~>0 \ 0 

\ o. ~< o 1 

(3) 

(4) 

Assuming for simplicity that the coordinates and momenta (q,p) are Cartesian- so that 

the Hamiltonian is of the fmm 
p2 . 

H(p,q) =2m V(p,q) . (5) 

Eq. (3) for the t1ux becomes. 

ar 
F(p,q) = b[f(q)]- • p/m . (6) 

aq 

where we here used the fact that h' {~) = 8(~). the Dirac delta function. 

Xr can be detined in several ways} but the one that most naturaily generalizes to the 

quantum mechanical case is 

Xr(p,q) = .eim h[f(q(t)] 
t~ 

(7) 

where q(t) = q(t;p,q) is the classical u·ajectory determined by the initial conditions (p.q) at 

time t = 0; thus, Xr (p.q) = 1 if the trajectory with initial conditions (p.q) is on the product 

. side of the dividing surface as t --7 oo, and is 0 otherwise. All of the d_vnamics of the 

reaction is thus contained in the characterization function Xr· 

It is useful for some purposes to define the microcanonical rate constant k(E). 

k(E) = [21tnp/E)]-l N(E), (8) 

3 



where Pr is the density of reactant states (per unit energy), and N(E) is the cumulative 

reaction probability, 

N(E) = 21tli (2>th)"' f dp f dq 8[E-H(p.q)] F(p.q) x,(p.q) • (9) 

where F and Xr are as above. Since 

J~ dE e·~E O[E-H(p.q)) = e·~H<p.qJ. (10) 

it is easy to see that the thetmal rate k(n, Eq. (1), can be expressed in tetms of N(E). Eq. 

(9), as 

k(T) = [2>tliQ,(T)]" 1 f~dE e·~E N(E). 
(11) 

4 

For most of this paper, therefore. N(E) will be focused on as the primary object of interest, 

and the canonical (i.e., thennal) and microcanonical rates are given in tenns of it by Eqs. 

(11) and (8), respectively. 

The calCulation implied by Eq. (9) for N(E) (or Eq. (1) for k(n) is therefore to 

integrate over phase space (p,q) - in practice usually with Monte Carlo sampling methods 

- where each phase point (p,q) serves as the initial conditions for a trajectory that must be 

run (i.e., numerically integrated) to detetmine whether Xr is 1 or 0, i.e., whether or not this 

phase point conu·ibutes to the integral. Because the tlux, Eq. (6), contains the factor 

8[f(q)], all trajectmies begin on the dividing smface f(q) = 0. 

Finally, we note that the rate is independent of the choice of the dividing surface (by 

vi1tue of Liouville's theorem) but that a sensible choice for it greatly simpli1ie5 the 

calculation.6 Refen·ing to Fig. 1. it is intuitively clear that using dividing surface S 1 will 

require trajectmies to be run for a much longer time to detennine whether they will wind up 

on the product side as t ---7 oo than if dividing surface S2 is used. 
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Transition State Theory 

The fundamental assumption of transition state theory is that of direct dynamics. i.e .. 

that all trajectories which cross the dividing surface do so only on<.:e.l.3.5 If this is true 

then a trajectory will be on the product side of the dividing surface at t~ only if it begins 

at t = 0 (on the dividing surfa<.:e) headed in the product direction. i.e .• with positive 

momentum normal to the dividing sllli'ace. 

XTST(p.q) = --• p/m • 
{

df(q) l 
d(q) 

(12) 

which may also be thought of as a short time approximation to the dynamics. The resulting 

phase space integral for N(E) which then follows from Eq. (9) is particularly simple if one 

chooses a planar dividing sUii'ace; if qF is the coordinate nonnal to the dividing plane. then 

f(q) = qF (13) 

-i.e., qF = 0 defines the dividing surface- and Eq. (9) then reads 

~TSTIE) = 2rrl! (2rrl!rF f dq f dp O[E-V(q) ::;] 0(qFl;,;' h(pp). (14) 

The two delta functions in the integrand allow the integrals over qF and PF to be canied out, 

g1vmg 

NTST(E) = (21tlir1F·Il f dp' fdq' h[E-H'(p'.q')] . (15) 

where (p' .q ') = (pk.qk). k = 1. .... F-1 are the coordinates and momenta for motion on 

the dividing sudace detined by qF = 0. and 
F-1 ? 

R~(p'.q') = I ~~ + V(q'.qF=O) . 
k=l 

(16) 

is the Hamiltonian in this reduced space. In words. Eq. (15) says that the cumulative 

reaction probability is the volume of phase space of the "activated complex" (the (F-1) 

dimensional system for motion on the dividing surfa<.:e) with energy less than or equal to E. 



With Eq. (11). the TST expression for the thennal rate then takes its standard form. 

kT Qt(T) 
kTST(T) = h Q.(T) . 

where Qt is the pattition function of the activated complex, 

Qi(T) = (2xt;y<F-Ii J dp' J dq' e-~H;,p_q, _ 

(17) 

(18) 

An important feature of classical transition state theory is thalit is an upper bound to 

the corTect result for any choice of the dividing smi"ace. I.e .. since all reactive trajectmies 

must cross the dividing surface, but all trajectmies that cross it are not necessarily reactive 

(because they might re-cross it at a later time and be non-reactive). any en·or in the TST 

approximation. Eq. (12). is to count some non-reactive trajectmies as reactive. Thus. 

while the exact rate expression does not depend on the choice of the dividing surface. the 

TST rate does. and by virtue of this bounding property the best choice of the dividing 

surface is the one which makes kTsT a minimum. This is the variational aspect of TST: 

any parameters which specify the shape or location of the dividing surface are best chosen 

to minimize th'e TST rate. 7 

Transition state theory is often a very good approximation for the classical rate of a 

chemical reaction. Pechukas et af..8 in fact, have shown that TST is exact at sufficiently 

low energy. Figs. 2 and 3 show a numerical illustration9 of this for the standard test 

6 

reaction H+H2 -7 H2+H. for the collinear version of the reaction (Fig. 2) and also in three

dimensional space (Fig. 3). In both cases TST is essentially exact up to -0.3 e V above the 

potential energy banier. but for higher energies it begins to be increasingly larger than the 

COITect result. I.e., as the energy increases there is an increasingly larger fraction of . 

trajectmies which "rebound" back across the dividing surface and invalidate the transition 

state assumption that no trajectories re-cross it. One also sees that this fraction of TST-

violating trajectmies is much smaller in three-dimension space than in one-dimension. 



7 

Quantum Transition State Theory 

The dynamics of molecular motion must be treated quantum mechanically if one is to 

have a quantitative description of chemical reactions. Since transition state theory is such a 

good approximation in classical mechanics- patticularly at the lower energies that are 

most important for determining the thermally averaged rate k(T) -one would like to 

quantize it. Unfortunately there does not seem to be a way to quantize the basic transition 

state idea without also introducing other approximations. The hemistic argument goes as 

follows. 

The most naive approach to quantizing the TST expression for N(E). Eq. ( 15). is as 

follows: the phase space average becomes a quantum mechanical trace. 

(0) . + 
NQMTST(E) = tr[h(E-HT)] , 

=I h(E-E~) • 
n 

(19) 

where H* is the Hamiltonian operator in the (F-1) dimensional space on the dividing 

surface. and {En+} are the eigenvalues (i.e., energy levels) for this bounded motion. The 

the1mal rate constant which results is easily shown from Eq. (11) to be 

k~o) (T) = kT Q*(T) 
·'JMTST h Q.(T) ' 

but where here Q+(T) is the quamum partition function 

Q:i:(T) = L e-~ER • 
n 

which con·esponds to the classical one in Eq. (18). 

(20) 

(21) 

This zeroth order approach. however, neglects any quantum mechanical aspect of the 

reaction coordinate motion (the Fth degree of freedom). If one assumes that the reaction 

coordinate is separable for the (F-1) degrees of freedom on the dividing surface. then the 
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Heaviside function in Eq. (19) is replaced by a one dimensional tunneling probability, 

N(! ) .E "' P E E± QMTST( ) = £..,; F( - n) • (22) 
n 

where PF(Ep) is the tunneling probability for a one dimensional banier along the reaction 

coordinate. as a function of the energy Ep = E-E~ in this one degree of freedom. It is easy 

to show from Eq. (11) that the thetmal rate constam con-esponding to Eq. (22) is 

<t l _ kT Q*(T) 
kQrvrrsr(T) - K(T) h Q.(T) , (22 I) 

where K. the tunneling con-ection factor, 

(21) 

results as a multiplicative COITection. 

The reaction coordinate. however, is clearly nor separable from the (F-1) degrees of 

freedom on the dividing surface, and at low temperature and for the dynamics of light 

pruticles (e.g., hydrogen atoms) the eiTors resulting from this ilSSumption can be sizeable. 

A multidimensional tunneling correction. 10 one that takes account of coupling between the 

reaction coordinate and the other degrees of ft-eedom, is thus needed in such cases. and 

there m-e a valiety of such approximate treatmentsll.7 (based ptimmily on what was learned 

from semiclassical tunneling calculations12). Though many of these are very useful. the 

only co1Tect multidimensional tunneling con-ection is to solve the full dimensional 

Schrodinger equation, but this is then no longer a "theory" but r;nher simply the exact 

quantum result. Unlike classical mechanics, therefore, there is no "tigorous'' quantum 

version of TST- i.e .. one that does not make some approximations between couplings of 

the valious degt-ees of freedom -other than the exact quantum dynamical result. 

Before proceeding to consider such Iigorous quantum treatments. though. it is useful 

to note that there does exist a "'tigorous" semiclassical versions of TST. 
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Semiclassical Transition State Theory 

The starting point13 for semidassical TST is to note that the.dassical Hamiltonian can 

in general be expressed in terms of a set of locally conserved ("good") action variables 

associated with the u·ansition state (i.e .. saddle point) region of the potential energy 

surface. The first step in SCTST is thus to determine the classical Hamiltonian Hd(l) = 

Hcp1 •... .IF) in terms of the Factions {Ik}. Within a second order perturbative u·eatmentl4 

of the anharmonicity. for example. Hci has the form 
F F 

He!( I) = Yo+ I roklk + I xk.k'lkh· . (23) 

k=l k~k'=l 

where { ~} are the normal mode ti·equencies and { xk.k, } anharmonic constants that are 

detetmined by the cubic and qum·tic force constants of the potential energy surface. If one 

were consideling vibrational motion about a minimum on a potential surface, then these 

actions would be quantized in the usual semiclassical (Bohr-Sommerfeld) fashion. 

Ik = (nk+t)n. (24) 

nk = 0,1, .... an'd Eq. (23) would then yield the vibrational energy levels. For a saddle 

point Hcl has the same form as Eq. (23) (within the perturbative approximation), the only 

difference being that~· the normal mode frequency associated with the reaction 

coordinate. is pure imaginary. (Also. of course. one is not thinking of vibrational energy 

levels in connection with a saddle point. but rather the reaction rate through it.) The (F-1) 

actions associated with the bounded degrees of ti-eedom are quar1tized in the usual 

semiclassical fashion, i.e .. via Eq. (24), and the action IF- the one associated with the 

1-eaction coordinate - is pure imaginary and detines the generalized barTier penetration 

integral e. 
(25) 

8 is determined as a function of total energy E and the (F-1) quantum numbers of the 

activated complex by energy conservation, 
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(26) 

i.e., for n = {nk}, k=L. ... F-1, fixed.one must invett the E-8 relation defined by Eq. (26) 

to obtain 8(E,n). Since the dynamics is integrable in tenns of the ·'good" actions, the 

transmission probability for state n and energy E has the same form as in one dimension. 

i.e., (l+e2B)-L, so the CRP is given byl5 

NscTsT(E) = L [l+e29(E.n>J-
1

. (27) 
n 

The SCTST expression for the thermal rate- which results from Eq. (11) with Ey. 

(27) for the CRP- can be put in an even more useful form, 16 one that avoids having to 

invert the E-8 relation in Eq. (26). Thus Eqs. (11) and (27) give the thermal rate as 

kscTsT(T) = (21t1i.Qrr 1 L J.oo dEe-~E(l+e2B(E.n>}- 1 
, 

11 Eo 

(28) 

where E0 is the reaction threshold and where we have interchanged the order of summation 

and integration. Since one must integrate over all E in Eq. (28), it is equivalent to change 

the integration Vatiables from E to 8 and integrate over all 8, 

'1oo dE e-~E ( 1 +e29(n.E>)-l = 1-oo d8 dE(n,8) e-~E(n.Bl ( 1 +e29 )" 1 

Eo 00 a8 ; ~ r d8 e-~E(n,9) ~ch2 (8), 
(29) 

where the last line results from an integration by parts. (The smi"ace tetms vanish becaus~ 

E(8-7oo) = E0, the reaction threshold, and E(8-7-oo) = oo.) Use of Eq. (29) in Eq. (28) 

then gives 

where we have again changed the order of summation and integration. Noting that 

(21tli~)-l = kT/h, Eq. (30) takes the form of the traditional TST, 

_ kT Q*(T) 
kscsTs(T) - h Q.(T) , 

(30) 

(3la) 
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' by detining the reactive partition function of the activated complex (including the tunneling 

correction factor which is not separable from it) as an average of the tixed 8 partition 

function Q+(T,8) with the weight function l.sech 2(8), 
2 

(3lb) 

where 

Q+(T,8) = L e-~E(n.Sl. 
n 

(3lc) 

Applicationsl6 have demonstrated the usefulness of this formulation of the k(T) calculation. 

These SCTST expressions, in both the microcanonical [Eq. (27)] and canonical [Eq. 

(31)] forms. include coupling between all the degrees of freedom in a uniform manner. 

E_g., even at the perturbative leveL Eq. (23), there is anharmonic coupling between modes 

of the activated complex (xk.k,, k and k' :::;;F-1) and between the reaction coordinate and 

modes of the activated complex (xk.F' k::::;;F-1). This is not a dynamically exact theory, 

however, because these actions variables are in general only locally "good" .. For energies 

too far above or below the bmTier V 0 they may fail to exist. This semiclassical theory is 

thus still a transition state "theory'' (i.e .. dynamical approximation). 

Rigorous Quantum Rate Theory 

The completely rigorous equilibrium rate constant can also be written in the form of 

Eq. (11), where for a bimolecular reaction the rigorous expression for the cumulative 

reaction probability isl7 

(32) 

where nc<nr) denote all the quantum numbers of the reactants (products), and the square 

moduli.of the S-matrix elements are the reaction probabilities for the nr ~ nP (state-to-state) 

transition. It is Eq. (32), in fact, which suggests the term "cumulative reaction probability'' 

for N(E): i.e .. the ~oral reaction probability from initial reactant state I\ is given by· 
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(33a) 

and if one idealized matters by assuming that some initial states are completely reactive and, 

others completely non-reactive, i.e., Pnr = 0 or 1, then clearly N(E), 

N(E) = L Pnr(E) · 
nr (33b) 

would be the number of reactive states. This interpretation as the ''number of reactive 

states" also comes from transition state theory, cr. Eq. ( 19), where there N is the number 

of states of the activated complex that lie below total energy E. i.e., which have positive 

kinetic energy in the reaction coordinate at the transition state. In reality, of course. 

reaction probabilities can take on any values between 0 and I. but the imerpretation of N(E) 

as the effective number of quantum states which react is still qualitatively useful. 

Though Eq. (32) provides a rigorous quantum detinition of the cumulative reaction 

probability, is not helpful in a practical sense because a complete state-to-state reactive 

scattering calculation is required to obtain the S-mauix. We seek a more direct (and thus 

presumably more efficient) route to N(E), but without approximation, to which 

approximations can be incorporated later as needed in specific applications. 

A f01mally exact (and 'direct') expression for N(E) can be obtained by quantizing the 

dynamically exact classical expression, Eq. (9) [with Eq. (7)]; the classical phase space 

average becomes a quantum trace. and classical functions become operators: 

N(E) = 2rtli tr[O(E-fb F Xrl , 
where 

"' Xr = ~im h[f(q(t))] , 
l---700 

and we note that quantum mechanical time evolution is expressed as 

Xr = ~im eiHt/1i h[f(q)] e-iHt/1i • 

l---700 

(34) 

(35) 

Cxr is a projection operator that projects onto all state that are on the product side of the 

dividing smi"ace in the intinite future.) The long time limit can also be written ·as the 

integral of the time detivative, 



~i..tn h[f(q(t))] = 100 

dt dd h[f(q(t))] 
t~oo 0 t 

1
00 

,... ,... ,... 

= 

0 

dt eiHtltz F e-iHtm • 

,... 
where F is the nux operator. 

F = i.. [H.hcf(q))J . 
1i 

13 

(36) 

(37) 

Interchanging the order of the u·ace and the time integral. and noting that the (real part of 

the) integrand is even. then gives 

But the operator e-iHt11i can be replaced by the scalar e·iEll1i since this operator sits next to 

8(E-H) (with a cyclic petmutation inside the trace). and with the identity 

~~ dt ei<H-E>Un = 2ttli0(E-H) , 

one obtains the following result IS 

N(E) = t (27tni tr(F8(E-f:i) F8(E-fhJ . (38) 

Equation (38) is quite a beguiling expression. E.g .. in the classical expression for 

N(E). Eq. (9). there is a statistical factor 8(E-H). the t1ux factor F. and a dynamical 

factor X· A similar suucture exist in the quantum expression. Eq. (34). where the 

dynamical factor is the projection operator Xr· The· manipulations following Eq. (35). 

however. lead to the result. Eq. (38). which appears to have no dynamical information; 

i.e .• only the statistical operator 8(E-f1) and tlux operator Fare involved in Eq. (38). 

This is an example of the fact that dynamics and statistics are inseparably interLwined in 

quantum mechanics; e.g .. a wavefunction describes the dynamical motion of the particles 

and also their statistics. Finally. note that one cannot convert Eq. (38) directly into a 

cmTesponding classical expression by replacing the u·ace by a phase space average and the 
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operators by the cmTesponding functions (as one can do for Eq. (34)). If one tries, the 

result is 

N(E) = t (21th)2 (21thfF f dp f dq 0(E-H(p.q))
2 

F(p.q)2 • (39) 

which appears to be intinite (because of the squares of the delta functions); the factor Ji2 

(which doesn't divide out in nonnalization) is 0 in the classical limit, however, so Eq. (39) 

is simply indetetminant. 

The difficult part of Eq. (38) to evaluate is the microcanonical density operator, 

8(E-fb. which is usually19 expressed in tetms of the outgoing wave Green's function 

(actually an operator), 
....... 1 ""+ 8(E-H) =-- Im G (E) . 

1t 
(40a) 

where 

(40b) 
e~o 

t. is a positive constant which imposes the outgoing wave boundary condition on the 
. 

Green's function (hence the''+" designation), or it may be thought of as a convergence 

"' 
factor in the expression for G+ in tetms of the time evolution operator e-iHUh 

(J+(E) = (ihf 1 f.- dt eilE+;El<if<e-iHU>; 

the factor exp( -t.tin) in the integrand makes the time integral well-behaved in the long time 

(t-?oo) limit. 

The parameter e in Eq. (40b) usually plays a purely formal role in quantum scatteting 

theory, but it has recently43 been pointed out that one may think of it as the absorbing 

potential that a number of persons20 have used in numetical wavepacket propagation 

calculations to prevent ret1ections at the edge of the coordinate spa<.:e g1id. In this latter 

approach one adds a negative imaginary potential to the true potential energy fun<.:tion. 

V(q) ~ V(q)- it.(q) , (4la) 
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but this is clearly equivalent to adding the positive (operator)£ toE in E-H. 

" "' E-H _,E + iE(q) - H . (4lb) 

Allowing c. to be a (positive) function of coordinates, i.e., a potential energy operator. is 

better than taking it to be a constant. because it can be chosen to be zero in the physically 

relevant region of space and only ··turned on" at the edges of this region to impose the 

outgoing wave boundary condition. Absorbing nux in this manner. and thus not allowing 

it to retum to the interaction region. is analogous in a classical calculation to te1minating 

u·ajectmies when they exit the interaction region. 

Figure 4 shows a sketch of the potential energy smt'ace for the gene1ic reat:tion H+H2 

_, H
2 
+H, with the absorbing potential c.(q) indicated by dashed contours. E(q) is zero in 

the u·ansition state region. where the reaction dynamics (i.e .• tunneling. re-crossing 

dynamics. etc.) takes place. and is turned on outside this region. In practice one chooses 

the interaction region (that between the absorbing potentials) to be as small as possible, so 

that as small a basis set as possible can be used to represent the operators an~ evaluate the 

trace. Choosing it too small, though, will cause the absorbing potentials to interfere with 

reaction dynamics one is attempting to desclibe. 

With the microcanonical density operator given by Eq. (40) (with some choice for£), 

straightforward algebraic manipulations (also using Eq. (37)) lead to the following even 

simpler fonn fm· the cumulative reaction probability,4b 

....... +. . "' ......... + "" 
N(E) = 4 tr [G (E)* ep G (E)Er] , (42a) 

where c.r(c.P) is the part of the adsorbing potential in the reactant (product) valley. and £ = £r 

+ c.P. This expression may be evaluated in any convenient basis set which spans the 

interaction region and also extends some ways into the absorbing region. The explicit 

matrix expression is then 

N(E) = 4 tr [(E-ic.-H)-1 • £P • (E+ie-H)-1 • c) , (42b) 

with 
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e = er + ep. 

It is interesting to note that in E.J. (42) all retcrence to a specitic dividing surface has 

vanished; it is implicit that a dividing surface lies somewhere between the reactant and 

product "absorbing strips" (cf. Fig. 4), but there is no dependence on its specitic choice. 

This is consistent with the earlier discussion that in classical mechanics N(E) is independent 

of the choice of the dividing surface provided that one a~::tually dete1mines the exact 

dynamics, as is being done here quantum mechanically. 

Eq. (42) provides the first practical scheme for dete1mining the rate constant for a 

chemical rea~::tion absolutely correctly, but directly. i.e., without having to solve the 

complete reactive scattering problem. This is not a transition state ·'theory" since 

calculation of the Green's function. the matrix inverse of (E+ie-H). is equivalent to solving 

the Schrodinger equation. i.e .. it generates the complete quantum dynamics. Since this is 

required only in the transition state region (between the reactant and product absorbing 

suips). one may think of this quantum mechanical calculation as the analog of a classical 
. 

u·ajectory calculation which begins trajectmies on a dividing surface in the transition state 

region and follows them for a shmt time to see whi~::h ones are reactive. 

Illustrative Examples 

In recent applications4 it has proved useful to employ a set of grid points in 

coordinate space as the basis set in which to evaluate Eq. (42b). These discrete variable.2l 

pseudo-spectra1.22 or collocation methods23 are proving quite useful for a variety of 

molecular quantum mechanical calculations. The primary advantages of such approaches 

are that (1) no integrals are required in order to construct the Hamiltonian mauix (e.g .. the 

potential energy mauix is diagonal. the diagonal values being the values of the potential 

energy function at the grid points). and (2) the Hamiltonian mauix is extremely sparse (so 

that large systems of linear equations can be solved efticiently). 
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Sinl:e the absorbing potential is diagonal in a gtid point representation. Eq. (42b) for 

the l:mnulative reaction probability simplities to 

N(E) = 4 L £{1Gi.i'i2£t. (43) 
i. j' 

where the index labels the grid points (the "basis funl:tions") and G ... is the (i.i I ) element 
1.1 

of the inverse of the matrix { 8 ... (E+i£.)-H. ., }, with £
1
. = ~::.r + £.P. The sum over i and i I 

1.1 l !.! 1 I 

includes only points in the real:tant and product absorbing regions. respel:tively, sinl:e E/ 

and £i.!? are zero at other grid points. 

Figure 4<; shows the set of grid points and the absorbing potentials which yield 

accurate results for the standard test problem, the collinear H+H2 -7 H2+H reaction. The 

impoitant feature to see here is how to close the absorbing potentials can be brought in and 

how localized the grid can be taken about the u·ansition state region. This is the region in 

which it is necessary to determine the quantum dynamics in order to obtain the ccmect 

result for N(E) (and thus k(T)). No information about reactant and product quantum states 

is involved in the calculation. 

Figure 5a shows the cumulative reaction probability so obtained4a for the collinear 

H+H2 reaction. Apart from noting that it is correct (by compUiison with any number l)f 

earlier scatteting calc.:ulations using Eq. (32)), it is interesting to observe that at the higher 

energies N(E) is not a monotonically increasing function of energy. This is a signature24 

of transition state theory-violating dynamics, i.e .. re-crossing trajectoties in a classical 

picture. and the result of a short-lived collision complex that causes resonances in a 

quantum desctiption. 

For the H+H2 reaction in three dimensional space one needs to add in the bending 

degree of freedom in the transition state region and also allow the three-atom system to 

rotate. Fig. 5b shows the cumulative reaction probability obtained4b for zero total angular 

momentum (1=0). and again it is in l:Omplete agreement with results25 obtained from Eq. 

(32) via full scatteting calculations. Even though collision complexes also f01m in the 



three-dimensional version of the H+H2 reaction. N(E) in Fig. 5b appears (to the eye. at 

least) to increase monotonically with energy in transition state-like fashion. This is the 

quantum mechanical analog of the phenomenon seen above classically,9 where the 

dynamics behaves more transition state-like the higher the physical dimension of the 

system. 

A more challenging application26 is to the n~a<.:tion 

H+02 --7 OH+O . 
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which is one of the most important reactions for modeling the combustion or 

hydrocarbons. Fig. 6 shows a schemati<.: of the potential surface, and one sees why this is 

a more complicated reaction to deal with: the deep well (-2 eV) in the interaction region 

leads to the fmmation of a moderately long-lived collision complex. strongly violating the 

transition state assumption of "direct dynamics". The Iigorous quantum methodology 

desclibed above. however. is nevertheless applicable: absorbing potentials are introdu<.:ed 

just outside the interaction region where all the reaction dynami<.:s (tunneling. re-crossings. 

etc.) is determined. and the grid points cover the region in between. Figure 7 shows the 

cumulative reaction probability for this reaction (for J=O total angular momentum). and 

suucture resulting from the collision complex is readily observable. 

Finally. at the time of this writing. full (six-) dimensional calculations for the CRP of 

the reaction27 

H+H20 --7 H2+0H 

are being completed. and the reference to this work will be supplied at proof stage. 

Cumulative Reaction Probability as an Eigenvalue Problem 

To conclude I desctibe some recent developmems2S that facilitate the evaluation of 

Eq. (42). Since the absorbing potentials are positive operators (and diagonal in a g1id point 



representation). it is easy to symmetrize the operand of the trace in Eq. (42) . 

...... 
N(E) = tr[P(E)] . (44a) 

where 

(44b) 

P(E) is seen to be a He1mitian operator (or mauix). so that its eigenvalues { Pk(E)} are 

are all real. and from Eq. (44a) the CRP is their sum. 

N(E) = L Pk(E) . (45) 
k 

It is also easy to see that P(E) is a positive operator (since it has the fmm L '"L). so that its 
...... 

eigenvalues are all positive. It is not as obvious- but can be readily shown- that P(E) 

is also bounded by the identity operator 

...... 
P(E) ~ l . (46a) 

ti·om which it follows that 

(46b) 

. 
The eigenvalues { pk} can thus be thought of as probabilities, and then Eq. (45) hears an 

interesting relation to the simple transition state expression, Eq. (22), in which N(E) is 

given (approximately) as a sum of one-dimensional tunneling (or transmission) 

probabilities over all states of the activated complex. The exact N(E) is given in Eq. (45) 

...... 
as the sum of the "eigen reaction probabilities" { pk}, the eigenvalues of the operator P 

defined by Eq. (44b). 

...... 
Finally, since one only needs the eigenvalues of P. one can do equally well with the 

eigenvalues ofP(E)" 1• 

P(E)"
1 = !£r.lf2(E+iE-H)Ep 1(E-i£-H)Er.lf2

• (47) 

The eigenvalues of p·l are { P~ } , the reciprocals of the desired values. The advantage of 

19 

working with p·l is clear- it is not necessary to obtain the Greecn 's function in order to 

construct this mauix; it is readily available from the Hamiltonian iL<;elf. The most powerful 
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and efficient approach cmTently available, therefore. is to determine the eigenvalues of the 

mauix P- 1 detined in Eq. (47). the reciprocals of which are the desired eigen reaction 

probabilities { pk}. The reader is referred to the 01iginal literature2~ for more specitks of 

this approach to the calculation. 
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Figure Captions 

1 . (a) Schematic depiction of the t:ontours of a potential energy surface with two possible 

choit:es of the dividing surface (actually a line in this two dimensional case). S 1 in 

the reactant reoion and S throuoh the transition state reuion ::: 2 e ::: · 

(b) Same as. (a). but indicating a region of some width about the dividing surface S2. 

2. Reaction probability for the collinear H+H2 reaction on the Poner-Karplus potential 

surface from a microcanonical classical trajectmy calculation (CLDYN) and 

microcanonical classical u·ansition-state themy (CL TST). as a function of total energy 

above the banier height (1 eV = 23.06 kcaUmole). 

3. Same as Figure 1. except that cr(E) is the microcanonical reactive cross section for the 

three-dimensional H+H2 reaction. 

4. Solid lines are comours of the potential energy surface for the H+H2 -7 H2+H 

reaction. Broken lines are contours of the absorbing potential (which is zero in the 

central part of the interaction region and "tumed on'' at the edge). for three possible 

choices or'iL The points are the grid points which constitute the ··basis set" for the 

evaluation of the quantum trace. Eq. (42). 

5. Cumulative reaction probability for the H+H2 -7 H2+H reaction. (a) for collinear 

geometry (ref. 4a). (b) three dimensional space for total angular momentum 1=0 (ref. 

4b). 

6. Energetics (in e V) of the H-0-0 potential energy surface. 

7. The cumulative reaction probability. for the H+02 -7 OH+O rcat:tion as a funt:tion of 

total energy. for total angular momentum J=O. 
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